State-specific individualized functional networks form a predictive signature of brain state
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Abstract

There is extensive evidence that human brain functional organization is dynamic, varying within a subject as the brain switches between tasks demands. This functional organization also varies across subjects, even when they are all engaged in similar tasks. Currently, we lack a comprehensive model that unifies the two dimensions of variation (brain state and subject). Using fMRI data obtained across multiple task-evoked and rest conditions (which we operationally define as brain states) and across multiple subjects, we develop a state- and subject-specific functional network parcellation (the assignment of nodes to networks). Our parcellation approach provides a measure of how node-to-network assignment (NNA) changes across states and across subjects. We demonstrate that the brain’s functional networks are not spatially fixed, but reconfigure with brain state. This reconfiguration is robust and reliable to such an extent that it can be used to predict brain state with accuracies up to 97%.
Introduction

The human brain is organized into functional networks that represent coordinated effort of individual subunits (or nodes) to execute specific functions (6-9). Previous studies have delineated 5-20 networks during the resting-state that putatively represent the “intrinsic” functional organization of the brain (9-12). These networks have been associated with a wide range of cognitive tasks (13-15) and alterations in the spatial organization of these networks have been linked to clinical disorders (16-18). Increasingly, there is evidence that a network’s spatial organization changes with the brain’s task demands (or state) (19-21). Characterizing a network’s state-evoked spatial reconfiguration is a key step towards fully understanding the brain’s functional organization. It is also essential to test the hypothesis that brain networks are not fixed but reconfigure as a function of brain state.

Recent studies have made significant progress in characterizing state-evoked changes in functional connectivity elicited by task performance (20-28). However, none of these works explicitly examined the possibility that networks spatially reconfigure: (i) The majority of these studies explicitly assumed that networks remain spatially unchanged across tasks (21, 22, 29). These analyses were restricted to investigating differences in connectivity between networks, and not whether networks spatially reconfigure across tasks. (ii) Another line of research takes a more abstract perspective by computing global network measures (such as modularity and participation coefficient) and comparing these measures across different states (27, 28, 30-32). Such approaches address the modular reconfiguration of the brain as a whole by defining a new set of networks for each state, but they do not quantify how or whether the same networks change across states. Such studies also typically define a small number of networks (~3-7) whose correspondence to the putative resting-state networks are unclear. These approaches cannot answer how specific networks reorganize as a function of brain state. (iii) Finally, many studies do not directly examine cross-subject variations in network reorganization (20), or treat cross-subject and cross-session changes as similar notions for defining reorganization (33). However, functional organization varies significantly across subjects, yielding large individual differences in network definitions (34, 35). There is a clear need to account for both cross-subject and cross-state variability in functional network organization when characterizing brain dynamics.

Here, we use a novel approach to dynamically map the brain’s functional networks across task-evoked and resting states and across individuals. We operationalize the brain’s functional subunits as a set of 268 pre-defined nodes (6). We then apply our recently developed exemplar-based parcellation method (36) to assign a set of pre-defined nodes to individualized, state-specific functional networks, while preserving the precise network correspondences across subjects and states. We show that all putative resting-state networks reconfigure by recruiting or dismissing nodes in a task specific manner as opposed to simply changing within and between network connectivity. We demonstrate the reliability of the observed state-evoked reconfiguration of networks with a fully cross-validated predictive model that decodes the brain state of unseen subjects solely based on their node-to-network assignments (NNA). We then
divide nodes into three classes based on the stability of these NNAs: 1) steady nodes that exhibit the same network assignment across states and subjects; 2) flexible nodes that change their network assignment across states, but are consistent across subjects, and 3) transient nodes that change their network assignment across both subjects and states. To give behavioral context for these node classes, we use a large-scale meta-analysis of task activation studies from BrainMap to assign behavioral domains and paradigm classes to each node. Together, our findings provide a more comprehensive view of the dynamics of large-scale functional networks.
Results

Functional network configuration varies across states

We analyzed fMRI data from the Human Connectome Project (HCP; \(n = 718\)); each subject performed 2 rest (REST1 and REST2) and 7 task (MOTOR, GAMBLING, WORKING MEMORY [WM], EMOTION, LANGUAGE, RELATIONAL, and SOCIAL) runs (hereafter, “states”) in the scanner. We operationalized the brain’s subunits into 268 nodes using a whole-brain functional atlas defined previously in a separate sample (37). We calculated and normalized the squared Euclidean distances between the mean time courses of each node pair, generating nine functional distance matrices per subject. We used exemplar-based parcellation (36) to assign these nodes into functional networks in an individualized manner for each state and subject, such that every subject acquired an individualized node-to-network assignment (NNA) for each state. A significant advantage of this approach is that it allows for individualized networks while maintaining correspondence of networks across subjects and states. As the number of networks (K) is an arbitrary parameter, we repeated the analysis for K=2-25 networks. Results presented in the main text are for K=12 networks with results from different numbers of K networks presented as SI.

Figure 1a displays population-level, state-specific networks for K=12 networks across 9 states, computed using winner-takes-all strategy on all the subjects within each state. While a consistent network structure is apparent across states, clear differences in network membership are observed across all states and networks. For example, the posterior areas of the caudate nucleus are associated with the ventral attention network (VAN) during rest, but their network assignments change to the language or the sensorimotor network (SMN) during task performance (Figure 1a). To quantify network reconfiguration across states, we calculated the Hamming distance (38)—or the number of nodes that change their NNAs—for each pair of states (Figure 1b). The two resting-states (REST1 and REST2) have the most similar functional organization with only a 5.6% (15/268) difference in their NNAs. Given that the resting-state scans represent the same state, this result provides a benchmark for comparisons between different states. In contrast, the smallest reconfiguration between two different states was over three times larger: WM and GAMBLING, 19% (51/268). GAMBLING and SOCIAL demonstrate the highest level of network reconfiguration (45.5% difference). SOCIAL showed the least similarity to the other states with 41.9% difference on average.

We next quantified the level of state-evoked reconfiguration for each network by computing the ratio of the nodes that change their network assignments from REST1 to every other state (Figure 1c). Among all eight states, REST2 exhibited the maximum similarity to REST1, with 7/12 networks displaying 0% reconfiguration. The subcortical/cerebellum exhibited the maximum reconfiguration, while the visual networks (visual I and II), and the DMN (core) exhibited the least reconfiguration from REST1 to all other states. The SMN displays the maximum reconfiguration during MOTOR task, and the language network displays the...
maximum reconfiguration during LANGUAGE task. Similarly, a majority of the higher-order association networks—including the FPN, DAN, and CON—display their maximum reconfiguration during the SOCIAL cognition task (Figure 1a). These observations could indicate that specific network reconfigures when a task strongly engages that network. These fuzzy network profiles are displayed in Figure S1 (see Methods).

Figure 1. Functional network configuration varies across states. a) We computed the state-specific population-level node-to-network assignment (NNA) as the winner-takes-all assignment for each node across all individuals for each functional state (MOTOR, GAMBLING, WORKING MEMORY, EMOTION, LANGUAGE, RELATIONAL, SOCIAL, REST1, and REST2). b) Hamming distance between every pair of parcellation schemes derived for each state. The Hamming distance is calculated as the number of nodes that are assigned to different networks between the two functional states. It takes values from 0 (perfect matching) to the number of nodes (here, 268). As expected, the two resting states have the most similar parcellations (minimum Hamming distance: 15/268 = 5.6%). SOCIAL and GAMBLING had the least similar parcellations (minimum Hamming distance: 122/268 = 45/5%). SOCIAL task displayed the least similarity to the rest of the states with 41.9% (112.25/268) different assignments on average. c) The ratio of the nodes that changed their network assignments from REST1 to every other state, calculated for every network separately. For every network, the state during which the maximum reconfiguration is observed is highlighted in black. VAN: ventral attention network, DAN: dorsal attention network, Vision I: primary vision, DMN: default mode network, CON: cingulo-opercular network, Vision II: secondary vision, FPN: frontoparietal network, SMN: sensorimotor network, Sub-Cereb: subcortical/cerebellum. See Figure S1 for a probabilistic illustration of these network definitions.
Decoding functional states by node-to-network assignment (NNA) vectors as features

Next, we demonstrate that the observed state-evoked reconfiguration of functional networks is robust across subjects and specific to that state. To this end, we trained a fully cross-validated predictive model using a gradient boosting machine (GBM) to predict the states of novel subjects based solely on their NNAs. We randomly divided the entire population into a training set and a test set. We calculated exemplars using the training set and used to assign nodes to networks for the entire population. Next, we trained a GBM on the NNAs of the training set and predicted the state for the test set subjects.

Figure 2. Decoding functional states by node-to-network assignment (NNA) vectors as features.
The entire population was divided into equal-sized training and testing sets. The exemplars (nodes with fixed NNAs both across states and subjects, representing each network) were computed using the training set and were used to parcellate the entire population. A GBM was trained on the training set using the NNA vectors as features. It was then used to predict the functional state of the novel subjects in the testing set. a) The binary classification accuracies averaged over number of networks ranging from 2 to 50. For every pair of tasks (task1, task2) we restricted our analysis to the data derived from the two tasks, yielding a population of 718 × 2 subjects with two outputs, task1 or task2. b) The 8-class classification accuracies are displayed for all number of networks (K=2-50). For Ks larger than 17 the accuracies tend to stabilize with marginal variation. As expected, the minimum accuracies are observed for K=2, since the entire vector only consists of two numbers: 1 or 2, depending on whether the node is assigned to network #1 or network #2. GAMBLING, RELATIONAL, EMOTION, and WM displayed the lower prediction accuracies than MOTOR, SOCIAL, LANGUAGE, and REST. See Figure S4 for a 10-fold cross-validated predictive model wherein the parcellation schemes are derived from the entire population (not just the training set as shown above).
We report two classification pipelines: a two-class (binary) classification (Figure 2a), where every pair of states were used versus each other; and a more difficult 8-class classification (Figure 2b), where all states were used together with the exception of REST2 due to its overlapping nature with REST1. Random accuracy is 50% for the binary classification and 12.5% for the 8-class classification. As expected, the minimum prediction accuracy was associated with the REST1-REST2 pair (accuracy=55%). We successfully decoded all other pairs of states with accuracies considerably higher than random, with minimum, maximum, and average accuracy of 84%, 97%, and 94% averaged over all Ks from 2-50 (Figure 2a). Similarly, the 8-class classification accuracies were also considerably higher than random with minimum, maximum, and average accuracy of 66%, 87%, and 78% averaged over all Ks from 2-50 (Figure 2b). Together these predictive models suggest that functional networks reorganize due to changes in state in a robust, reliable, and predictive manner across subjects.

Classifying nodes based on node-to-network assignment (NNA) reconfigurations

To better quantify which nodes change their NNAs across states and subjects, we calculated the entropy (a well-established metric of uncertainty from information theory literature (39)) of the NNA histograms. We used two measures of entropy: 1) Entropy_{cross-subject} to measure the variation across multiple groups of subjects within the same state (i.e. within a column) and 2) Entropy_{cross-state} to measure the variation across multiple states for the same subject (i.e. within a row). A high entropy in either of these measures means high variation in NNAs. Figure 3a displays Entropy_{cross-state} versus Entropy_{cross-subject} for every node in the brain. We observed that the two entropies were significantly correlated with each other ($r=0.78, p<1\times10^{-16}$), suggesting that the nodes with high cross-subject variation also tend to have high cross-state entropy.

Next, we used the two entropy measures to categorized nodes into three entropy classes: 1) steady nodes, those with low cross-state and cross-subject entropies, indicating consistent cross-state and cross-subject NNAs; 2) flexible nodes, those with relatively high cross-state entropies, but low cross-subject entropies, indicating inconsistent cross-state NNAs but consistent cross-subject NNAs; and 3) transient nodes, those with high cross-state and cross-subject entropies, indicating inconsistent cross-state and cross-subject NNAs (see Figure 3a).

The first class includes nodes that have consistent NNAs across subjects and across states. These nodes have low values for both entropy measures defined above, and are denoted as steady nodes (displayed in red in Figure 3a). The second class includes nodes that have consistent NNAs across subjects, but that change their NNAs across states. These nodes have lower values for Entropy_{cross-subject}, but higher values for Entropy_{cross-state} and are denoted as flexible nodes (displayed as yellow in Figure 3a). The third class includes nodes that change their NNAs across different states and subjects. These nodes have high values for Entropy_{cross-subject} and Entropy_{cross-state} and are denoted as transient nodes (displayed as green in Figure 3a). As shown in Figure 3b, steady nodes are mainly located in the superior frontal cortex, dorsolateral
prefrontal cortex (dlPFC), precuneus, post-central gyrus, superior and middle temporal gyrus, and the occipital lobe. Flexible regions are located mainly in the inferior frontal gyrus, pre-central gyrus, anterior cingulate cortex, posterior parietal cortex, inferior parietal lobule, and cerebellum. Finally, transient nodes are located mainly in subcortical areas such as the hippocampus/parahippocampus, thalamus, and caudate. Figure 3c illustrates network assignments for the steady nodes. These results suggest that the brain is comprised of nodes that form three general entropy classes based on NNA: steady, flexible, and transient.

![Figure 3. Classifying nodes based on node-to-network assignment (NNA) reconfigurations.](image)

We investigated the association between the three node entropy classes and our functional networks. We observed that all networks—excluding the visual I network—contained nodes of each class. However, the distribution of the three entropy classes differed considerably across networks (Figure 4a). For example, the DAN (76.6%), CON (56.5%), and SMN (70.0%) had a
majority of flexible nodes; the VAN (57.7%), and the dorsal-medial portion of DMN (64.1%) had a majority of transient nodes; and the visual I network (62.5%), visual II network (64.3%), and the core portion of DMN (72.7%) had a majority of steady nodes. Finally, we observed that all functional networks contributed evenly to the steady class, but did not contribute evenly to the flexible or transient classes (Figure 4b). For example, the DAN contributed the most to the flexible class, while the dorsal-medial portion of DMN and the subcortical/cerebellum contributed the most to the transient class. This suggests that individual brain networks have varying levels of stability, as defined by NNA entropy across task states and subjects.

Figure 4. Localization of the node entropy classes in networks. a) The Entropy\textsubscript{cross-state} versus Entropy\textsubscript{cross-subject} diagram is displayed for the nodes within each network. The within-network distribution of the entropy classes is further demonstrated. Primary and secondary visual networks and the core portion of default network are mainly comprised of steady nodes. DAN, CON, and SMN mainly include flexible regions, and VAN, dorsal-medial DMN and subcortical/cerebellum networks are mainly comprised of transient regions. FPN has a large portion of both steady and flexible regions, subcortical/cerebellum network has a large portion of both flexible and transient nodes, and Language network has almost even portion of all three entropy classes. b) The distribution of functional networks within each entropy class. While the contribution of functional networks to the steady class is evenly distributed across all networks, DAN, CON, SMN, and subcortical/cerebellum have the largest contribution to the flexible class, and VAN, dorsal-medial DMN, and subcortical/cerebellum have the largest contribution to the transient class.

Flexible nodes contributed most to the state-decoding paradigm

We hypothesize that nodes in the flexible entropy class should have the highest predictive power for decoding states. We support this hypothesis with two lines of logic: first, because flexible
nodes change their network organization according to task state, how the NNA reconfigures should therefore reflect the underlying state; second, because (as defined above) flexible nodes have consistent NNAs across subjects, NNA should generalize across novel subjects. To test our hypothesis, we attempted to predict task state from NNA and observed how important each NNA was in this prediction. Node importance (i.e. “feature importance”) was calculated by the GBM classifier as the number of times that each node was used to make a key decision that improved the classifier’s performance measure (40). We examined the distribution of the importance scores within each node entropy class. Consistent with our hypothesis, the flexible regions had the largest importance scores on average (Figure 5a; two-tailed t-test Bonferroni corrected for multiple comparisons, t(flexible, steady)=26.8, p<3×10^{-16}, t(flexible, transient)=30.4, p<3×10^{-17}, t(steady, transient)=0.34, p<0.79). This suggests that entropy classes are functionally meaningful divisions and that task-state can be decoded based on the NNA of the brain’s flexible nodes.

Figure 5. Predictive power and functional relevance of the node entropy classes. a) The distribution of the feature (node) importance in predicting states is displayed across the three entropy classes. The flexible class comprises of the most important nodes for state decoding. Two-tailed t-test between every pair of steady, flexible, and transient class was performed and Bonferroni corrected for multiple comparisons, *** p<1×10^{-16}. b) The distribution of paradigm classes (PCs) across entropy classes. Steady nodes have higher values of significant PC loadings than either flexible (t=1.7, p<0.09) or transient nodes (t=4.6, p<8×10^{-6}). c) The distribution of behavioral domains (BDs) across entropy classes. Steady nodes have higher values of significant BD than either flexible (t=1.5, p<0.15) or transient nodes (t=3.3, p<0.001). Analyses in (b) and (c) represent node-level analyses of BrainMap Functional Database's experimental meta-data representing 55 BDs and 108 PCs. Profiles were computed within each node as the forward inference likelihood z-scores, thresholded at z>1.96, and summed over all BD/PCs. Colored circles represent the 268 nodes, colored according to their entropy classes. See Figure S6 for network-level functional relevance.
Steady nodes displayed the strongest behavioral associations

Similarly, we investigated the behavioral profiles of different entropy classes. We conducted a meta-analysis using the behavioral domains (BD) and paradigm classes (PC) reported in the BrainMap Functional Database (41). We examined the association between BrainMap’s 55 BDs and 108 PCs (reflecting 10,467 task-activation experiments from 27,820 subjects) with the node entropy classes (steady, flexible, and transient), both at the node-level (with 268 nodes) and at the network-level (with 12 networks). We hypothesized that because steady nodes were less likely to “switch” association with task state, they should be more strongly associated with specific BDs or PCs. We found that indeed, there was a trend for steady nodes to have stronger BD and PC loadings than either flexible or transient nodes (one-tailed t-test Bonferroni corrected for multiple comparisons, PC: t(steady, flexible)=1.7, p<0.09, t(steady, transient)=4.6, p<8×10⁻⁶; BD: t(steady, flexible)=1.5, p<0.15, t(steady, transient)=3.3, p<0.001; Figure 5b,c). The same trend was observed at the network-level (Figure S6). A breakdown of each node’s BD and PC association is referenced in Table S1. This further suggests that entropy classes provide information that is relevant to how the brain executes its functional repertoire, as defined by BDs and PCs.

Graph visualization of the functional connectivity reconfiguration across states

Finally, we calculated changes in functional connectivity due to changes in state, for comparison with studies that investigate changes in functional connectivity as a proxy for network reorganization. Functional connectivity matrices were calculated (using Pearson correlation), z-scored, and averaged across subjects. The averaged connections were then thresholded to the top 10% of the connections. Figure 6 (the right side of each panel) visualizes the resulting connectivity matrices as force-directed graphs with nodes colored according to the functional network to which they belong and edges colored according to the entropy class of their two end points (see Methods). These force-directed graphs aim to visually organize networks such that the energy of the graph as a whole is minimized. This is accomplished by assigning both repulsive and attractive forces to each pair of nodes such that the nodes with stronger interconnections are displayed closer to each other and the ones with weaker connections are depicted distant. Node size is proportional to the graph theory measure degree. Nodes from different but related networks were integrated for all states. For instance, the core and dorsal-medial portions of DMN as well as the visual I and visual II networks showed strong integration with each other. However, the magnitude of this integration differed across different states. For example, while the visual I and visual II networks displayed strong integration across all states, the functional connectivity between them was weaker during the Social task. Finally, networks changed their segregation and integration patterns as a function of state. For instance, the DAN differed considerably across states, with higher segregation during the task states and higher integration during the rest states. Conversely, the subcortical/cerebellum and SMN presented higher segregation during the rest state and higher integration during the task states.
We next quantified the reorganization of functional networks by exploring their distribution across states (Figure 6; the bar plots on the bottom-left of each panel). We observed that the distribution of functional networks changes considerably across states, with more uniform distribution during rest than task. In this sense, the DAN was the largest network (with the maximum number of nodes) during GAMBLING, WM, EMOTION, LANGUAGE, and RELATIONAL states. The subcortical/cerebellum network was considerably larger during rest than task, suggesting that nodes in the subcortical/cerebellum network tend to integrate with other networks during the execution of a task, while displaying segregated behavior during rest (consistent with our observation from the graph). Surprisingly, the SMN lost the maximum number of nodes during the MOTOR task, while the Language network lost the maximum number of nodes during the LANGUAGE task. While this observation may seem contradictory to the demands of the tasks, it in fact indicates that these networks tend to integrate most with other networks during these tasks, potentially facilitating the information flow across networks, an observation aligned with the literature (22, 42). This is also consistent with our earlier finding (Figure 1c) that these networks displayed the maximum reconfiguration during these tasks.

Next, we quantified the functional connectivity (i.e. edge strength) between nodes from the same or different classes (Figure 6; the error bars on the top-left of each panel): steady-steady edges (colored as red), steady-flexible edges (colored as dark gray), steady-transient edges (colored as gray), flexible-flexible edges (colored as yellow), flexible-transient edges (colored as light gray), and transient-transient edges (colored as green). We observed that the edge strength between steady nodes was significantly stronger than the edge strength between other node classes ($p<2\times10^{-16}$, Bonferroni corrected for multiple comparisons). Among edges between nodes of the same class, edges between steady nodes were significantly stronger than the edges between flexible nodes ($p<2\times10^{-16}$, Bonferroni corrected for multiple comparisons) and edges between flexible nodes were significantly stronger than edges between transient nodes ($p<1\times10^{-2}$, Bonferroni corrected for multiple comparisons). Among edges between nodes of differing class, the edges between steady and flexible nodes were the strongest ($p<2\times10^{-2}$, Bonferroni corrected for multiple comparisons). Edges associated with transient nodes had the lowest strength.
Figure 6. Graph visualization of the functional connectivity matrices across functional states.

Each panel corresponds to one functional state. For each functional state, three diagrams are displayed. The right diagram is the graph visualization of the functional connectivity matrix averaged over all subjects. Nodes are colored according to their population-level network assignments (see the bottom legend bar), and are sized based on their degree values (the higher the degree of the nodes, the larger it is displayed). Edges are colored according to the entropy class of their two end points (see the right legend bar), for example the connections between two steady nodes are colored red, connections between a steady node and a flexible node are colored light gray, and so on. The graphs are structured such that nodes with stronger connections are spatially closer to each other. As expected, nodes within the same network are clustered spatially close to each other. Further, nodes from different but related networks are also spatially integrated (for example the core and dorsal-medial portions of DMN, or primary and secondary visual networks). However, there is a difference in the integration and segregation level of different functional networks across different task states. The bottom left diagram within each panel represents the ratio of the nodes assigned to each functional network defined at the population-level. The top left diagram within each panel represents the strength of different types of connections at the population-level. Error bars represents the standard deviation across connections. Surprisingly, the connections within steady nodes are significantly stronger than the rest of the connections. These steady nodes form a strong core organization in the brain with large interconnections, similar to the “rich club” pattern.
Discussion

In this work, we showed that the brain’s network organization is not fixed, but rather that networks reconfigure as a function of brain state. We showed this held true across different task states and across individuals. We measured network reconfiguration as node-to-network assignments (NNA) and demonstrated that a novel subject’s current state could be predicted with 66-97% accuracy based on NNA alone. This finding demonstrates that networks reconfigure in a meaningful and reproducible manner across brain states. This also highlights the robustness of state-evoked network reconfigurations across subjects. Further, we showed that nodes group into three entropy classes based on their NNAs across states and subjects. Steady nodes exhibit consistent NNAs across both states and subjects and were primarily located in visual and medial cortical regions. Flexible nodes change their network assignments according to state in a consistent manner across subjects and were primarily located in higher order cognitive regions. Transient nodes exhibit variable NNAs across both states and subjects and were primarily located in the sub-cortex and cerebellum; regions known to have lower reliability in functional connectivity studies (43). Despite these trends of anatomical locations of nodal classes, all networks contained some nodes from each class. We further demonstrated the functional relevance of these nodal classes: flexible nodes contribute the most to models predicting brain state and steady nodes display the largest behavioral loadings based on a large-scale meta-analysis of task activation studies. Together, these results demonstrate that the brain’s functional networks recruit or dismiss individual nodes according to the demands of a particular task state.

Networks reorganize during different task-states

Our results suggest that a similar core network structure is observed across many different brain states. The same classic resting-state networks were observed in all brain states, but the exact nodes that belong to these networks changed as a function of the specific state. These results suggest that the organization of nodes into networks is state dependent, that network structure is not fixed across task states. Furthermore, our BrainMap meta-analysis showed that nearly all nodes were significantly associated with multiple paradigm classes, arguing against a single NNA or a discreet functional mapping for a specific node. Altogether, our results suggest that NNA is inherently probabilistic (see Figure S1) as the brain is constantly reconfiguring network membership. As such, previous studies may have interpreted these changes in NNA as changes in functional connectivity between networks because they considered network membership as a fixed quality (44). Future studies investigating changes in functional connectivity between rest and task or between multiple tasks should account for these changes in network structure to fully characterize network dynamics.

Our key finding is that all networks reconfigure as a function of task. This contrasts with previous literature that has focused on a single network, e.g. the FPN, that changes as a function of task-state (25, 45). Another contrast, for example, is the SMN, which has been characterized as remaining relatively fixed (11). However, we observed that the SMN is highly variable across
states (Figure 4a), revealing a state-evoked reconfiguration not previously characterized. Perhaps as one would expect, the largest reconfiguration of the SMN occurs when subjects are executing the motor task (Figure 1c). The SMN had the lowest portion of transient regions, suggesting the low cross-subject variability, consistent with previous observations (37, 46). In addition, our results also replicate previously observed network dynamics. Consistent with Andrews-Hanna et al. (47), we highlight that there is a core sub-system of the DMN (including medial superior frontal gyrus) and dorsal-medial and medial-temporal sub-systems of the DMN (including ventral medial prefrontal cortex (vmPFC), inferior temporal gyrus and temporal pole). Our results extend this characterization by suggesting that the two sub-systems of the DMN display distinct dynamic behaviors, with the core subsystem remaining unchanged across states, and the dorsal-medial subsystem reconfiguring more flexibly across states and subjects (48). Highlighting the complex role of DMN in both tasks and rest, our observation indicates that the DMN nodes change their network assignments from the DMN to other networks (such as the FPN and CON). Overall, these observations support the notion that all networks reorganize due to task, likely in a task specific manner.

Networks contain steady, flexible, and transient nodes

Our findings reveal that all networks contain a combination of steady, flexible, and transient nodes (Figure 4a). This suggests that networks consist of a core set of steady nodes that then recruit and dismiss flexible and transient nodes as required by a particular task demands. This result further implies that within each network there are specialized regions associated with distinct functionalities, from maintaining the intra-network communication to expanding the inter-network integration. These functionalities are corroborated by the theory of “local” versus “distributed” neural communication (22, 42), where transitions across states require the segregated processing units (distinct functional networks) to integrate information through flexibly changing network membership.

The contribution to the steady nodes was evenly distributed across all networks (Figure 4b), indicating all networks retained some core functional network configuration. The majority of steady nodes were located in regions previously been implicated as part of the “rich club”, a common organization in complex systems where important (or “rich”) nodes connect preferentially to other important nodes (15, 49, 50). Additionally, we observed strong functional connectivity between nodes in the steady class (Figure 6, the top left error bars) in a similar vein to the connections between rich club nodes. These observations were consistent across all nine states, implying that the “rich club” organization of the brain is independent of task-state. This also mirrors a core-periphery structure in the brain with core nodes strongly and mutually interconnected and periphery nodes sparsely connected to each other and to the core nodes (50-52).

In contrast, the distribution of flexible nodes varies across networks, suggesting that some networks reconfigure more with brain state changes than others (Figure 4b). For example, the DAN, CON, and FPN had a larger proportion of flexible nodes (Figure 4a,b). Previous studies
report that these networks rapidly update their connectivity patterns according to the task context (19, 20, 25, 53, 54) facilitating the information flow across networks (22, 42). The large number of nodes that change their network assignments to the DAN, CON, and FPN may underlie these previously observed changes in connectivity patterns. Our results are also consistent with the role of these networks as functional hubs (25, 55) and their strong out-of-network connections (42).

Finally, the majority of the transient nodes were assigned to the subcortical/cerebellum, dorsal-medial subsystem of DMN, and VAN (Figure 4a,b). These nodes, mainly located in heteromodal association and limbic cortex, actively change their membership across both subjects and states. High cross-subject variability in these regions has been previously reported (46, 48), and linked to differences in intelligence (56), attention (57, 58), and personality traits (59). This suggests that these regions promote a more personalized reconfiguration in the brain to adapt to the task at hand. Future work could explore the extent to which differences in the network reconfiguration in these regions could be indicative of, or be inferred from, the individual differences in task performance.

**Network configuration predicts state**

Individual task-states can be predicted from NNAs, suggesting that the state-specific information of network organization is sufficiently robust and reliable to form a signature for a given state. Prior work on task decoding has typically employed binarized classification of tasks. The pairwise accuracies (binarized classification) achieved here (ranging from 84% to 97% with average of 94%; Figure 2a) are significantly higher than the ones reported in the literature (60-62). Our accuracies for the 8-class classification (ranging from 66% to 87% with average of 78%; Figure 2b) were considerably higher than the accuracies reported in the literature, even for easier decoding problems such as classification with lower number of classes (25) or within-subject classification paradigms (63). In contrast to previous approaches that use voxel-wise feature (63, 64)—and either suffer from the “curse of dimensionality” or heavily rely on a priori set of voxels—our prediction results use a whole-brain data-driven feature engineering approach. That the minimal information stored in the NNA vectors (of length 268) with only integer values (i.e. 1, ..., K for K networks) can predict the state for novel subjects highlights the amount of state-specific information stored the brain’s large-scale network organization.

**Individualized brain networks are needed**

In addition, our results highlight the need for individualized approaches to systems neuroscience and medicine (65, 66) by demonstrating that NNAs contain large individual variations across states (i.e. our transient node class). Individualized, state-specific networks may provide higher specificity when considered as predictive features in machine learning algorithms (67, 68). Individualized networks could provide input for real-time fMRI neurofeedback paradigms (69-71), and brain stimulation therapies (72, 73), focusing on the disruption of networks at the single subject level. The conventional approach of defining fixed networks via group-level parcellations could reduce the efficacy of treatments.
In a recent work, Gratton et al. have studied the magnitude of functional network variability across subjects, tasks, and sessions (29). Their study of brain reconfiguration was restricted to changes in functional connectivity matrices as a whole (i.e., correlation of the vectorized connectivity matrices). Our work differs in that we study the large-scale network reconfigurations by probing the changes in NNAs across subjects and states. These two divergent but complementary views shed light on different aspects of the brain dynamics. While their analysis has shown that functional connections are largely stable with subtle cross-state changes (in terms of correlating vectorized matrices), here we demonstrate that about 73% (196/268) of the nodes actually change their network membership as a function of state. In addition, their observations of functional connectivity matrices indicate that the state-evoked modulations are largely individual-specific (i.e., subtle state-specific changes are consistent across subjects), whereas we demonstrate that state-specific changes in NNAs are sufficiently robust and reliable across subjects to predict the brain state. Combined, these observations suggest that while gross matrix level connectivity patterns change only minimally with state, large-scale NNAs change in a significant and meaningful manner. Therefore, NNA is state-sensitive and can summarize whole-brain connectivity across different task states. Our results show that the network level organization of the brain is flexible and changes in meaningful ways as a function of brain state, even at the individual level.

**Further considerations**

This work has several limitations that should be noted. Although brain-state dependent network reconfigurations were investigated here, we did not investigate the temporal dynamics within a given condition. This was partly because the length of the sessions in HCP data vary (74, 75) and because of methodological concerns surrounding dynamic brain-state definitions. Previous studies using window-based approaches to capture brain dynamics have shown sensitivity to the length of the window employed (23). We suggest that future work extend our framework to study the within session dynamics by employing sliding windows of sufficient length.

We employed a functional atlas consisting of 268 nodes, generated from an independent group of healthy subjects (5, 6). This atlas has proven to be reproducible and reliable (5), beneficial in understanding cross-subject variability, and useful for developing predictive models of behavior (6, 76-78). Given this past performance, this 268-node atlas represents a reasonable way to operationalize the brain’s sub-units in network analyses; however, we expect these results to generalize to any generic node-level atlas of comparable resolution. It should be noted however, that while we have assumed a fixed node definition across subjects and states (as have most network level studies to date), the same notion of flexibility is expected at the node level, and we are currently extending this approach to examine node boundary reorganization as a function of task or brain state.

Finally, moving forward it will be important to relate state-evoked network reorganization with individual differences in behavior and/or clinical measures. Future work could quantify the extent to which subjects with similar NNA reconfiguration patterns are also similar in state,
behavioral, or clinical measures; potentially grouping homogeneous subjects based on their NNA phenotypes. This methodology could be particularly compelling when applied to subjects with different clinical, neurodevelopmental, and aging categories.

**Conclusion**

We showed that the brain’s network organization is not fixed, but rather that networks reconfigure in predictable ways as a dynamic function of brain state. Future work should consider these state-evoked reconfigurations when studying changes in connectivity during different task-states. Such an approach will hopefully allow us to begin to relate individual differences in network reconfiguration to individual differences in behavior or clinical symptoms.

**Code availability**

The 268-node functional parcellation is available online on the BioImage Suite NITRC page ([https://www.nitrc.org/frs/?group_id=51](https://www.nitrc.org/frs/?group_id=51)). MATLAB, R (for graph visualization), and Python (for predictive modeling) scripts were written to perform the analyses described; these code are available on GitHub at [https://git.yale.edu/ms2768/NetworkParcellation_States.git](https://git.yale.edu/ms2768/NetworkParcellation_States.git). The graph visualization is released separately under the terms of GNU General Public License and can be found here: [https://github.com/mehravehs/NetworkVisualization](https://github.com/mehravehs/NetworkVisualization).
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Materials and Methods

Participants and processing

Data were obtained from the 900 Subjects release (S900) data set in Human Connectome Project [HCP] (74). Analyses were limited to 718 subjects for which data were available for all nine functional states: MOTOR, GAMBLING, WORKING MEMORY (WM), EMOTIONAL, LANGUAGE, RELATIONAL, SOCIAL, REST1, and REST2. For details of scan parameters, see Uğurbil et al. (75) and Smith et al. (79). Starting with the minimally preprocessed HCP data (80), further preprocessing steps were performed using BioImage Suite (81) and included regressing 12 motion parameters (Movement_Regressors_dt.txt), regressing the mean time courses of the white matter and cerebro-spinal fluid as well as the global signal, removing the linear trend, and low pass filtering (as previously described in Finn et al. (6)).

Functional distance and functional connectivity matrices

Functional matrices were assessed using a functional brain atlas (5) consisting of 268 nodes covering the whole brain; this atlas was defined using resting-state data from a separate population of healthy subjects (6). For every subject in each functional state, time courses for the two functional runs with opposing phase-encoding directions (left-right, “LR”, and right-left, “RL”) were concatenated and further used to generate a ground set $V$ consisting of $N = 268$ vectors in $T$-dimensional space, where $T$ indicates the length of scan session. To construct $268 \times 268$ symmetrical connectivity matrices, the Pearson correlation coefficients between the time courses of each possible pair of nodes were calculated and normalized using Fisher’s $z$-transformation. Each element of the functional connectivity matrix represents a functional connection, or edge, between two nodes. Functional connectivity matrices were calculated for each subject and each state separately. We also constructed functional distance matrices to perform the network-level parcellation. To this end, all the data points were first normalized to a unit norm sphere centered at origin, and a point with the norm greater than two ($v_0 = [3, 0, ..., 0]$) was used as the auxiliary exemplar. The pairwise squared Euclidean distances were calculated between the data points, yielding a distance matrix of size $268 \times 268$ for every subject and state.

Individualized and state-specific functional network parcellation

Functional networks were delineated for every subject in each functional state using the exemplar-based parcellation algorithm developed earlier in our group (36). This method provides an approach to summarize data by introducing a set of $K$ exemplars that best represents the full data. We followed the same methodology explained in Salehi et al. (36), by attempting to find $K$ exemplar labels $S = \{ e_1, e_2, ..., e_K \}$ s.t. $e_i \in \{1, ..., N = 268\}$, whose corresponding exemplar vectors for each individual $j$ in each state $m$, i.e., $S^{m,j} = \{ v_e^{m,j}, v_{e_2}^{m,j}, ..., v_{e_K}^{m,j} \} \subseteq V^{m,j}$, maximizes a desired utility function, as follows:
\[ F(S) = \sum_{m=1}^{M} \sum_{j=1}^{J} f^{m,j}(S^{m,j}), \]  

(1)

where \( S \) is the exemplar label set and \( S^{m,j} \) is the set including the corresponding exemplar vectors in subject \( j \in \{1,...,J = 718\} \) at state \( m \in \{1,...,M = 9\} \). Here, \( f^{m,j}: 2^{S^{m,j}} \rightarrow \mathbb{R} \) is the utility function of subject \( j \) at state \( m \). This function is a nonnegative submodular function derived from a loss function \( L \) by introducing an auxiliary exemplar, \( v_0 \), according to equations (2-3):

\[ f^{m,j}(S^{m,j}) = L^{m,j}(v_0) - L^{m,j}(S^{m,j} \cup v_0), \]  

(2)

\[ L^{m,j}(S) = \frac{1}{|V^{m,j}|} \sum_{n=1}^{N} \min_{e \in S} d(v_e^{m,j}, v_n^{m,j}), \]  

(3)

where \( V^{m,j} \) is the ground set of size 268 and dimension \( T \) for subject \( j \) at state \( m \), and \( v_e^{m,j} \in S^{m,j} \subseteq V^{m,j} \) is the node exemplar vector corresponding to the exemplar label \( e \in S \). The greedy algorithm was employed to solve the optimization problem and find the best \( K = \{2,3,...,50\} \) exemplar labels.

After \( K \) exemplar labels were identified, the corresponding exemplar vectors in every subject and state were used to parcellate the brain. We assigned each region \( n \) in subject \( j \) and state \( m \) (i.e. vector \( v_n^{m,j} \)) to the closest exemplar that represents the corresponding community (or network), i.e.:

\[ \text{Network} (v_n^{m,j}) = \arg \min_{e_i \in S} (v_n^{m,j}, v_{e_i}^{m,j}). \]  

(4)

Thus, the brain was parcellated into \( K \) networks each represented by an exemplar.

Next, we obtained a group-level parcellation for each of the nine functional states. We employed the winner takes all algorithm over all subjects in each state. That is, region \( n \) was assigned to network \( k \) at state \( m \) if the majority of subjects in that state voted for this assignment.

**Local versus global exemplar set.**

Here, exemplars were identified such that they were common across all functional states (i.e., global exemplars), so that they are agnostic to the states that subjects occupy. This was to assure the proceeding predictive analyses were not biased by the prior knowledge of the state. In order to assure that the results were not confounded by introducing common exemplars across all states, we repeated the exemplar-based parcellation, this time restricting the analysis to each state separately. This approach yielded nine different sets of exemplars (i.e., local exemplars), one for each functional state. We compared the parcellation results from global and local exemplars using two separate measures. First, we calculated the Dice coefficient between the two group-level parcellation vectors (Figure S2a) for \( K = 2-50 \). Second, we computed the Hamming
distance between the community co-membership matrices derived from each parcellation. For every subject in each state, a network co-membership matrix \((A)\) was constructed from the two parcellation schemes: (i) using global exemplars \((A_{\text{global}})\), and (ii) using local exemplars \((A_{\text{local}})\). The elements of this matrix were calculated as follows:

\[
a_{ij} = \begin{cases} 
1, & \text{if node } i \text{ and node } j \text{ were assigned to the same network} \\
0, & \text{otherwise}
\end{cases}
\]

The similarity between the two co-membership matrices \((A_{\text{global}}\) and \(A_{\text{local}}\) were calculated as 1 minus the Hamming distance between the vectorized form of the two matrices. The result is displayed in Figure S2b for \(K = 2 - 50\).

**Number of networks (\(K\)) selected for the analysis**

To choose the optimum number of networks, we examined the changes in network assignments by adding a new exemplar (or equivalently, adding a new network). For every state, we calculated the number of nodes that change their network membership as the number of exemplars, \(K\), increases from 2 to 50. This was employed for every subject and state separately (Figure S3). Among the \(Ks\) for which the number of changes were locally maximum, i.e. \(K = \{12, 17, 31, 45\}\), we chose \(K = 12\) as the minimum number of networks after which the memberships stabilized with significantly less changes in the NNAs. We reported the result for \(K = 12\) in the main script and presented the analyses of the remaining \(Ks\) in the Supplementary materials.

**The extent of network reconfiguration across states**

We quantified the functional network reconfigurations across states by computing the pair-wise Hamming distances (38) between every pair of group-level parcellation vectors. This resulted in a distance matrix \(D_{9x9}\), where every element \(d_{m1,m2}\) represents the number of nodes that change their membership from state \(m1\) to state \(m2\). To study each individual network reconfigurations, we considered REST1 as the benchmark for comparison. For every network \(k\), we computed the normalized Hamming distance between the NNA vector limited to the nodes that are assigned to network \(k\) during REST1, and the vector containing the same nodes’ network assignment during every other state.

**Functional state decoding**

We established a fully cross-validated predictive model that predicts (or decodes) the functional state of each individual brain solely based on the NNAs. The predictive analysis was employed using two separate pipelines: in the first pipeline, we employed a two-class (binary) classification task on every pair of states. For every pair of state \(m1\) and \(m2\), we combined the corresponding populations resulting in a data set with 718 x2 subjects. In this case, the chance accuracy was equal to 50%. In the second pipeline, we employed an eight-class classification task over the
entire data set (excluding REST2). REST2 was excluded to eliminate the redundancy of resting-state session and balance the probability space evenly across sessions (chance accuracy = 12.5%). A predictive model was developed using gradient boosting machine [GBM (40)] with 100 estimators (or decision trees) and 0.05 learning rate. The entire population was randomly divided into two equal-size folds (each with 359 subjects): the training set and the testing set. The exemplar-search algorithm (the first part of the parcellation pipeline) was employed on the training set and the resulting exemplars were used to parcellate the entire population. Next, a GBM was trained on the training set using NNAs as features and the functional state as the output. The model was then tested to predict the functional state of the unseen subjects in the testing set. Both predictive pipelines were employed for $K = 2 – 50$. Note that here the exemplar identification was restricted to the training set. This was to assure that the training and the testing sets are independent throughout the entire pipeline. However, the same results were achieved using the initial parcellation schemes and employing a 10-fold GBM on the entire data set (Figure S4). The predictive pipeline was implemented using Python’s Scikit-learn library (82).

State-decoding predictive features

Using GBM as our classifier facilitates retrieving the importance of features in the predictive analysis. Importance is explicitly calculated as the number of times that each feature was used to make decisions that improved the performance measure. This is weighted by the number of observations within each decision tree, and then averaged across all of the trees within the model. Since our GBM model was trained and tested over 268 features indicating the network assignment of each node, the importance of each node was assessed by the corresponding importance attribute. The importance of nodes within each entropy class was further assessed and compared using two-tailed t-test Bonferroni corrected for multiple comparisons.

Cross-subject and cross-state entropies

From the NNA histograms derived earlier, we quantified the changes in the NNAs. To measure how frequently a node changes its memberships to a network, we used entropy, a well-established measure from the information theory literature (39). We defined and calculated two measures of entropy: cross-state and cross-subject entropy. Cross-state entropy was defined as the entropy of each row of matrix $P_{100 \times 9}$ summed up over all iterations:

$$
\text{Entrop}_{\text{cross-state}}(p,m) = - \sum_{i=1}^{100} \sum_{k=1}^{K} \text{Pr}_{\text{cross-state}}(p_{i,m} \in k) \times \log \text{Pr}_{\text{cross-state}}(p_{i,m} \in k),
$$

(5)

$$
\text{Pr}_{\text{cross-state}}(p_{i,m} \in k) = \frac{1}{M} \sum_{m=1}^{M} \mathbf{1}(p_{i,m} \in k),
$$

(6)

where $\mathbf{1}$ represents the indicator function, i.e.:
\[ 1(p_{i,m} \in k) = \begin{cases} 1, & \text{if } p_{i,m} \in k \\ 0, & \text{if } p_{i,m} \notin k \end{cases} \] (7)

Here, \( \Pr_{\text{cross-state}}(p_{i,m} \in k) \) indicates the probability of node \( p \) in iteration \( i \) and state \( m \) being assigned to network \( k \). This probability is calculated as the normalized NNA histogram across all states (Eq. 6).

Cross-subject entropy is defined as the entropy of each column of matrix \( P_{100 \times 9} \) summed up over all states:

\[
\text{Entropy}_{\text{cross-subject}}(p, m) = - \sum_{m=1}^{M} \sum_{k=1}^{K} \Pr_{\text{cross-subject}}(p_{i,m} \in k) \times \log \Pr_{\text{cross-subject}}(p_{i,m} \in k),
\] (8)

\[
\Pr_{\text{cross-subject}}(p_{i,m} \in k) = \frac{1}{100} \sum_{i=1}^{100} 1(p_{i,m} \in k),
\] (9)

Here, \( \Pr_{\text{cross-subj}}(p_{i,m} \in k) \) indicates the probability of node \( p \) in iteration \( i \) and state \( m \) being assigned to network \( k \). This probability is calculated as the normalized NNA histogram across all iterations (Eq. 9). We further scaled the entropies to the range (0,100). Thus, every node is represented by two measures: cross-state and cross-subject entropies (Figure S5). These two measures were further exploited to group the nodes into three entropy classes: 1) steady nodes, those with low cross-state and cross-subject entropies, 2) flexible nodes, those with relatively high cross-state entropies, but low cross-subject entropies, and 3) transient nodes, regions with high cross-state and cross-subject entropies. Defining these entropy classes required a threshold for low and high entropies. We defined the steady nodes as regions with cross-state and cross-subject entropies equal to 0. These regions do not change their network assignments across different states or cohorts of subjects. In order to define the other two entropy classes, we took the mean of the cross-subject entropy among the rest of the non-steady nodes as the threshold (\( \tau_{\text{mean}} = 29.47 \)). Thus, regions with cross-state entropies higher than 0 and cross-subject entropies lower than \( \tau_{\text{mean}} \) were identified as flexible, and regions with cross-state entropies higher than 0 and cross-subject entropies higher than \( \tau_{\text{mean}} \) were identified as transient. The more formal definition of the three entropy classes are as follows:

\[
\text{Node class} = \begin{cases} \text{Steady,} & \text{if } E_{\text{cross-state}} = E_{\text{cross-subject}} = 0 \\ \text{Flexible,} & \text{if } E_{\text{cross-state}} > 0 \text{ and } E_{\text{cross-subject}} \leq \tau_{\text{mean}} \\ \text{Transient,} & \text{if } E_{\text{cross-state}} > 0 \text{ and } E_{\text{cross-subject}} > \tau_{\text{mean}} \end{cases}
\] (5)

Where \( E \) stands for Entropy. These regions are further displayed on the brain with red indicating the steady nodes \((n=72)\), yellow indicating the flexible nodes \((n=115)\), and green representing the transient nodes \((n=81)\).
Localization of the node entropy classes in networks

We localized the entropy classes on the brain using two separate pipelines. In the first pipeline, we studied the distribution of different entropy classes within each network. For each system, the ratio of each of the three classes were displayed as a pie chart. In the second pipeline, we examined the contribution of the systems in each of the three classes by calculating the ratio of the nodes within every network assigned to each of the entropy classes. We reported the results using the network labels defined at REST1 as resting-state represents the intrinsic functional organization where these networks were originally developed (7, 9).

Distribution of behavioral domains and paradigm classes across entropy classes

Behavioral domain (BD) and paradigm class (PC) profiles were defined by referencing the BrainMap Functional Database's experimental meta-data [www.brainmap.org], which represents 62,038 x-y-z foci from 10,467 functional human brain imaging task-activation experiments representing 27,820 subjects. These task-activation experiments represent 55 BDs and 108 PCs (83, 84). BDs include categories and subcategories of mental processes isolated by the experimental contrasts. They comprise five main categories: cognition, action, perception, emotion, and interception. PCs include the experimental tasks isolated by an experimental contrast (see http://brainmap.org/scribe for more information on the BrainMap taxonomy). Profiles were computed within each node (or network) as a z-score of the forward inference likelihood that a particular BD or PC is reported within that node (or network) \[P(Activation / BD)\] or \[P(Activation / PC)\] normalized by the likelihood expected if they were uniformly distributed throughout the brain (85). A high z-score indicates a high specificity of a particular BD or PC for that node (or network). To create a profile for each node (or network), z-scores were thresholded at \(z>1.96\) (associated with 95% confidence interval or \(p<0.05\)) and summed over all BD/PCs. Profiles were computed using MATLAB.

Graph visualization of the functional connectivity reconfiguration across states

To provide a complementary analysis on how different networks interact with each other, we employed a graph visualization approach. While the delineation of functional networks represents the integration and segregation of different regions, functional connectivity analysis – using graph visualization – provides additional information on connections both within- and between-networks. This analysis further differentiates the notion of community and connection, as motivated by previous studies (33, 86). To this end, we constructed a population-level connectivity matrix for each state by taking the average of the individualized connectivity matrices (see Method 3.2). The average matrix was simplified by summarizing the edges to the top 10% and removing the within node connections (or loops) that were the artifact of correlation of vector by itself. The resulting matrix for each functional condition was visualized as a graph with the nodes colored according to their network assignments and the edges colored according to the entropy class of their two ending nodes. The homogenous connections – i.e. edges with the two ending nodes belonging to the same entropy class – are colored as red, for
connections between two steady nodes, yellow for connections between two flexible nodes, and green for connections between two transient nodes. The heterogeneous connections – i.e. edges whose ending nodes belong to two different entropy classes – are colored using grayscale shades with dark gray indicating the connections between steady and flexible nodes, gray indicating the connections between steady and transient nodes, and light gray indicating the connections between flexible and transient nodes. The strength of these six classes of connections were assessed and compared using pair-wise two-tailed t-test, Bonferroni corrected for multiple comparisons. We further employed a test-retest analysis by repeating the entire graph visualization pipeline over two sets of 359 subjects derived by randomly splitting the entire population into two halves, and very similar results were qc. The graph visualization was employed using R package networkd3 [https://CRAN.R-project.org/package=networkD3].
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