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DNA condensation at mesoscale level, induced by multivalent ions is of substantial 

importance for packing of DNA in vivo with many applications in biology, 

biotechnology and polymer physics. Rigorous modeling of this process with all-atom 

molecular dynamics (MD) simulations is presently impossible due to size and time scale 

limitations. Here, we present a hierarchical approach for systematic multiscale coarse-

grained (CG) simulations of DNA condensation induced by the three-valent cobalt(III)-

hexammine (CoHex3+). On the basis of all-atom MD simulations, we extract solvent-

mediated effective potentials for a CG model of DNA and simulate DNA aggregation in 

the presence of CoHex3+. Further coarse-graining to a “super-CG” DNA model enables 

simulations of DNA condensation at mesoscale level. Modeling a 10 kbp-long DNA 

molecule  results in formation of a toroid with distinct hexagonal packing in agreement 

with Cryo-EM observations. The approach uses no adjustable parameters and is 

applied on DNA up to megabase dimensions. It may be generalized to modeling 

chromatin up to chromosome size. 
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The compaction of DNA is a problem of outstanding importance in fundamental polymer and 

polyelectrolyte theory with many important applications in biology, biotechnology, 

nanoscience (1-4). While a long (~100 Mbp) chromosomal DNA molecule in low salt 

solution adopts a random coil conformation expanding over 100 μm, 46 such DNA molecules 

are packed inside the confined space of about 10 μm of the eukaryotic cell nucleus. Similarly, 

in sperm heads, bacteria and viruses, DNA is extremely densely condensed, packed into 

toroidal structures (5-8). DNA condensation has also attracted interest in gene delivery where 

the compaction is a key to optimizing such approaches.  

For almost 50 years it has been known that in vitro, in the presence of highly charged 

cations like cobalt(III)-hexammine (CoHex3+), spermidine3+ and spermine4+, DNA in solution 

condenses into collapsed structures of varying morphologies such as  toroids, rod like fibres, 

globules and liquid crystals (9-13). While liquid crystalline phases are observed for 150 bp or 

shorter DNA molecules (14-16), long DNA molecules (a few to several hundred kbp) exhibit 

highly regular toroidal structures with DNA arranged in hexagonal packing inside the toroids 

(5), which have an outer diameter of around 100 nm, depending on conditions (17, 18). This 

spontaneous DNA toroid formation also observed in vivo in viruses and sperm chromatin, has 

fascinated scientists for a long time and been vastly studied experimentally with a variety of 

techniques such as X-ray diffraction (19, 20), Cryo-EM (7, 18) and more recently with single 

molecule techniques (21). This has resulted in significant advances in our understanding of 

the phenomenon both at mechanistic and fundamental level. However, there are still many 

unanswered problems related to DNA condensation in general and its spontaneous toroid 

formation induced by multivalent cations, in particular. Specifically, there is a lack of 

rigorous theoretical modeling approaches that are able to predict and reproduce this behavior 

from first principles. 
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Although counterintuitive, the fundamental origin of multivalent ion induced attraction 

between like charged DNA molecules leading to condensation is well established and 

grounded in the electrostatic properties of the highly charged DNA polyelectrolyte. Based on 

computer simulations as well as on analytical theories, it has been established that the 

attraction is caused mainly by ion-ion correlations which result in a correlated fluctuation in 

the instantaneous positions of the condensed counterions on DNA, which leads to a net 

attractive force between DNA molecules (reviewed in several works (2, 22, 23)). In the case 

of flexible multivalent cations like the polyamines or oligopeptides, the attraction is also 

generated by the “bridging” effect (24). However, although the origin of DNA-DNA 

attraction leading to condensation is clear and well described by different polyelectrolyte 

theories, DNA toroid formation is less well described theoretically. This phenomenon is 

important as an example of single molecule collapse of a semiflexible polyelectrolyte 

determined by a combination of DNA electrostatic interactions and mechanical bending 

properties. Commonly, computer modeling of DNA collapse and toroid formation (25-28) is 

based on a description of DNA as a chain of beads with parameterized harmonic bonds tuned 

to reproduce the DNA mechanical properties from experimental persistence length data. In 

such studies DNA-DNA attraction is modelled by effective empirical potentials and only in a 

few works electrostatic effects are treated explicitly by including ions in the simulation 

systems (23, 29-32). Common to most other approaches is that they treat generic polymer 

molecules and use empirical adjustable parameters to describe the relevant potentials in the 

models, where the connection to the atomistic DNA structure and chemical specificity is lost. 

While toroid-like structures are predicted, the hexagonal arrangement was only recently 

observed (28). In order to further advance our knowledge of this phenomenon and pave the 

ground for detailed analysis of the DNA condensation mechanism within various relevant 
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contexts such as compaction of DNA in chromatin, it is important to develop chemically 

specific DNA models without adjustable ad-hoc parameters. 

The DNA toroid condensation is clearly intrinsic to the DNA molecule and inherent in its 

physico-chemical properties. The question arises whether this behavior can be predicted 

based on rigorous state-of-the-art all-atom molecular dynamics (MD) simulations. In recent 

years advances in computing technology have progressed considerably and all-atom 

biomolecular MD simulations including molecular water can now be performed for very 

large systems such as a nucleosome core particle and large DNA assemblies (33-35). 

However, simulation of DNA toroid condensation in all-atom detail over relevant time and 

length scales is not and will not be computationally feasible in a foreseeable future, and hence 

multiscale approaches linking atomistic and coarse-grained (CG) levels of description are 

necessary (36, 37).  

Within a systematic bottom-up multiscale modeling scheme, the macromolecules are 

reduced to a CG description with effective sites, representing groups of atoms (38). The 

effective potentials between the CG sites are obtained from underlying atomistic simulations 

and thus implicitly include the effects of the specific atomic structure and water solvent (31, 

39). The effective CG potentials can be computed using methods such as inverse Monte 

Carlo (IMC) (40), iterative Boltzmann inversion (41) or force matching (42), which allow to 

reduce the degrees of freedom number with several orders of magnitude, enabling 

simulations to be performed over a range of length and time scales. Although a few bottom-

up (based on underlying MD simulations) approaches for multiscale modeling of DNA have 

recently emerged (reviewed in (36, 37)), they usually do not treat both electrostatics and 

solvent effects rigorously or do not reach the mesoscopic scale of DNA condensation. 

Here, we perform systematic structure based multiscale CG simulations of DNA with 

explicit electrostatic interactions included, starting from all-atom description going up to 
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mesoscale modeling of DNA. We demonstrate DNA condensation induced by the three-

valent CoHex3+ ion forming toroids in hexagonal arrangement with a model obtained without 

adjustable parameters based only on the underlying all-atom force field and the topology 

adapted for the CG DNA description. 

 
Results 

 

Hierarchical multiscale approach. The stepwise multiscale hierarchical approach is 

illustrated in Fig. 1 and can be outlined as follows: First, using underlying Car-Parrinello MD 

(CPMD) optimized CoHex3+ force field parameters (43), we perform all-atom MD 

simulations for a system consisting of four DNA oligonucleotides in the presence of CoHex3+ 

(Fig 2). We then extract rigorous solvent mediated effective potentials by the IMC method 

(40) for a CG description of DNA, based on our previously validated model (44). The present 

CG model of DNA (Fig. 1B) is detailed in Fig. 1D (see Methods for more details). 

Subsequently, we perform simulations 

with these potentials for a system 

comprising two hundred DNA 

molecules and explicit ions to simulate 

DNA aggregation in the presence of 

CoHex3+. This simulation is used for 

further coarse-graining to a “super-

CG” (SCG) DNA model (Fig. 1C) with 

another step of IMC. The derived 

effective potentials for the SCG model 

enable us to simulate DNA 

 
Fig. 1. DNA models at multiple scales. (A) The all-atom 
DNA model is the reference model. (B) The first level of 
coarse-graining provides the CG model, having two bead 
types. (C) The SCG model is a beads-on-string model built 
upon the CG model with one bead type. (D) The detailed 
presentation of the CG DNA model in (B). Four bond 
interactions, D-P, P-P (backbone), D-D and P-P (cross 
minor groove) are shown in grey. Three angle interactions 
(P-D-P, P-P-P and D-D-D) are indicated by orange arrows. 
The P-P cross minor groove bond is defined as the shortest 
P-P bond over the minor groove, which is P4(n)-P1(n+1), 
P3(n)-P2(n+1), where n is the unit number. For details, 
refer to the method section in the main text 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted July 24, 2018. ; https://doi.org/10.1101/375626doi: bioRxiv preprint 

https://doi.org/10.1101/375626
http://creativecommons.org/licenses/by-nc-nd/4.0/


condensation at mesoscale level. We perform 

simulations for a system of hundreds of short 

DNA molecules (96 bp) as well as for a 

single DNA molecule (10 kbp).  

 

DNA-DNA attraction in all-atom MD 

simulations.  As a starting point for the 

bottom-up hierarchical approach modeling 

DNA condensation, we first performed all-

atom MD simulations. The system with four 

DNA molecules in all-atom description 

containing explicit ions (CoHex3+, Na+, K+ 

and Cl−) and water is illustrated in Fig. 2.  

We made three independent 1 μs-long simulations that were used in the IMC procedure for 

extraction of effective solvent mediated potentials for the CG DNA model. Similarly to the 

result of our previous work (43), the system showed DNA-DNA attraction and aggregation of 

DNA into fibre-like bundles induced by the presence of CoHex3+. This is illustrated in Fig. 2, 

which represents a snapshot at the end of one of the three trajectories. DNA fibres are formed 

across the periodic boundaries in all three independent simulations (see Supplementary Fig. 

S1). Snapshots at the end of the three final simulations show some variability in the character 

of DNA-DNA contacts over the periodic images, which may be due to the fact that even 

these microsecond simulations are not fully converged and bundling into various 

configurations may occur. Since CG models generally present a smoother free energy surface 

than its fine-grained MD counterpart, more efficient sampling can be achieved with CG 

models, which are also performed for much longer simulation times. A final snapshot from an 

 

Fig. 2 The all-atom MD simulation was set up 
in a cubic box of 15 nm size with explicit 
water. The components of the box are: four 36 
bp DNA double helices (coloured blue, red, 
green and orange, respectively), 140 CoHex3+ 
ions (shown with liquorice representation), 
140 K+ ions, 95 Na+ ions and 375 Cl- ions. 
Water molecules are shown as blue surface; 
monovalent cations are drawn as purple dots. 
The snapshot in the figure represents an 
illustration at the end one of the three 
simulations, showing the four DNA molecules 
dandling together. 
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MD simulation of this four DNA system, but using the CG effective potentials (see below) is 

illustrated in the Supplementary Fig S1D. In the CG MD simulations a straight fibre 

configuration was easily reached and this result is stable and does not vary in different 

simulations.  

 

Building a Coarse-Grained DNA model with effective solvent mediated potentials 

obtained from IMC.  Next, following the all-atom MD simulations we proceed to extract the 

effective potentials for the CG model (illustrated in Fig. 1D) using the IMC procedure. The 

trajectories generated by the MD simulations were mapped from the all-atom to the CG 

representation and then used for calculation of RDFs and intramolecular (within DNA) 

distributions of bond lengths and angles between the CG sites, with averaging over all three 

independent trajectories. Supplementary Fig. S2 illustrates convergence in the IMC 

calculations during the iterations. Examples of calculated RDFs are shown in Fig. 3A-C. 

Following the IMC method, all effective interaction potentials for the CG DNA model were 

derived simultaneously within the same procedure, so that all correlations between different 

interaction modes are accounted for.   

We additionally performed a control all-atom MD simulation without the presence of 

CoHex3+ under conditions that should not lead to DNA condensation. The CoHex3+ ions were 

replaced by the same number of Mg2+ ions (with the corresponding decrease of Cl- 

counterions), resulting in the absence of DNA condensation, which is in agreement with the 

experimentally known fact that the divalent Mg(II) does not induce DNA condensation (45). 

We followed the same modeling protocol as for the case of CoHex3+ to derive effective 

potentials for this control model. Selected distribution functions and final effective potentials 

are plotted in Figs. 3A-F. All RDFs and effective potentials for the CG simulations with 

CoHex3+ are presented in the Supplementary Fig S3.  
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An important point from the plots in Fig. 3 should be noted. Even though there is a 

profound difference in the appearance of the non-bonded D-D RDF (between the central 

beads of different DNA molecules) comparing the DNA simulation in the presence of 

CoHex3+ with the simulation with Mg2+, it can be noted that the final effective potentials have 

qualitatively the same features. The D-D RDF from the simulation with CoHex3+ (black line 

in Fig. 3A) has high values up to 10, reflecting close DNA contacts, while the D-D RDF from 

the simulation with Mg2+ stays well below 1 up to the cut-off distance. However, the final 

effective potentials for the D-D pair from both simulations have similar features. They are 

both slightly attractive from about 21 Å to the cut-off 25 Å. In the distance range below 21 Å, 

both effective potentials are repulsive. Furthermore, the effective potentials for ion-ion 

interactions are virtually the same as shown in Fig. 3C and 3F. In Fig. 3C there is a clear 

 

Fig. 3.  Selected RDFs (top row), effective potentials of the CG model (middle row) and all RDFs 
and effective potentials of the SCG model (bottom row). In (A-F), three distributions and potentials 
are presented: D-D non-bonded pair, P-P-P angle along backbone and Na-Cl non-bonded pair, from 
both systems with CoHex3+ (black) and Mg2+ (red). In (G-I), distributions and effective potentials 
of the SCG model are plotted together for the S-S non-bonded interaction (G), the S-S bond (H) 
and the S-S-S angle (I).  
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difference in the Na-Cl RDF for the aggregating and non-aggregating simulations due to 

different average DNA-DNA distances. However, the final effective potentials from both 

systems are almost identical. We attribute this to the fact that correlations between the 

different interaction terms are well represented in the present systematic model. This 

behavior implies good transferability of the derived effective potentials.  

 

DNA aggregation in the CG simulations. Having rigorously extracted effective potentials 

for the CG DNA model, we use them in large-scale simulations investigating DNA 

condensation induced by CoHex3+. The applied CG approach treats long range electrostatic 

interactions explicitly with the presence of all mobile ions in the system. The total solvent-

mediated interaction potential between all charged sites in the system is a sum of a 

Coulombic potential scaled by the dielectric permittivity of water (ε=78), and a short-range 

interaction (within the cut-off distance) determined within IMC procedure. This treatment of 

the long-range electrostatic interactions was validated in our previous work (46). Not only 

does this lead to a rigorous description of the important electrostatic interactions, but also 

enables the CG model to be used under varying ionic conditions.  

After the significant reduction in the number of degrees of freedom by coarse-graining, 

we can easily simulate DNA condensation in box of size of 150×150×150 nm3 for extended 

time. This is 1000 times larger volume compared to what is affordable for the all-atom MD 

simulations, which have used a box 15×15×15 nm3. Here, 200 pieces of 100-bp CG DNA 

double helices are randomly placed in the box together with CoHex3+, potassium and sodium 

ions as well as the appropriate amount of chloride ions.  
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Figure 4A displays the short range 

energy of the CG model as a function of 

time with representative snapshots and 

illustrates that DNA aggregation occurs 

gradually during the simulation. Starting 

from a randomly dispersed distribution, 

DNA molecules gradually form contacts 

with each other. The DNA condensate 

particle gets larger, forming a single fibre-

like particle at the end of the simulation 

where the DNA molecules demonstrate 

short-ranged hexagonal arrangement. The 

value of the smallest DNA-DNA distance 

is 22.5 Å, which is also exhibited by the 

first peak of the RDF in Fig. 4B. This is in 

reasonable agreement with experimental data although a longer separation may be expected 

for condensed short DNA. Our own observations (unpublished data) from X-ray diffraction 

measurements of precipitated 177 bp DNA molecules, induced by CoHex3+, display a single 

broad Bragg peak at q = 0.26 Å-1, with absence of long range hexagonal order. This 

corresponds to a lateral DNA-DNA separation in the range 24 Å – 27 Å (assuming hexagonal 

(r = 4π/q√3 ) or lamellar (r = 2π/q) packing). The shorter separation observed for bundled 

DNA in the simulations compared to experiment is likely due to the CHARMM force field 

used in the underlying all-atom MD simulations (47).  

To test the robustness of the CG DNA model, we conduct another simulation where the 

CoHex3+ ions are replaced by equivalent amount of K+ and Na+ ions using potentials obtained 

Fig. 4 (A) Snapshots and short range interaction 
energy profile from CG DNA simulation. Time 
points corresponding to each snapshot are 
indicated with black circles on the energy curve. 
DNA molecules are rendered red. (B) D-D RDF 
comparison between the CG simulations with 
and without CoHex3+. 
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from the IMC procedure described above. The same CG box size and simulation protocol are 

adopted. The system exhibits no DNA condensation and the DNA-DNA interaction is 

repulsive as can be seen from the D-D RDF plotted in Fig. 4B. In contrast to the system with 

CoHex3+ amplitude of the D-D RDF is low in value, suggesting a large distance between 

DNA molecules. Hence, we can conclude that our CG DNA model is robust and produces 

realistic DNA aggregation behavior in large-scale simulations. 

 

Building the SCG DNA model for mesoscopic-scale simulations. To investigate DNA 

condensation at the mesoscopic level we performed one more step of coarse-graining, 

constructing the super coarse-grain (SCG) model (Figs. 1C). The excellent behavior of the 

CG DNA model allowed us to confidently build a DNA model with even lower resolution 

and much better performance in terms of computational time. We performed the IMC using 

the trajectory obtained with CG DNA model. Three units (corresponding to 6 base pairs) of 

the CG DNA were mapped to one site (referred as “S”) of this higher level SCG DNA model. 

After mapping, RDFs are extracted from the CG MD simulations. Since we only have one 

type of bead in the SCG model, the interactions consist of only one non-bonded term, one 

bonded S-S term and one S-S-S angular term. The ions were treated implicitly by the 

effective potentials, and the SCG DNA beads were uncharged, which reduced the 

computational costs of the model significantly. RDFs and effective potentials comprising the 

SCG DNA model are illustrated in Fig. 3G-I. Due to the simplicity of the model there is no 

significant correlation among the three interaction terms, the bond and angle potential 

minima are at the same position as the maxima in the corresponding respective distributions. 

These two terms may in principle be modelled by simple harmonic functions. On the other 

hand, the non-bonded interaction term cannot be directly fitted by conventional functions, 

such as a Lennard-Jones potential. Specifically, although there is a dominant minimum at 23 
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Å in the non-bonded effective potential, which might be mimicked by a Lennard-Jones 

potential, the long range behavior of the IMC-computed potential is different, with a positive 

maximum at 35 Å followed by two relatively small minima at about 44 Å and 65 Å. Hence, 

the final effective potential contains interaction features that preserve the characteristics of 

the underlying fine-grained CG simulation as well as the all-atom MD simulation. The 

present systematic hierarchical multiscale modeling approach can thus preserve more detailed 

information even with a DNA representation as simple as beads-on-a-string.  

 

Mesoscopic simulations with the SCG model. Finally, the resulting SCG DNA model is 

used in mesoscale simulations of DNA condensation for two types of systems.  

First, 400 relatively short DNA molecules, each one is equivalent to 96 bp, are randomly 

placed in a 150×150×150 nm3 box. At the end of this simulation DNA condense into large 

particles consisting of more than 100 DNA molecules as illustrated in Fig. 5A. These 

particles exhibit a hexagonally ordered structure resembling a liquid crystal, illustrated in the 

cross-section view in Fig. 5B. In these particles, DNA molecules are arranged in such way 

that the hexagonal structure can be seen from the cross-section of the particle, as reported by 

experimental studies for short DNA molecules in the presence of the trivalent cations 

CoHex3+ and spermidine3+ (14, 15). 

Secondly, we simulate a single 10 kb long DNA molecule, mimicking a dilute solution of 

long DNA molecules. The simulation starts from a fully extended DNA conformation. After 

a short relaxation at the beginning, a loop forms at one end of the DNA (see Supplementary 

Movie S1). The first snapshot in Fig. 5C shows the DNA conformation at this time point. 

Subsequently, the loop plays the role of a nucleation site, attracting more and more DNA 

beads to form a toroid that grows in size (see Supplementary Movie S2).    Towards the end 

of the simulation, the whole DNA molecule is condensed into one toroidal particle (see 
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Supplementary Movie S3). The non-bonded interaction energy decreases as more and more 

DNA beads are involved in forming the toroid, illustrated by the energy profile in Fig.5C. 

Remarkably, as can be seen in Fig. 5D (right), the cross section of the toroid showed that 

DNA is organized in hexagonal arrangement. These structural features are consistent with the 

reported electron microscopy studies (5) and also predicted in a recent modeling study using 

empirical potential functions (28).  

Analyzing multiple simulations reveals that toroids are mainly formed in two ways. The 

first scenario is by a single loop at one end initiating the toroid formation, while the other end 

may eventually form a fibre that subsequently joins the toroid at the end of the simulation 

(example in Supplementary movies S1, S2 and S3). Secondly, a loop may get formed at each 

end in the beginning of the simulation with the simultaneous growth of two toroids that 

eventually join together (exemplified in Supplementary movie S4). An interesting feature of 

 

Fig. 5. DNA aggregation simulated by the SCG DNA model. (A) Final configuration of DNA aggregation in 
a simulation with 400 DNA molecules. (B) Cross-section of one of the DNA condensed particle shown in 
(A). (C-D) Formation of toroidal structures in 10 kbp DNA SCG simulations. (C) Energy profile and 
snapshots from one of the simulations. (D) Structure of the DNA toroid. Cartoon on the left hand side shows 
cross section through the toroid where the red dots illustrate DNA double helices near the cutting plane. A 
black hexagon is drawn to showcase the hexagonal arrangement of DNA in the toroid. 
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DNA toroid formation and size increase, is the sliding motion between contacting DNA 

segments. DNA toroids can adjust their conformation through this motion simultaneously 

with the growth due to rolling and attracting more DNA fragments. It should be pointed out 

that the shape of the toroids formed in the simulations may in several cases deviate 

significantly from an ideal toroid and appear cone-like. Occasionally, toroids are not formed 

but the final condensed structure is spheroid-like, which has also been reported in 

experimental EM observations (18). In the simulations, the toroid shape is, however, 

dominating. We also simulate lambda-DNA size single DNA molecules (48 kbp) that also 

form toroids, mainly by the mechanism with one nucleation loop at both ends (data not 

shown). 

Next, we measure the dimensions of toroids formed by the 10kb DNA in multiple 

simulations shown in Fig. 6 (details are given in Supplementary Fig S4). The average 

thickness of the toroid is about 12 nm, which is smaller than in experiments for 3 kbp DNA 

(~25 nm) (18). Similarly, the observed diameter (~22 nm) and hole diameters (~10 nm) are 

also substantially smaller than the dimensions in the observed in the experiments (18). These 

values are reasonable given the differences between experiments and simulations. The major 

reason for smaller diameter and thickness 

in simulations as compared to 

experiment, is the fact that the 

simulations contain only a single DNA 

molecule. Experimentally the toroids 

formed from DNA of sizes below 50 kbp 

contain several DNA molecules which 

will lead to larger and thicker toroids 

(18). The diameter of the hole is 

 
Fig. 6. Statistics of DNA toroid dimensions. Two 
parameters of the toroid are directly measured, hole 
diameter and outer diameter. The toroid diameter is 
taken as the arithmetic average of hole diameter and 
outer diameter. Toroid thickness is half the difference 
between hold diameter and outer diameter. Refer to 
Fig. S4 for details on measuring toroid dimensions. 
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expected to depend on nucleation loop size mechanism of toroid formation (18) and on the 

DNA bending properties as well as on effective DNA-DNA attraction. The observed small 

hole diameter is most certainly in part due to the intrinsic properties of the underlying force 

field, which compared to real DNA may represent a mechanically more flexible DNA with 

stronger attraction leading to shorter DNA-DNA distances and tighter packing in the toroid. 

The fact that toroid dimensions are strongly affected by electrostatic interactions between 

DNA molecules was earlier shown by Hud and co-workers (17), who demonstrated a 

pronounced dependence of toroid diameter and thickness as a function of ionic strength.  

 

Discussion  

In conclusion, we have developed a rigorous hierarchical multiscale simulation scheme, 

which enables simulation of DNA condensation at mesoscale levels. The phenomenon of 

multivalent induced DNA condensation is clearly inherent in the chemical properties of the 

DNA molecule. Inspired by this fact, we reasoned that a chemically based starting point, 

using state-of-the-art molecular force fields for all-atom MD simulations, followed by 

systematic coarse-graining, and using the IMC approach to extract solvent mediated effective 

CG potentials, would preserve those features of DNA in the CG models. Indeed, DNA 

condensation induced by the three-valent cobalt(III)-hexammine ions was demonstrated in 

large-scale simulations of hundreds of DNA molecules, which exhibited correct experimental 

structural features. We used a hierarchical approach where the CG model was further coarse-

grained to a “super CG” model. Simulations at mesoscale level (10 kbp DNA) demonstrated 

toroid formation into hexagonally packed DNA, with reasonable dimensions in qualitative 

agreement with experimental observations. These results were obtained without any other 

underlying assumptions than the all-atom force field and the DNA topology model adopted in 

the CG simulations and without adjustable parameters.  
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In the present work we used all-atom MD simulations based on the CHARMM27 force 

field. However, we recently demonstrated similar behavior in all-atom simulations that 

showed DNA-DNA attraction and bundling using both CHARMM36 and AMBER 

parameters (43). This suggests that the results obtained in the CG simulations are also not 

force field dependent. Differences in e.g. DNA-DNA distances in the condensed system may 

occur, while we expect that the qualitative behavior would be predicted by both force fields. 

It should furthermore be of interest to investigate how the mesoscale simulation results 

depend on the CG topology comparing different CG DNA models, which include DNA 

sequence specificity (36, 48). It may also be noted that the present CG DNA model is not 

sequence specific, but such an extension can readily be implemented in the model (44). 

The present successful approach lends support for developing CG models for more 

complicated systems exhibiting DNA compaction at mesoscale level such as chromatin and 

individual chromosomes. Such models can help predicting and understanding the compaction 

behavior of chromatin as a function of various variables known to regulate genome 

compaction such as histone tail modifications that change electrostatic interactions. Although 

multiscale modeling for nucleosomes and chromatin fibres following the present approach 

certainly increases the dimensionality of the CG system adding several degrees of freedom 

necessary to describe histones and their interactions, our present work along those lines 

shows that such extension is feasible (A. Mirzoev et al, unpublished). 

Finally, in order to rigorously evaluate the time dynamics in the mesoscale simulations, 

generalized Langevin dynamics with friction parameters extracted from underlying detailed 

simulations can be performed, which enables the study of time-dependent condensation 

behavior (49, 50).   

 

Methods 
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Systematic CG molecular simulations. Typically, the term ”systematic coarse-graining” in 

molecular modelling refers to building a low resolution molecular model based on properties 

presented by a high resolution model. The first steps of such a practice are usually empirical, 

which involve defining the system representation (so-called mapping rule) as well as 

choosing the functional form of Hamiltonian. This amounts to a process of reduction of the 

degrees of freedom. One should keep the most important degrees of freedom and only 

remove those of less importance but compromises would have to be made at this stage 

between an accurate representation and efficiency. The following step in coarse-grained 

modeling is to find the effective potentials. E.g., structure-based coarse-graining methods, 

such as inverse Monte Carlo (IMC) (40) and iterative Boltzmann inversion (IBI) (41) 

reproduce well the structural properties (space distribution functions etc.). Force-matching 

methods (42) can give accurate information on specific interactions, such as the potential of 

mean force.  

All-atom Molecular Dynamics simulations. In the present work, we use atomistic force 

field model as our high resolution reference model and IMC as our method to extract 

effective potentials. Specifically, the coarse-graining is started with all-atom molecular 

dynamics simulations using the CHARMM27 force field (51, 52). In previous work (43) we 

have also tested the CHARMM36 and AMBER bsc0  which showed similar results 

concerning DNA aggregation in presence of CoHex3+. We have settled on using the 

CHARMM27 force field in the present simulations, based on its better (compared to other 

force fields) agreement with experimental DNA persistence length behavior in CG DNA 

modeling (44). Here, the all-atom MD simulation is set up with four double helix DNA 

molecules, which are 36 bp long, placed in a cubic simulation box with periodic boundaries. 

The DNA sequence is the same as in our previous work (43) representing a 50-50% mixture 

of AT and CG pairs. The simulation box is large enough to avoid DNA self-interactions. 
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Cobalt(III)-hexammine ions, CoHex3+, modelled as in our previous study are present to 

induce DNA condensation (43). The number of CoHex3+ ions is determined in such way that 

the charge carried by CoHex3+ is 1.5 times the charge of DNA, which should ensure 

attraction between DNA molecules. Additional salt is added to reach a salt concentration of 

50 mM K+ and 35 mM Na+, with neutralizing amount of Cl- co-ions.  The improved ion 

parameters by Yoo and Aksimentiev (53) are used throughout all simulations and the TIP3P 

water model was utilized. The system is illustrated in Fig. 2. 

In total, three trajectories of 1 μs each are generated from the same starting configuration 

with DNA oligomers placed randomly in the simulation cell and different starting velocities. 

All bonds are constrained with the LINCS algorithm (54) implemented in GROMACS 5.1 

(55), which enables a 2 fs time step. The system equilibration is conducted in three stages. 

First, DNA and CoHex3+ ions are restrained while the system reaches a target temperature of 

298 K and remains stable. This is followed by pressure coupling being turned on to maintain 

1.013 bar pressure with only DNA molecules restrained, after which the unrestrained 

equilibration is conducted under constant temperature and constant pressure for 500 ns. 

Finally, the production phase is conducted for at least 500 ns. A velocity rescale thermostat 

(56) and Parrinello-Rahman barostat (57, 58) are adopted to regulate temperature and 

pressure respectively. Electrostatic interaction is treated with particle mesh Ewald (PME) 

(59) method with 10 Å real space cut-off. The van der Waals interaction is treated with a cut-

off scheme with the potential shifted to zero at cut-off distance of 10 Å.  

One control experiment is set up with the same all-atom simulation box, except that all 

CoHex3+ ions are replaced by Mg2+ ions. Additional Na+ and K+ ions are added to keep 

charge neutrality. The simulation procedure is exactly the same as in the simulations with 

CoHex3+.   
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Coarse-grained DNA models. We have performed coarse-graining at two spatial scales in 

order to reach a mesoscale level of DNA, resulting in two coarse-grained DNA models with 

different resolutions. The model at the first level is mapped from all-atom DNA (Fig. 1A), 

and is called the CG DNA model (Fig. 1B). The second model with lower resolution is called 

the super CG DNA (SCG) model since it is built on the first level CG DNA model (Fig. 1C). 

The CG DNA model has similar topology as our previous model, which was shown to well 

reproduce DNA persistence length dependence on salt concentration over a vast 

concentration range (44). Here, the double helical DNA is modelled with consecutive units of 

five beads, representing a two base pair fragment of DNA (illustrated in Fig. 1D). Among the 

five beads within each unit, four represent the phosphate groups (P), while the other one 

represents the four nucleosides in between (D). There are totally four types of bonds and 

three types of angles in the bonded interaction terms (Fig. 1D), which give rise to a helical 

structure with two distinguishable strands of phosphate groups where the major and minor 

grooves naturally appear from this topology (Fig. 1B). All ions are considered explicitly by 

assigning one CG site per ion. 

The SCG DNA model is a beads-on-string model as shown in Fig. 1C. It consists of a 

string of beads, each representing three units (corresponding to six base pairs) in the CG 

DNA model. There is only one bead type (called ”S”) with zero charge. Bonded interaction 

terms are comprised of one bond type and one angle type. Compared to the CG DNA model, 

in the SCG model not only solvent is considered implicitly, but also ions, and electrostatic 

interactions are implicitly included into effective potentials between the S-beads.  

Deriving effective potential by Inverse Monte Carlo. In the current CG DNA model, all 

effective interaction potentials are determined solely by the IMC method in a systematic and 

rigorous way. The only input information is the structural properties extracted from all-atom 

MD simulations in terms of the relevant RDFs between the sites of the CG model obtained by 
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mapping the all-atom MD trajectory from the four-DNA system to a corresponding CG site 

trajectory of the MD simulation. There are consequently no empirical parameter entering into 

this model and it rest solely on the all-atom DNA model and the corresponding CHARMM27 

force field parameters as well on the CPMD optimized CoHex3+ parameters. 

To use IMC and derive the set of effective potentials defining the CG DNA model with 

explicit mobile ions, one radial distribution function (RDF) corresponding to each interaction 

term in the system is required. In order to avoid end-effect ”contamination” of the 

distribution functions, the ends of the DNA double helices in the IMC computations are 

treated as separate types (named DT and PT).  Thus the total number of bead types in the 

system is eight: comprising four DNA beads (D, P, as well as terminal DT, PT), one of 

CoHex3+, one of K+, one Na+ and one Cl-; which gives the total number of non-bonded 

interaction terms equal to 36. We convert the all-atom MD trajectories from the three MD 

simulations into CG trajectories by applying the mapping rule described above. Convergence 

of DNA aggregation is confirmed by comparing DNA-DNA RDFs from trajectory segments 

at different simulation times. The final set of RDFs are calculated as averages over all three 

independent trajectories from the equilibrated sections of all three trajectories with equal 

weight (the first 0.5 µs were discarded). The total length of trajectories used is equal to 1.5 

μs.  

The IMC inversion calculation is carried out with the MagiC software (60) (which is also 

used for bead-mapping, RDF calculation, analysis and export of the resulting potentials). A 

zero potential is used as the first trial potential for non-bonded interactions, while the 

potential of mean force (defined as UPMF = −kBT ln(g(r)) is used for bond and angle 

interactions. The effective potentials are refined in about 20 IMC iterations, with 100 parallel 

Monte Carlo sampling simulations in each iteration. In each sampling thread, 300 million 

Monte Carlo steps are performed with acceptance ratio maintained at about 50%. The first 
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half of each thread is considered as equilibration. The cut-off for RDF and non-electrostatic 

part of the effective CG potentials are set to 25 Å. Long range electrostatic interactions are 

treated using Ewald summation (59) with real space cut-off being 40 Å. The dielectric 

constant is set to 78.0. The Monte Carlo sampling is performed within a constant volume 

(equal to the average volume of the atomistic simulations) and constant temperature 

ensemble.  

Coarse-grained MD simulations. The tabulated interaction potential for the CG DNA 

model, obtained as described above are then used in the CG MD simulations with a 

significantly bigger simulation box compared to the all-atom simulations. All MD 

simulations with the CG and SCG DNA models are conducted within the NVT ensemble. 

The LAMMPS (61) package is used for all CG/SCG MD simulations. For the CG 

simulations, the box of size is 150×150×150 nm3. 200 pieces of 100-bp DNA double helices 

are randomly placed in such a simulation box together with CoHex3+ ions. The total charge 

carried by the CoHex3+ ions is twice the opposite charge on the DNA molecules. The 

simulation box also contains 10 mM potassium ions and 10 mM sodium ions as well as the 

appropriate amount of chloride ions. The CG simulation is started with a 1 fs time step to 

reach a stable temperature before switching to a 2 fs time step for next 1 million steps of 

equilibration. Langevin dynamics with damping parameter being 10 ps, is used to initiate the 

simulation. Finally, the production simulation is performed with 5 fs time step with a velocity 

rescale algorithm regulating system temperature.  The particle-particle particle-mesh (PPPM) 

method is used to calculate electrostatic energies with a 40 Å real space cut-off. The same 

cut-off is applied for the short-range interactions. 

The acquired trajectories are then used to map and build the SCG DNA model, following 

similar steps as building the CG DNA model and extracting effective potentials with IMC. In 

simulations with the SCG DNA model, the cut-off for short-range interactions is 200 Å. The 
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electrostatic interactions are not explicitly treated in the SCG model as they are effectively 

included into SCG potentials. In the simulations with multiple DNA, 400 pieces of 96 bp 

DNA (represented by a chain of 16 S-beads) are randomly placed in a 150×150×150 nm3 

box, serving as the starting configuration. The simulation is started with a randomly 

generated velocity at 298 K. Velocity rescale is used to regulate temperature in the first 105 

steps to stabilize the temperature to 298 K. Finally the simulation is performed for 4×107 

steps at the same temperature. The time step during the first 105 steps is 5 fs, while a 200 fs 

time step is used for the rest of the simulation. Furthermore, multiple simulations with single 

DNA molecule (consisting of 1700 beads, ~10kbp) are conducted to mimic dilute solution 

situation. In each simulation, one single DNA molecule is simulated in a 3450×3450×3450 

nm3 box, with no other components. The temperature of the first 105 steps of each simulation 

is kept at 298 K by velocity rescaling. After that, 2×108 steps are performed in each 

simulation at 298 K with a Langevin thermostat. The time step in the final production phase 

is 200 fs. The damping parameter of the Langevin thermostat is set to 100 ps to facilitate fast 

sampling.  
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1. Convergence of the Inverse Monte Carlo 

Fig. S1 demonstrates convergence of the IMC procedure. We show examples of one 
intermolecular interaction (between CoHex3+ and K+ ions) and one intramolecular interaction 
(between DNA phosphates across the minor groove), plotting the corresponding distribution 
functions and interaction potentials obtained at several iterations of the IMC procedure.   
.  

 
 
  

 
Fig. S1. Selected RDF (A, B) and effective potential (C, D) plots from several 
iterations in the IMC calculation. RDFs and potentials of one non-bonded term (Co-
K, plots in A and C) and one bonded term (P-P cross minor groove bond, plots in B 
and D) are selected to illustrate the convergence of the RDF and the effective 
potential. The RDF underwent significant adjustments in the first few iterations of the 
runs. The adjustment in the potential progressively becomes smaller and smaller. The 
final potential, reproducing the whole set of reference distribution functions within 
the computational uncertainty, is achieved after 27 iterations. 
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2. The complete set of RDF and final effective potentials defining the CG model 

Here we display RDFs and effective potentials corresponding to all interaction terms in the 
CG-model simulations with CoHex3+. We have 4 bead types in DNA (DT, PT, D, P), as well 
as 4 types of ions (CO, K, NA, CL). The complete set consists of 36 non-bonded interaction 
terms, 4 bonded interaction terms and 3 angle interaction terms. By examining these plots, we 
can see the effect of correlations among interaction terms. As an example, there would be no 
potential minimum for the D-P non-bonded interaction at 6.5 Å if not for correlations from 
other interactions, since there is no peak at 6.5 Å in the D-P RDF.  
 

  
  

 
Fig. S2. RDFs (black) and the final effective potentials (red) for all interaction terms in the CG 
simulations with CoHex3+. A total of 36 non-bonded interactions (aa – fa), 4 bond interactions (fb – fe) 
and 3 angle interactions (ff – ga) are shown.  
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3. Example of snapshots from different all-atom MD simulations 
Because of the higher number of degrees of freedom in all-atom simulations, its free energy 
surface is more complicated than that of CG model. Due to the finite sampling time, the 
simulation may sample local minimum and display variable configurations of the bundled 
DNA molecules that interact over the periodic boundaries. Figure S3 (A-C) illustrates 
variability in final conformations from the three all-atom simulations.  
On the other hand, in CG simulations, the free energy surface is much simpler and 
simulations can be significantly longer. A stable low energy state is easily reached and shows 
no variability in different simulations (Fig. S3D).  
 

 
  

 
Fig. S3. Final conformations of all-atom trajectories (A-C). DNA double helices are 
colored differently. Periodic images of DNA double helices are colored grey. (D) Illustrates 
the final conformation in an MD simulation for the same system as in (A-C) but with the 
CG potentials. 

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted July 24, 2018. ; https://doi.org/10.1101/375626doi: bioRxiv preprint 

https://doi.org/10.1101/375626
http://creativecommons.org/licenses/by-nc-nd/4.0/


 
4. Measurement of toroid dimensions 
To determine the size of toroids that are formed in the simulations with the SCG model, 
multiple single DNA simulations have been conducted. The resulting toroids are measured by 
the following method, which tries to mimic the toroid measurement practice in EM 
experiments. First, the toroid is projected to a plane along the axes parallel to its hole. The 
projected density map is used to determine two toroid dimension parameters, hole diameter 
and outer diameter. As shown in Fig. S4B, two circles are used to represent the toroid hole 
and the outer dimension. The diameters of these two circles are recorded. Finally, the toroid 
diameter is determined to be the arithmetic average of the diameters of the two circles. Toroid 
thickness is defined as half the difference of the diameters of two circles. 
 

 
 
 
 

 
Fig. S4 Measurement of toroid dimensions. First, the toroid is projected to a density 
map, on a plane perpendicular to the axes through the hole, as shown in (A). Then 
the projected density map was measured using two circles, one to fit the outer 
perimeter and one to fit the hole (B). Finally, the toroid diameter is just the 
arithmetic average of the diameters of these two circles. Toroid thickness is the 
difference of the radii of these two circles. 
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