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#### Abstract

Conscious experience is dynamic, and its fluidity is particularly marked when attention is not occupied by events in the external world and our minds are free to wander. Our study used measures of neural function, and advanced analyses techniques to examine how unconstrained neural state transitions relate to patterns of ongoing experience. Neural activity was recorded during wakeful rest using functional magnetic resonance imaging and Hidden Markov modelling identified recurrent patterns of brain activity constituting functional dynamic brain states. Individuals making more frequent transitions between states subsequently described experiences highlighting problem solving and lacking unpleasant intrusive features. Frequent switching between states also predicted better health and well-being as assessed by questionnaire. These data provide evidence that the fluidity with which individuals shift through dynamic neural states has an impact on the nature of ongoing thought, and suggest that greater flexibility at rest is an important indicator of a healthy mind.


## Introduction

William James (James, 1890) emphasised experience unfolds dynamically over time, using the analogy of a "stream of consciousness". The fluidity of experience is clearly illustrated by the fact that our attention tends to flit from topic to topic, particularly when we are not focused on events in the external world (Smallwood and Schooler, 2006, 2015). Such "mind-wandering" is a broad class of experience (Seli et al., 2018) that is common in daily life (Killingsworth and Gilbert, 2010), consistent across cultures (Singer and McCraven, 1961) and declines with age (Giambra, 1989). Mind-wandering is linked with improved creativity (Baird et al., 2012) and problem solving (Medea et al., 2016) suggesting that it may facilitate our ability to navigate the complex social environment in which we exist (Stawarczyk et al., 2011; Smallwood and Schooler, 2015).

In contrast, less flexible patterns of conscious thought can get "stuck" in a cycle of intrusive rumination, with detrimental consequences. Unpleasant moods, for example, can encourage patterns of negative thoughts about the past (Smallwood and O'Connor, 2011; Poerio et al., 2013) which in turn reduce subsequent mood (Ruby et al., 2013). These studies highlight links with mental health since patterns of recurrent rumination can maintain states of anxiety and depression (Watkins, 2008). It is apparent that 17 mind-wandering has both beneficial and detrimental associations and what dissociates these two extremes may be the flexibility with which cognition dynamically unfolds over time.

Recent advances in neuroimaging analysis make it possible to test the impact that covert cycling through neural states has on patterns of ongoing experience. Traditional functional connectivity analyses exploit temporal correlations in brain activity to identify the spatial extent of large-scale distributed neural networks (Smith et al., 2013b). These networks are relevant to cognition given their associations with
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population variation in intelligence and well-being (Smith et al., 2015; Finn et al., 2015), as well as more specific cognitive factors such as cognitive flexibility (Vatansever et al., 2017) and creativity (Beaty et al., 2014). These traditional methods, however, describe neural networks in a static (time-averaged) manner, and so do not explicitly address the temporal profile of neural function. Contemporary research has begun to address the dynamic properties of neural activity in a more direct manner using Hidden Markov Modelling (HMM). This method identifies 'states', defined as recurrent patterns of neural activity, and studies have shown that states revealed in this manner track cognitive processes during tasks (Gonzalez-Castillo et al., 2015), and at rest, relate neural processing to cognitive flexibility, life satisfaction, anger and perceived stress (Vidaurre et al., 2017b). By providing a quantified description of covert states and how individuals transition between them, HMM allows us to test how the underlying neural dynamics impact upon aspects of ongoing experience.

The current study mapped patterns of intrinsic neural activity using functional Magnetic Resonance Imaging (fMRI) in a large cohort of individuals ( $\mathrm{N}=169$ ) while they rested in the scanner. We interrogated undisturbed wakeful rest, rather than probing during a task (e.g. (Sormaz et al., 2018)) for two reasons. First, wakeful rest is conducive to experiences such as mind-wandering (Smallwood et al., 2009). Second, the absence of external interruptions during rest ensures that neural dynamics unfold in a relatively natural way. At the end of the scan, participants retrospectively described their experience, answering a set of questions based on those used in prior studies exploring variability in static functional connectivity across subjects (Smallwood et al., 2016; Karapanagiotidis et al., 2017). In a separate session, participants completed a set of validated measures of physical and mental health. Following the HMM inference of the dynamic states, we calculated indices of the temporal flexibility of neural function and the time spent in a particular state. We used these metrics as explanatory variables in separate regression analyses examining their relationship to descriptions of subjective experience reported at the end of the scan, as well as their links to the validated measures of health and well-being. To foreshadow our results, individuals who made more transitions between states described experiences emphasising problem solving and fewer intrusive thoughts. They also scored higher on measures of health and well-being. These data provide evidence that the fluidity with which an individual shifts through unconstrained states is linked to the emergence of more apparently useful patterns of ongoing thought.

## Results

## Describing experience and well-being

In order to identify the measures of experience with the best reliability, we repeated the resting state scanning session for a subset of our sample $(\mathrm{N}=40)$ approximately 6 normal thoughts (i.e. experiences that I often have, intraclass correlation coefficient $=$ $0.28, \mathrm{p}=0.035$ ), deliberate vs spontaneous thoughts ( $\mathrm{ICC}=0.27, \mathrm{p}=0.044$ ), intrusive thoughts ( $\mathrm{ICC}=0.29, \mathrm{p}=0.034$ ), problem-solving thoughts $(\mathrm{ICC}=0.454, \mathrm{p}=0.001)$, thoughts about the here and now ( $\mathrm{ICC}=0.281, \mathrm{p}=0.036$ ) and thinking in images ( $\mathrm{ICC}=0.3, \mathrm{p}=0.026$ ). We used these items in subsequent analyses.


To reduce the dimensional structure of the measures of physical and mental health, we performed a principal components analysis decomposition with varimax rotation. This identified three principal components with eigenvalues greater than 1 (Fig. 1b). Component 1 loaded positively on measures of physical health and psychological
well-being and negatively on indices of depression and anxiety. Component 2 loaded on self-consciousness, ADHD and rumination. Component 3 loaded on social anxiety and autism.

Exploring links between measures of well-being and items describing experience at rest, we found a positive correlation between normal patterns of thoughts with component $1(\mathrm{r}=0.17, \mathrm{p}<0.05)$, intrusive thoughts $(\mathrm{r}=0.19, \mathrm{p}<0.05)$ and thinking in images $(\mathrm{r}=0.16, \mathrm{p}<0.05)$ with component 2 and a negative correlation of thinking in images ( $\mathrm{r}=-0.16, \mathrm{p}<0.05$ ) with component 3 (Fig. 1c). However, none of these associations were significant after controlling for multiple comparisons.

## Describing neural dynamics

Recent work has highlighted that patterns of ongoing thought can be meaningfully
(variational Bayes) inference on their time courses (Vidaurre et al., 2017b). HMM allows the whole multi-dimensional fMRI time course to be decomposed into a set of recurring functional states, each characterised by unique patterns of network activity. In determining the number of states for the HMM, we tested models with 7, 9 and 12 states and evaluated the stability of the decompositions by running the algorithm 100 times in each case. Models with fewer states were found to be generally more stable (Fig. S3) hence we discuss the 7 state solution in the main body of our paper. Out of the 100 runs of the algorithm, we selected the best solution (optimal HMM) according to the free energy (Quinn et al., 2018), a measure related to the Bayesian inference process that ranks the solutions based on their complexity and accuracy in representing the data (see Methods). All 7 states as inferred by the optimal HMM are presented in Figure S2. Our results utilise dynamic metrics inferred from this optimal HMM solution, however they were also robust when taking into account the run-to-run variability across all 100 models produced by the algorithm (Vidaurre et al., 2018) (see SI Results).

From the HMM decomposition, a number of summary metrics describing the dynamics in the data can be extracted. The overall switching rate across states probabilities across states (see Fig. 2b) describe how likely transitions between different states are. Several brain states have a high probability of transitioning into State 4 $\left(\mu_{t S 4}=0.22\right)$ and, to a lesser degree, to State $3\left(\mu_{t S 3}=0.17\right.$, the full asymmetric transition probability matrix is presented in Fig. S4). Finally, the fractional occupancy (FO) describes the proportion of time spent in each state. Most states had comparable FO with the exception of State 5, which was lower than all other states (Fig. 2c).


Figure 2. Dynamic metrics. a) Histogram of subjects' switching rate between all states. b) The states' transition probabilities as a thresholded graph, with edge width weighted by the respective probability (the probabilities of staying in the same state are not shown). c) Bar plots of the average fractional occupancy of each state over subjects ( $\pm 99.9 \%$ bootstrap confidence intervals). d) Scatter plot of the average fractional occupancy of each dynamic state and its similarity with the mean static functional connectivity across subjects.

As expected, relating the correlation matrix of each state with the group static functional connectivity (i.e. the time averaged partial correlation matrix), we found that the more time spent in a particular dynamic state, the more similar states were (in terms of whole-brain connectivity) to the average static functional connectivity pattern ( $\mathrm{p}=0.031$ ) (Fig. 2d). This is consistent with the idea that the patterns of static connectivity observed across the entire period of rest can be understood as the
superposition of the dynamic states identified through the HMM.

## Relationship between brain dynamics and ongoing experience

Having identified metrics that describe dynamic brain activity at rest, we tested whether these relate to descriptions of subjective experience at the end of the scan.

## Overall dynamics and ongoing experience

We used overall state switching rate during the resting state scan as an explanatory variable in a multivariate GLM, combined with permutation testing, to determine statistical significance. We identified a significant association with concurrent thoughts at the end of the scan $(\mathrm{p}=0.003)$ (Fig. 3, top). Follow-up univariate analyses and permutation testing showed that increased switching between states was predictive of less intrusive thoughts $(\mathrm{r}=-0.21, \mathrm{p}=0.014$ uncorrected, $\mathrm{p}=0.04$ FDR-corrected for 6 tests (number of questions)), and more related to problem solving ( $\mathrm{r}=0.20, \mathrm{p}=0.005$ uncorrected, $\mathrm{p}=0.03$ FDR-corrected) (Fig. 3, bottom).


Parallel analyses indicated similar associations with the switching rate for an HMM decomposition of 9 states $(\mathrm{p}=0.019)$ and 12 states $(\mathrm{p}=0.0005)$ (SI Results), demonstrating this relationship was robust to the number of a priori states selected. No other questionnaire items showed a significant relationship with switching rate.

## State-specific dynamics and ongoing experience

We also explored the relationship between the FO of the states and the descriptions of ongoing experience. Using the FO of each state as an explanatory variable in separate multivariate GLM, we found a significant relationship between the FO of state 3 and the FO of state 5 with thoughts ( $\mathrm{p}=0.018$ and $\mathrm{p}=0.036$ respectively, uncorrected)
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132 the default mode (DMN) and language network, (ii) lateral and medial visual cortex and (iii) the precuneus and saliency network. Whereas, state 5 was marked by strong
coupling between sensory systems (sensorimotor and auditory) (Fig. 4a). These results, however, did not pass correction for multiple testing ( $\mathrm{p}=0.13$, FDR-corrected for 7 tests (number of states)), rendering them less robust than the effects of the overall dynamics and so we do not consider them in detail further.


Figure 4. State-specific dynamics associated with ongoing experience. a) This panel presents chord graphs of states 3 and 5 (left) along with their corresponding correlation matrices (middle). The chord graphs were thresholded, for visualisation, at the $85^{t h}$ percentile of absolute correlation values for each state. Red lines refer to positive and blue lines refer to negative correlations, with edge width representing the magnitude of the correlation. Node size shows the node's "strength", computed as the sum of the absolute correlation of each network with the rest of the brain. b) Correlation coefficients between thoughts and fractional occupancy of state 3 (top) and state 5 (bottom) visualised using word clouds. Font size in world clouds represents the absolute correlation value and font colour its sign (red for positive and blue for negative correlations). Note, the relationship between the FO of the states and ongoing experience does not pass correction for multiple comparisons.

## Relationship between brain dynamics and measures of general health and well-being

After demonstrating links between brain dynamics and reports of experience, we next examined associations between dynamic neural metrics and measures of physical and mental health. The analysis showed that state switching rate was related to well-being $(\mathrm{p}=0.04)$. In particular, increased dynamic brain activity, as identified by our temporal classification, was linked with increased general health and psychological well-being and with less depression and anxiety (Component 1 in Fig. 1b) ( $\mathrm{r}=0.20$, $\mathrm{p}=0.007$
uncorrected, $\mathrm{p}=0.02 \mathrm{FDR}$-corrected for 3 tests (number of PCA components), Fig. 5). The FO of the HMM states was not significantly correlated with any of the 3 PCA components.



Figure 5. Brain dynamics associated with physical and mental health. Correlation coefficients between PCA components from the physical and mental health scores and state switching rate and the associated scatter plot for the significant relationship with component $1 .{ }^{*} \mathrm{p}<0.05$ (FDR-corrected).

## Discussion

manner that does not disrupt their natural dynamics (Konishi and Smallwood, 2016; Kucyi, 2017). Our study shows that the HMM captures features of neural dynamics that are relevant to ongoing thought in a manner that does not rely on introspective information for their identification. The ability of the HMM to 'parse' neural data into underlying temporal states, without disrupting their evolution, provides a window into how cognition unfolds without the concern that the disruptive nature of experience sampling may contaminate it. We anticipate future studies will be able to apply this method to gain unprecedented access to covert changes in cognition that are a pervasive, yet poorly understood aspect of our mental lives.

## Methods and Materials
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## Participants

206 healthy participants were recruited by advert from the University of York. Written consent was obtained for all participants and the study was approved by the York Neuroimaging Centre Ethics Committee. 37 participants were excluded from analyses due to technical issues during the neuroimaging data acquisition, excessive movement during the fMRI scan (mean framewise displacement $>0.3 \mathrm{~mm}$ and/or more than $15 \%$ of their data affected by motion) (Power et al., 2014) or not completing the whole battery of behavioural tasks, resulting in a final cohort of $\mathrm{N}=169$ ( 111 females, $\mu_{\text {age }}=$ 20.1 years, $\sigma_{\text {age }}=2.3$ ).

## Behavioural methods

We sampled the participants' experiences during the resting state fMRI scan by asking them at the end of the scan to retrospectively report their thoughts, using a series of self-report questions. These items were measured using a 4 -scale Likert scale with the question order being randomised (all 25 questions are shown in Table S1). In order to assess the participants' physical and mental health, we administered well-established surveys at a later separate session outside of the scanner. Details about each questionnaire are presented in SI Methods. Analyses controlled for age, gender and motion during the resting state fMRI scan.

## Neuroimaging methods

## MRI data acquisition

MRI data were acquired on a GE 3 Tesla Signa Excite HDxMRI scanner, equipped with an eight-channel phased array head coil at York Neuroimaging Centre, University of York. For each participant, we acquired a sagittal isotropic 3D fast spoiled gradient-recalled echo T1-weighted structural scan ( $\mathrm{TR}=7.8 \mathrm{~ms}, \mathrm{TE}=$ minimum full, flip angle $=20^{\circ}$, matrix $=256 \times 256$, voxel size $=1.13 \times 1.13 \times 1 \mathrm{~mm}^{3}$, FOV $=289 \times 289$ $\mathrm{mm}^{2}$ ). Resting-state functional MRI data based on blood oxygen level-dependent contrast images with fat saturation were acquired using a gradient single-shot echo-planar imaging sequence with the following parameters $\mathrm{TE}=$ minimum full $(\approx 19$ ms ), flip angle $=90^{\circ}$, matrix $=64 \times 64$, FOV $=192 \times 192 \mathrm{~mm}^{2}$, voxel size $=3 \times 3 \times 3 \mathrm{~mm}^{3}$ $\mathrm{TR}=3000 \mathrm{~ms}, 60$ axial slices with no gap and slice thickness of 3 mm . Scan duration was 9 minutes which allowed us to collect 180 whole-brain volumes.

## fMRI data pre-processing

Functional MRI data pre-processing was performed using the Configurable Pipeline for the Analysis of Connectomes (C-PAC) (Craddock et al., 2013). Pre-processing steps included motion correction by volume realignment (Friston 24-Parameter Model)
(Friston et al., 1996), nuisance signal regression of the 24 motion parameters calculated in the previous step plus five nuisance signals obtained by running a principal
components analysis on white matter and cerebrospinal fluid signals using the CompCor approach (Behzadi et al., 2007), slice time correction, temporal filtering $0.009-0.1 \mathrm{~Hz}$, spatial smoothing using a 6 mm Full Width at Half Maximum of the Gaussian kernel and normalisation to MNI152 stereotactic space ( 2 mm isotropic) using linear and non-linear registration (boundary-based registration) (Greve and Fischl, 2009). No global signal regression was performed.

## Group-ICA spatial maps and time series

Following pre-processing, the neuroimaging data were masked by a $20 \%$ probabilistic whole-brain grey matter mask, temporally demeaned, had variance normalisation applied (Beckmann and Smith, 2004) and were fed into the MIGP algorithm (Smith et al., 2014). The output of MIGP, which is a very close approximation to running PCA on the temporally concatenated data, was then fed into group-ICA using FSL's
MELODIC tool (Beckmann and Smith, 2004), where spatial-ICA was applied, resulting in 16 distinct group-ICA spatial maps (SI results, Fig. S1). These group spatial maps were subsequently mapped onto each subject's pre-processed data by running the first stage in a dual-regression analysis, which produced one time series per map per participant. After removal of one artefactual component, the remaining 15-dimensional time series for each participant with $\mu=0$ and $\sigma=1$ were concatenated to form a (180 x 169) x 15 matrix and used as input for subsequent analyses.

## Hidden Markov model

To characterise the dynamics of neural activity, we applied a hidden Markov model to the concatenated time series of the ICA networks. The inference of the model parameters was based on variational Bayes and the minimisation of free energy, as implemented in the HMM-MAR toolbox (Vidaurre et al., 2016). The HMM's inference assigns state probabilities to each time point of the time series (i.e. reflecting how likely is each time point to be explained by each state) and estimates the parameters of the states, where each state has its own model of the observed data. Each state can be represented as a multivariate Gaussian distribution (Vidaurre et al., 2017a), described by its mean and covariance. As we were primarily interested in identifying changes in functional connectivity, we chose to discount changes in absolute signal level and defined the states by their covariance matrix. Inference was run at the group level, such that the state descriptions are defined across subjects. This allowed us to discover dynamic temporal patterns of whole-brain functional interactions along with their occurrence (state time series) and transition probabilities for the duration of the whole resting state fMRI scan. Detailed information about the HMM implementation and the variational Bayes inference can be found in (Vidaurre et al., 2017b,a; Baker et al., 2014). Fractional occupancy was defined as the proportion of time spent on each state and switching rate as the total number of switches from one state to any other. All analyses controlled for age, gender and motion during the resting state fMRI scan.
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## Static functional connectivity

296
Network modelling was carried out by using the FSLNets toolbox. We calculated the ${ }_{207}$ partial temporal correlation between the 15 components' timeseries creating a 15 A U゚ 15 matrix of connectivity estimates for each participant. To improve the stability of the estimates of partial correlation coefficients, a small amount of L2 regularisation was applied (Smith et al., 2013a). The connectivity values were converted from Pearson correlation scores into z-statistics with FisherâĂŹs transformation (including an empirical correction for temporal autocorrelation). In order to test the similarity between the correlation matrices $(\mathrm{NxN})$ of each dynamic state and the mean static partial correlation matrix ( NxN ), we kept the lower diagonal of each matrix, "unwrapped" it to a vector of length $105\left(\left(\mathrm{~N}^{*} \mathrm{~N}-\mathrm{N}\right) / 2\right)$, Fisher's z transformed its values and calculated the pairwise correlations.
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