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1 Theory of concentration fluctuations in mesoscopic droplet systems

In this section, we will develop a theoretical model to study the influence of liquid-liquid phase separation on gene
expression variability. In Section 1.1, we will first construct a simple mesoscopic model of phase separation based
on the equilibrium physics of binary mixtures. Subsequently, we will extend the model to account for variability
in the composition of this mixture due to gene expression noise. In Section 2 we show how the model was used to
analyze and interpret our experimental single-cell data.

1.1 Minimal model of phase separation in a binary mixture

We consider a system of a fixed volume Vtot (e.g. the volume of the cell or the nucleus) which is filled by a binary
mixture. Each of the two components of the mixture can represent a single molecule or a bundle of different
molecules in a fixed ratio that form a unit. For the sake of clarity, we refer to one component as ’solvent’ and to
the other as ’protein’ in the following. The two components can phase separate by forming a droplet of volume V−
which is surrounded by a bulk phase of volume V+ = Vtot − V− (Fig. ST1). Thereby the total number of proteins
N̄ is split up between the two phases such that the phases differ by their concentrations (c± = N±/V±) of the
protein. Here N− denotes the number of molecules or units of the component that is enriched in the droplet, i.e.
the protein, inside the droplet, while N+ is the number of molecules in the surrounding bulk phase. With the
effective molecular volume, we can define a volume fraction occupied by the protein (component) as φ = vN/V .
As explained in the main text volume fractions can, therefore, be understood as normalized concentrations, with
φ = 0 equal to a system without any protein molecule and φ = 1 for a system completely filled with the protein
component. We will focus on the comparison of noise in the volume fraction of the whole system, φ̄ = vN̄/Vtot, to
the noise of volume fraction of the bulk phase, φ+ = vN+/V+. We aim to understand if and to which extent such
a system is able to keep the volume fraction of the bulk phase close to a fixed value. This ability is what we refer
to as buffering.

droplet	phase

bulk	phase

<latexit sha1_base64="fuh+M1uO7eFBNL/hAL0dhWPdx3o=">AAACE3icbVDNSsNAGNzUv1r/4s/NS7AIFaEkKqi3ghdPUsHYQhPCZrtplu5mw+5GqKGv4dmrPoMn8eoD+Ai+hZs2B1sdWBhmvm92d8KUEqls+8uoLCwuLa9UV2tr6xubW+b2zr3kmUDYRZxy0Q2hxJQk2FVEUdxNBYYspLgTDq8Kv/OAhSQ8uVOjFPsMDhISEQSVlgJzz0tjEhw3vFimEOH8lLHxUWDW7aY9gfWXOCWpgxLtwPz2+hxlDCcKUShlz7FT5edQKIIoHte8TGIdP4QD3NM0gQxLP5+8fmwdaqVvRVzokyhrov7eyBlUseKcypmgHDIpRyzUAcWAnPcK8T+vl6nows9JkmYKJ2h6f5RRS3GraMjqE4GRoiNNIBJEf8FCMRQQKd1jTXfjzDfxl7gnzcumc3tWb92UJVXBPjgADeCAc9AC16ANXIDAI3gGL+DVeDLejHfjYzpaMcqdXTAD4/MHWjSefA==</latexit>

protein
molecule

<latexit sha1_base64="KfGXl+g8frs3h7mTyfym8UooPyc=">AAACRXicbVHLSgMxFM34rPVVdelmsAiuyowI6k4QxGUFq0JbSiZz24bmMSR3hDIM6Ne41b/wF/wJV+JWM20XtvVCyOHcx8k9iRLBLQbBh7ewuLS8slpaK69vbG5tV3Z276xODYMG00Kbh4haEFxBAzkKeEgMUBkJuI8Gl0X+/hGM5Vrd4jCBtqQ9xbucUXRUp7LfSlUMJjKUQdbq26S4T2pnTOZ5p1INasEo/HkQTkCVTKLe2fH2WrFmqQSFTFBrm2GQYDujBjkTkJdbqQWnMKA9aDqoqATbzkZb5P6hY2K/q407Cv0R+7cjkxT7qLWwU4MyKq0dysgNKArsbK4g/8s1U+yetTOukhRBsbF+NxU+ar9wyo+5AYZi6ABlhrsVfNanzih0fk6pWJTUDE08/a4+iEfAvOxsDGdNmweN49p5Lbw5qV5cPY39LJF9ckCOSEhOyQW5JnXSIIw8kxfySt68d+/T+/K+x6UL3uQP9shUeD+/b/GzfQ==</latexit>

<latexit sha1_base64="f9+xm0FPx22cfKxU4mp5ZwiOo0Y=">AAACRXicbVHLSgMxFM34tr6qLt0MFsFVmRFF3QmCuFSwttCWksnc2mAeQ3KnUIYB/Rq3+hf+gj/hStxqpu3Ctl4IOZz7OLknUSK4xSD48ObmFxaXlldWS2vrG5tb5e2de6tTw6DGtNCmEVELgiuoIUcBjcQAlZGAevR4WeTrfTCWa3WHgwTakj4o3uWMoqM65b1WqmIwkaEMslbPJsUdVk+YzPNOuRJUg2H4syAcgwoZx01n29ttxZqlEhQyQa1thkGC7Ywa5ExAXmqlFpzCI32ApoOKSrDtbLhF7h84Jva72rij0B+yfzsySbGHWgs7MSij0tqBjNyAosBO5wryv1wzxe5ZO+MqSREUG+l3U+Gj9gun/JgbYCgGDlBmuFvBZz3qjELn54SKRUnNwMST7+qB6APmJWdjOG3aLKgdVc+r4e1x5eLqaeTnCtkj++SQhOSUXJBrckNqhJFn8kJeyZv37n16X973qHTOG//BLpkI7+cXZTWzdw==</latexit>

<latexit sha1_base64="bgetSlWSfXa5lFPd+F9W2oR9urw=">AAACL3icbVHLSsNAFJ34rPXV2qWbYBFclUQEdVcQxGUF+4A2lMnkph06yYSZm0IJBX/Brf6FX6MbcetfOH0sTOuBgcM5d+69c8ZPBNfoOJ/WxubW9s5uYa+4f3B4dFwqn7S0TBWDJpNCqo5PNQgeQxM5CugkCmjkC2j7o7uZ3x6D0lzGTzhJwIvoIOYhZxSN1G71M5Q47ZeqTs2Zw14n7pJUyRKNftmq9ALJ0ghiZIJq3XWdBL2MKuRMwLTYSzUklI3oALqGxjQC7WXzfaf2uVECO5TKnBjtufr3RhZRHKKUQucaZTTSehL5psGsQK96M/E/r5tieONlPE5ShJgt5oepsFHas0zsgCtgKCaGUKa4eYLNhlRRhia53BSNEVUTFeT3GoIYA06LJkZ3NbR10rys3dbcx6tq/f55kWeBnJIzckFcck3q5IE0SJMwMiIv5JW8We/Wh/VlfS9KN6zlH1RIDtbPLwdVquc=</latexit>

<latexit sha1_base64="bC0Cc5PqwTtj27ci8CIKJYssM6k=">AAACK3icbVHLSgMxFM34rPXV2qWbwSK4scyIoO4Kgris6LSFdiiZ9LYNzUyG5E6hDAV/wK3+hV/jRnHrf5g+Fk7rgcDhnJt7b06CWHCNjvNpra1vbG5t53byu3v7B4eF4lFdy0Qx8JgUUjUDqkHwCDzkKKAZK6BhIKARDG+nfmMESnMZPeE4Bj+k/Yj3OKNopMd657xTKDsVZwZ7lbgLUiYL1DpFq9TuSpaEECETVOuW68Top1QhZwIm+XaiIaZsSPvQMjSiIWg/ne06sU+N0rV7UpkToT1T/95IQ4oDlFLoTKOUhlqPw8A0mBboZW8q/ue1Euxd+ymP4gQhYvP5vUTYKO1pHnaXK2AoxoZQprh5gs0GVFGGJrXMFI0hVWPVze41ADECnORNjO5yaKvEu6jcVNyHy3L17nmeZ44ckxNyRlxyRarkntSIRxjpkxfySt6sd+vD+rK+56Vr1uIPSiQD6+cXpMKonQ==</latexit>

<latexit sha1_base64="nprHk+iNAULGyy/m4rMF/k5z2U4=">AAACO3icbVHLSgMxFM3Ud321unQTLIIglhkR1IUgCOKygq1CW4ZMeseGZiZDckcpw4A/4lb/wv9w70rcujd9LGzrgcDhnJt7b06CRAqDrvvhFObmFxaXlleKq2vrG5ul8lbDqFRzqHMllb4PmAEpYqijQAn3iQYWBRLugt7lwL97BG2Eim+xn0A7Yg+xCAVnaCW/VG74B/ScNvwMFeaHDf/QL1XcqjsEnSXemFTIGDW/7Gy3OoqnEcTIJTOm6bkJtjOmUXAJebGVGkgY77EHaFoaswhMOxvuntM9q3RoqLQ9MdKh+vdGFjHsolLSTDTKWGRMPwpsg0GBmfYG4n9eM8XwtJ2JOEkRYj6aH6aSoqKDfGhHaOAo+5YwroV9AuVdphlHm+LEFIMR033dmdyrC/IRMC/aGL3p0GZJ/ah6VvVujisXV8+jPJfJDtkl+8QjJ+SCXJMaqRNOnsgLeSVvzrvz6Xw536PSgjP+g20yAefnF2Wqreg=</latexit>

<latexit sha1_base64="uh0lAdCENhbOnokLetCsh74m1cs=">AAACKXicbVDLTsJAFJ36RHyBLN00EhM3ktaYqDsSN64MJCIk0JDpcIEJ004zc0vSNHyBW/0Lv8aVuvVHHKALC55kkpNz7muOHwmu0XG+rI3Nre2d3cJecf/g8Oi4VD551jJWDFpMCqk6PtUgeAgt5CigEymggS+g7U/u5357CkpzGT5hEoEX0FHIh5xRNFLzsl+qOjVnAXuduBmpkgyNftmq9AaSxQGEyATVuus6EXopVciZgFmxF2uIKJvQEXQNDWkA2ksXl87sc6MM7KFU5oVoL9S/HWlAcYxSCp0blNJA6yTwzYB5gV715uJ/XjfG4a2X8jCKEUK23D+MhY3SnqdhD7gChiIxhDLFzRdsNqaKMjSZ5bZoDKhK1CB/1xjEFHBWNDG6q6Gtk9ZV7a7mNq+r9ccszwI5JWfkgrjkhtTJA2mQFmEEyAt5JW/Wu/VhfVrfy9INK+upkBysn1/1bKdc</latexit>

<latexit sha1_base64="tP/pHgi4ai7+gAU5Xcb4HSbsC4A=">AAACKXicbVDLSsNAFJ34rPXV2qWbYBEEoSQiqLuCG1fSgrWFNpTJ9LYdOsmEmZtCCP0Ct/oXfo0rdeuPOG2zMK0HBg7n3NccPxJco+N8WRubW9s7u4W94v7B4dFxqXzyrGWsGLSYFFJ1fKpB8BBayFFAJ1JAA19A25/cz/32FJTmMnzCJAIvoKOQDzmjaKTmZb9UdWrOAvY6cTNSJRka/bJV6Q0kiwMIkQmqddd1IvRSqpAzAbNiL9YQUTahI+gaGtIAtJcuLp3Z50YZ2EOpzAvRXqh/O9KA4hilFDo3KKWB1kngmwHzAr3qzcX/vG6Mw1sv5WEUI4RsuX8YCxulPU/DHnAFDEViCGWKmy/YbEwVZWgyy23RGFCVqEH+rjGIKeCsaGJ0V0NbJ62r2l3NbV5X649ZngVySs7IBXHJDamTB9IgLcIIkBfySt6sd+vD+rS+l6UbVtZTITlYP7/x4qda</latexit>

<latexit sha1_base64="sPke0IRJZzaNKxBpDVdYvC7kyY4=">AAACPnicbVDLSgNBEJz1bXwl6s3LYhDiwbCrgnoTvHgSBWMC2RBmJ53s4MzOMtMbWJf8i1f9Cz/DL/AkXj06eRxMtGGgqOqu7qkwEdyg5707c/MLi0vLK6uFtfWNza1iafvBqFQzqDEllG6E1IDgMdSQo4BGooHKUEA9fLwa6vU+aMNVfI9ZAi1JezHvckbRUu3ibpBEvH1UCSKTUAb5iZSDw3ax7FW9Ubl/gT8BZTKp23bJ2Qk6iqUSYmSCGtP0vQRbOdXImYBBIUgNWP9H2oOmhTGVYFr56PyBe2CZjttV2r4Y3RH7eyKXFCNUSpgpo5xKYzIZWoNhg5nVhuR/WjPF7nkr53GSIsRsvL+bCheVO4zI7XANDEVmAWWa2y+4LKKaMrRBTm0xKKnOdGf6rghEH3BQsDH6s6H9BbXj6kXVvzstX95M8lwhe2SfVIhPzsgluSa3pEYYeSLP5IW8Om/Oh/PpfI1b55zJzA6ZKuf7Bx42r20=</latexit>

total	system

<latexit sha1_base64="6bt6a6IXxoJ98hsQ4vUQHOlmmE8=">AAACXXicbVHLSgMxFE3Hd321unDhJlgEQSwzKqgLQRDElSjYVmjLkEnv2NDMZEjuFMow4G/4NW71E9z5KaaPhW29kHA45z5yT4JECoOu+11wFhaXlldW14rrG5tb26XyTt2oVHOocSWVfgmYASliqKFACS+JBhYFEhpB73aoN/qgjVDxMw4SaEfsNRah4Awt5ZfOWklX+Mf0mrZCzXjWf/CP86xur1kmQ4X5Sd0/yf1Sxa26o6DzwJuACpnEo18u7LY6iqcRxMglM6bpuQm2M6ZRcAl5sZUaSBjvsVdoWhizCEw7G22X00PLdGiotD0x0hH7tyKLGHZRKWmmGmUsMmYQBbbBMMHMakPyP62ZYnjZzkScpAgxH88PU0lR0aGDtCM0cJQDCxjXwq5AeZdZq9D6PDXFYMT0QHem39UF2QfMi9ZGb9a0eVA7rV5Vvafzys3d29jPVbJPDsgR8cgFuSH35JHUCCfv5IN8kq/Cj7PsbDhb41SnMPmDXTIVzt4vc5q4MA==</latexit>

<latexit sha1_base64="B6juvksq38JXnZFdY5e3uoU9LI4=">AAACQ3icbVHLSgMxFM34rPXV2pW4CRbBjWVGBHUhFARxJRVsK7RlyKR3bDAzGZI7hTIU/Rm3+hf+g//gStwKpo+FVS8kHM65j9yTIJHCoOu+OXPzC4tLy7mV/Ora+sZmobjVMCrVHOpcSaVvA2ZAihjqKFDCbaKBRYGEZnB/PtKbfdBGqPgGBwl0InYXi1BwhpbyC9vtpCf8A3pG26FmPOtf+QfDrGEvv1B2K+446F/gTUGZTKPmF51Su6t4GkGMXDJjWp6bYCdjGgWXMMy3UwMJ4/fsDloWxiwC08nGOwzpnmW6NFTanhjpmP1ZkUUMe6iUNDONMhYZM4gC22CUYH5rI/I/rZVieNLJRJykCDGfzA9TSVHRkU+0KzRwlAMLGNfCrkB5j1mL0Lo5M8VgxPRAd2ff1QPZBxzmrY3eb9P+gvph5bTiXR+VqxePEz9zZIfskn3ikWNSJZekRuqEkwfyRJ7Ji/PqvDsfzuckdc6Z/kGJzITz9Q2q6rGI</latexit>

<latexit sha1_base64="E4R/KGxusaC+PQ1DbKVNSMKQuec=">AAACanicbVFdSxtBFJ1sq03jV2yeJC+DUVDEsFsE9aEQEKRPwUKjQjYss5O7ZnB2Z5m5GwjDQn9Nf01fFfwR/gcnH7SNemDgcM6de+eeiXMpDPr+U8X78HFl9VP1c21tfWNzq7795dqoQnPocSWVvo2ZASky6KFACbe5BpbGEm7i+4upfzMGbYTKfuIkh0HK7jKRCM7QSVG9E8ZM2zAfifIbDRPNuB13I4sKy9JeL8hf56AbHR11o+PDf15Ub/ltfwb6lgQL0iILXEXblUY4VLxIIUMumTH9wM9xYJlGwSWUtbAwkDN+z+6g72jGUjADO1u1pPtOGdJEaXcypDP1/xs2ZThCpaRZamRZaswkjV2DaYF57U3F97x+gcnZwIosLxAyPp+fFJKiotM46VBo4CgnjjCuhVuB8hFzYaELfWmKwZTpiR4uv2sEcgxY1lyMwevQ3pLe1/Z5O/hx0upc/prnWSVNsksOSEBOSYd8J1ekRzj5Tf6QB/JYefYa3o7XnJd6lcUfNMgSvL0XF2a/IA==</latexit>

Figure ST1: Minimal model of phase separation in a binary mixture.

1.1.1 Free energy of a binary mixture

To describe the thermodynamic properties of such a mesoscopic system containing a single droplet we have to
consider its free energy. If the respective volume fractions within the droplet and in the solvent are homogeneous,
the free energy F of the system is given by

F = V−f−(φ−) + (Vtot − V−)f+(φ+) + γA (1)

where f±(φ±) are the free energy densities of the droplet phase and the bulk phase respectively and γ and A are
the surface tension and the area of the droplet-bulk interface. We consider the case of a droplet that is entirely
filled with one component

φ− = vN−/V− = vc− = 1 , (2)
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such that we can write the free energy density of the droplet phase as

f−(φ−) = −µ
v
, (3)

with µ as a relative chemical potential. From eq. (2) also follows v = 1/c−. With eq. (2) and N̄ = N+ + N− we
can express the volumes of the two phases as:

V−
(
N+, N̄

)
= v

(
N̄ −N+

)
V+

(
N+, N̄

)
= Vtot − v

(
N̄ −N+

)
Furthermore, we consider the droplet to be spherical such that

A = 4π

(
3

4π
vN−

) 2
3
. (4)

The free energy density of the bulk phase is considered to contribute as an ideal gas, i.e.

f+ (φ+) =
kBT

v
[φ+ ln (φ+)− φ+] , (5)

where kB denotes the Boltzmann constant and T the temperature. The free energy of the whole system can then
be written as

F
(
N+, N̄

)
= −µ

(
N̄ −N+

)
+ kBTN+

(
ln

(
N+

Vtot/v − N̄ +N+

)
− 1

)
+ γ (36π)

1
3
(
v
(
N̄ −N+

)) 2
3 . (6)

Equivalently, the free energy can be expressed in terms of volume fractions

F̂
(
φ+, φ̄

)
= −µVtot

v

(φ̄− φ+)

(1− φ+)
+ kBT

Vtot
v

(1− φ̄)φ+

(1− φ+)
(ln (φ+)− 1) + γ (36π)

1
3

(
Vtot

(φ̄− φ+)

(1− φ+)

) 2
3

. (7)

1.1.2 Thermal fluctuations at equilibrium: Boltzmann statistics

From here on we follow the convention to use upper case letters for random variables and lower case letters for their
realization. To analyze the influence of thermal fluctuations on the buffering properties of the system, we calculate
the partition function:

Zn̄ =

n̄∑
n+=0

exp

(
−F (n+, n̄)

kBT

)
, (8)

such that the Probability Peq to find the system in a state with n+ molecules outside the droplet is given by the
Boltzmann distribution

Peq (N+ = n+) =
1

Zn̄
exp

(
−F (n+, n̄)

kBT

)
. (9)

Equivalently, this distribution can be expressed in terms of volume fractions, i.e., Peq (φ+) = Peq (N+ = φ+V/v).
With eq. (9), we can determine the mean and variance of the volume fraction of the bulk phase as:

〈Φ+〉 =

n̄∑
n+=0

Peq (N+ = n+)φ+ (n+, n̄) (10)

σ2 (Φ+) =
〈

(Φ+ − 〈Φ+〉)2
〉

=

n̄∑
n+=0

Peq (N+ = n+) [φ+ (n+, n̄)− 〈Φ+〉]2 . (11)

Throughout this text, we denote means and variances of random variables as 〈 · 〉 and σ2 ( · ), respectively. Means
and variances of bulk phase are illustrated in Fig. ST2 for different φ̄.

For the sake of readability, we drop the explicit dependence of the volume fraction on the protein numbers in the
following. However, the reader should keep in mind that with discrete protein numbers, also the corresponding
volume fractions are discrete-valued.
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Figure ST2: Thermal fluctuations at equilibrium. The grey shaded areas illustrate the probability to find a certain volume
fraction in the bulk phase. The solid cyan line indicates the mean and the dashed blue lines indicate a standard deviation
around the mean, i.e. 〈Φ+〉 ± σ (Φ+) . The model parameters are set to the same values as for Figure 2 in the main text and
are listed in Tab. 3 on page 14.

1.1.3 Analytical characterization of thermal fluctuations

To find an analytical expression for the concentration fluctuations, we approximate the Boltzmann distribution
using the saddle point method. To this end, we interpret the protein volume fractions as continuous quantities and
expand the free energy around its minimum up to order two. The global minimum of the free energy, (if it exists,
i.e. if φ̄ is sufficiently large and phase separation is favored) obeys

0 =
∂F̂
(
φ+, φ̄

)
∂φ+

=
Vtot(1− φ̄)

v(1− φ+)2
(µ+ kBT (lnφ+ − φ+) + 2γH) ,

(12)

where H = ∂A
∂V−

is the mean curvature. When the contribution of the interface energy becomes negligible (i.e. if γ
is small, or if the system approaches the thermodynamic limit), eq. (12) is satisfied if:

0 = µ+ kBT (lnφ+ − φ+) . (13)

This provides and implicit relation for the saddle point of the Boltzmann distribution and we refer to its solution
as φ∗. The latter can be expressed in terms of Lambert W function:

φ∗ = −W
(
−e

−µ
kBT

)
. (14)

Since this function is invertible on the domain φ∗ ∈ [0, 1], we can replace the dependency of the Boltzmann distribu-
tion on µ by φ∗. The new parameter φ∗ has an important physical interpretation. In particular, it corresponds to the
volume fraction above which a mesoscopic system is expected to exhibit two distinct phases. In the thermodynamic
limit, the volume fractions in the bulk and droplet phase change discontinuously at φ∗ owing to a thermodynamic
phase transition. In the following, we will refer to φ∗ as threshold concentration.

In order to characterize the fluctuations in the bulk phase in the phase separating regime, we further calculate the
second derivative of the free energy at the saddle point φ∗,(

∂

∂φ+

)2

F̂
(
φ+, φ̄

)∣∣∣∣∣
φ+=φ∗

= kBT
Vtot

(
1− φ̄

)
vφ∗ (1− φ∗)

, (15)

where we again neglected contributions from the surface tension. We can now approximate the Boltzmann distri-
bution with the saddle point method as a Gaussian

p̃eq (φ+) =
1

Z̃φ̄
exp

(
−
Vtot

(
1− φ̄

)
2vφ∗ (1− φ∗)

(φ+ − φ∗)2

)
, (16)
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where p̃eq is now a probability density and Z̃φ̄ is the corresponding normalization constant. The mean and variance
of (16) are given by

〈Φ+〉 = φ∗ and σ2 (Φ+) =
vφ∗ (1− φ∗)
Vtot

(
1− φ̄

) (17)

and the squared coefficient of variation becomes

η2 (Φ+) =
σ2 (Φ+)

〈Φ+〉2
=

v (1− φ∗)
Vtot

(
1− φ̄

)
φ∗

. (18)

Throughout this text, we denote the coefficient of variation by η ( · ) = σ ( · ) / 〈 · 〉 and define by η2 ( · ) the noise
strength of the system, a commonly used metric to assess concentration variability.

When both the threshold concentration and total volume fraction are small
(
φ∗ < φ̄� 1

)
, the above expression

simplifies to

η2 (Φ+) ≈ v

Vtotφ∗
. (19)

Since n− ≤ n̄ we can without further assumptions approximate φ∗ by expanding φ+ in n− as

φ∗ = 〈Φ+〉 =

〈
N+

Vtot/v −N−

〉
=

〈
N+

Vtot/v
+

N+N−

(Vtot/v)
2 +O

(
N2
−
)〉

=
〈N+〉
Vtot/v

+
〈N+N−〉
(Vtot/v)

2 +
〈
O
(
N2
−
)〉

.

(20)

With eqs. (19) and (20), the noise strength is approximately given by

η2 (Φ+) ≈ 1

〈N+〉
. (21)

This resembles the mean-noise relationship of a Poisson-distributed random variable.

1.1.4 Ensembles of phase separating systems with different molecule numbers

So far, we have studied fluctuations of phase separating systems for which the total protein number was considered
to be fixed. We will next extend our analysis to the case where the total protein concentration is a random variable
itself. This is an important intermediate step that will later allow us to study how fluctuations caused by gene
expression are affected by phase separation (Section 1.2).

To address this scenario, we consider an ensemble of independent phase separating systems at equilibrium, each
having identical material parameters, but different total protein amounts. To capture the variability in the total
protein amount across the ensemble, we describe the total protein volume fraction as a random variable Φ̄ ∼ P

(
φ̄
)
,

with P
(
φ̄
)
as an arbitrary, discrete probability distribution. Our goal is now to relate the variability in the total

protein amount (characterized by P
(
φ̄
)
) to the variability in the bulk phase (characterized by a corresponding

distribution P (φ+)). If the ensemble is at equilibrium, the distribution P (φ+) can be readily obtained from the
Boltzmann distribution in eq. (9). Since the total protein amount Φ̄ is now a random variable, the Boltzmann
distribution associated with an individual phase separating system is now interpreted as a conditional probability
distribution Peq

(
φ+|Φ̄ = φ̄

)
, where φ̄ is the particular realization of Φ̄ corresponding to that system. In order to

compute P (φ+) we have to average this conditional distribution over all possible realizations of Φ̄, i.e.,

P (φ+) =
∑
φ̄

Peq
(
φ+|Φ̄ = φ̄

)
P
(
φ̄
)
. (22)

With this expression, we can now compare the noise strength of the total protein amount and the bulk phase by
analyzing P

(
φ̄
)
and P (φ+), respectively.

Moreover, we can use the law of total variation to decompose the noise strength of the bulk phase into

η2 (Φ+) =
σ2
(〈

Φ+|Φ̄
〉)

〈Φ+〉2︸ ︷︷ ︸
ensemble noise

+

〈
σ2
(
Φ+|Φ̄

)〉
〈Φ+〉2︸ ︷︷ ︸

buffering noise

. (23)
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If the systems in the ensemble are likely below the threshold concentration φ∗, the bulk phase concentration φ+ is
approximately equal to φ̄. In this case, σ2

(
Φ+|Φ̄ = φ̄

)
and σ2

(〈
Φ+|Φ̄

〉)
≈ σ2

(
Φ̄
)
, which means that the second

term in (23) vanishes and that the first term explains all the variability in the bulk phase. In this scenario, the
variability in the total concentration cannot be suppressed and is entirely inherited to the bulk phase. If, on the
other hand, all systems in the ensemble would be above φ∗, we know by eq. (17) that the expected bulk phase
volume fraction is widely independent of the total volume fraction φ̄, such that the first term is close to zero and
the second term captures the expected thermal fluctuations around the threshold concentration. In this sense, the
first term of eq. (23) describes the variance due to ensemble variability, while the second term describes the noise
introduced by phase separation itself. We thus refer to the respective contributions as ensemble noise and buffering
noise.

1.1.5 Stochastic dynamics of phase separating systems at equilibrium

In our discussion above, we have described concentration fluctuations in terms of probability distributions over the
total protein and bulk phase concentration. We will next investigate the temporal dynamics of phase separating
systems at equilibrium. To this end, we will derive rate functions of protein exchange between the bulk and droplet
phase, such that the resulting fluctuations are consistent with the equilibrium fluctuations of mesoscopic droplet
systems described in Section 1.1.2. These rate functions will be instrumental later in Section Section 1.2 to link our
theory of phase separation to gene expression noise.

For a fixed total protein number N̄ , the dynamic partitioning of protein between the bulk and droplet phase can
be described by stochastic exchange reactions

N+
kout−−−−−⇀↽−−−−−
kin

N−,

with N± as the bulk and droplet phase protein and kin and kout as the respective reaction rates. These rates
determine how likely each reaction takes place per unit time and thus set the time scale of phase separation. Our
goal is to determine explicit expressions for kin and kout such that they are consistent with our equilibrium model
of phase separation. At equilibrium, the rates satisfy the detailed balance condition:

kout (n+, n−)Peq
(
n+ | N̄ = n+ + n−

)
= kin (n+ + 1, n− − 1)Peq

(
n+ + 1 | N̄ = n+ + n−

)
(24)

or in terms of the free energy:

kout (n+, n−) = kin (n+ + 1, n− − 1) exp

(
−∆F (n+, n−)

kBT

)
, (25)

with ∆F (n+, n−) = F (n+ + 1, n+ + n−) − F (n+, n+ + n−). Therefore, if one of the two rates is given, the
reverse rate can be determined by the Boltzmann factor. Here we consider the rate kin to be diffusion-limited such
that

kin (n+, n−) =
n+

τd (n−)
=

6D n+

(Vtot − vn−)
2/3

=
6DV

1/3
+

v
φ+, (26)

with τd as the average time it takes for a molecule to diffuse through a volume V+ and D as the diffusion constant.
The rate from (26) also provides a simple way to characterize the time scale of phase separation. In particular,
we can define it as the diffusion time of a single protein through the total system volume Vtot, i.e., τD = τd(0) =

V
2/3
tot /(6D). We will later make use of τD when we analyze how time scales affect noise buffering by liquid-liquid

phase separation.

1.2 Suppression of gene expression noise by liquid-liquid phase separation

Based on our theoretical considerations from the previous sections, we are now ready to investigate how phase sepa-
ration can buffer gene expression variability. We will first introduce a canonical model of stochastic gene expression
and subsequently show how this model can combined with our model of liquid-liquid phase separation.
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1.2.1 Two-stage model of gene expression with extrinsic noise

We describe gene expression by a two-stage model, where mRNA and protein copy numbers, denoted by Nr and
Np, are described by coupled birth-and-death processes

∅ λr−−−→ Nr
Nr/τr−−−−−→ ∅

∅ λpNr−−−−→ Np
Np/τp−−−−−→ ∅

(27)

with λr and λp as the rate constants associated with transcription and translation and τr and τp as mRNA and
protein half-life times. The noise strength of Np at steady state is given by [1]

η2 (Np) =
1

〈Np〉
+

1

〈Nr〉
τr

τr + τp
. (28)

Additional to intrinsic fluctuations of transcription and translation, gene expression is significantly affected by so-
called extrinsic variability[2]. The latter stems from cell-to-cell differences in factors affecting gene expression such
as ribosome copy numbers or the ATP availability. In the experimental system considered here, the dominant source
of extrinsic variability stems from plasmid copy variations, which can be incorporated into the model by considering
the transcription rate to be randomly distributed across cells, i.e., Λr ∼ p(λr). We want to remark that while our
analysis focuses on this particular model of gene expression, it is straightforward to extend to other scenarios.

For the two-stage model with random transcription rate, one can show that the noise strength is given by

η2 (Np) = η2 (〈Np|Λr〉) +
〈
η2 (Np|Λr)

〉
= η2 (Λr) +

(
1 +

λp

τ−1
p + τ−1

r

)
1

〈Np〉
.

(29)

Throughout this study, we consider the transcription rate λR to be Gamma-distributed with shape- and rate
parameters α and β, i.e.

Λr ∼ Γ(α, β) =
β

Γ(α)
(βλr)

α−1
e−βλr . (30)

In this case, the mean and noise strength of the transcription rate is given by 〈Λr〉 = α/β and η2 (Λr) = α−1,
respectively. Thus, the amount of extrinsic noise in the system is set by α, while the rate parameter β determines
the average protein expression level, i.e., 〈Np〉 = 〈Λr〉 τrλpτp. This provides a way to calculate the mean-noise
relationship of the gene expression network for a fixed extrinsic noise level by evaluating (29) for different β. The
resulting relationship shows the characteristic inverse scaling of the noise strength with mean concentration. For high
concentrations, the SCV saturates at a certain level due to extrinsic noise (Fig. ST3). This mean-noise relationship
is a hallmark of stochastic gene expression [3, 4] and we will next discuss how it is affected by liquid-liquid phase
separation.

1.2.2 Limit of fast phase separation dynamics

We will now investigate how variations in protein concentrations can be suppressed by liquid-liquid phase separation.
As a first step, we consider a simplified scenario that considers phase separation to be fast on the time scale of
protein expression. More precisely, we consider phase separation to equilibrate instantaneously upon changes in
the total protein concentration. This in turn allows us to apply the equilibrium theory presented in Section 1.1.4,
whereas the ensemble distribution P

(
φ̄
)
now corresponds to the stationary distribution of the stochastic gene

network in (eq. (27)). In general, this distribution can be computed by numerically solving a master equation
but also analytical solutions exist under certain conditions. If the mRNA fluctuates much faster than the protein,
for instance, the stationary distribution over protein copy numbers is given by a negative binomial distribution
P
(
N̄ = n̄

)
= NB(r, p) with

P(N̄ = n̄) =

(
n̄+ r − 1

n̄

)
pr(1− p)n̄ (31)

with parameters

r =
1

η2 (Λr)
p =

r

r + 〈N̄〉
. (32)

The corresponding distribution over volume fractions is then given by P
(
Φ̄ = φ̄

)
= P

(
N̄ = φ̄Vtot/v

)
. Figure ST3

illustrates the resulting mean-noise relationships for the considered model. More importantly, we show how this
mean-noise relationship is affected by liquid-liquid phase separation in Figure ST4.
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Figure ST3: Mean-noise relationship (green solid lines) in stochastic gene expression described by the negative binomial
distribution for three different levels of extrinsic noise, η2(Λr) = [0.02, 0.1, 0.5], indicated by the blue dashed lines. The
remaining parameters are set to the same values as for Figure 3B and 3C in the main paper and are noted in Tab. 4.

1.2.3 Influence of fluctuating protein concentrations: out of the equilibrium of phase separation

We next consider the case when the timescales of gene expression and phase separation dynamics become comparable.
To this end, we modify the gene network from (27) to account for phase separation by extending it by the stochastic
exchange reactions from (24). The overall reaction system then becomes

∅ Λr−−−→ Nr
nr/τr−−−−→ ∅

∅ λpnr−−−−→ N+
n+/τp−−−−−→ ∅

N+
kin(n+,n−)−�======�−
kout(n+,n−)

N−

N−
n−/τp−−−−−→ ∅,

(33)

where we now distinguish between proteins in the bulk and droplet phase, denoted by N+ and N−, respectively.
Our goal is to quantify the mean and noise strength of the droplet and bulk phase protein concentration. For a
given set of parameters and a particular realization of the random transcription rate Λr = λr, the dynamics of
system eq. (33) can be described by a master equation of the form

d

dt
π (nr, n+, n−) =π (nr − 1, n+, n−)λr

+ π (nr + 1, n+, n−) (nr + 1) τ−1
r

+ π (nr, n+ − 1, n−)λpnr

+ [π (nr, n+ + 1, n−) (n+ + 1) + π (nr, n+, n− + 1) (n− + 1)] τ−1
p

+ π (nr, n+ + 1, n− − 1) kin (n+ + 1, n− − 1)

+ π (nr, n+ − 1, n− + 1) kout (n+ − 1, n− + 1)

− π (nr, n+, n−)
[
λr + nr

(
τ−1
r + λp

)
+ (n+ + n−) τ−1

p

+ kin (n+, n−) + kout (n+, n−)
]
,

(34)
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Figure ST4: Buffering in the limit of infinitely fast droplet dynamics. A: The negative binomial distribution for two
different mean expression levels. The phase separation properties illustrated in B provide a conversion from the given total
volume fractions to a buffered volume fractions of the bulk phase, which are shown in C. The resultion noise strenght for
negative binomial distribution with varying parameter p, i.e. different mean expression levels, is shown in D. Grey dashed
lines indicate the threshold concentration for phase separation in the thermodynamic limit (see Section 1.1.3). Shaded areas
in A, B and C indicated the range of one standard deviation from mean in each direction of the respective distribtuion. The
two noise characteristics of the two exemplary distributions shown in A and C are marked in D by triangles and circles,
respectively. The red dashed line in D indicates the intrinsic noise limit and the blue dashed line the extrinsic noise limit,
η2(Λr). The parameters are set to the same values as for Figure 3B and 3C in the main paper and are noted in Tab. 4 on
page 14.
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with π(nr, n+, n−) = P(Nr(t) = nr, N+(t) = n+, N−(t) = n− | Λr = λr). In order to compute the means and noise
strengths, we first calculate the conditional moments

〈Φ+ | Λr = λr〉 =

∞∑
n−=0

∞∑
n+=0

∞∑
nr=0

φ+(n+, n+ + n−)π(nr, n+, n−) (35)

σ2(Φ+ | Λr = λr) =

∞∑
n−=0

∞∑
n+=0

∞∑
nr=0

(
φ+(n+, n+ + n−)− 〈Φ+ | Λr = λr〉

)2

π(nr, n+, n−) (36)

〈
Φ̄ | Λr = λr

〉
=

∞∑
n−=0

∞∑
n+=0

∞∑
nr=0

φ̄(n+ + n−)π(nr, n+, n−) (37)

σ2(Φ̄ | Λr = λr) =

∞∑
n−=0

∞∑
n+=0

∞∑
nr=0

(
φ̄(n+ + n−)−

〈
Φ̄ | Λr = λr

〉 )2

π(nr, n+, n−) (38)

and subsequently average these moments over all possible realizations of λr, i.e.,

〈Φ+〉 = 〈〈Φ+ | Λr = λr〉〉 (39)

σ2(Φ+) =
〈
σ2(Φ+ | Λr = λr) + 〈Φ+ | Λr = λr〉2

〉
− 〈Φ+〉2 (40)〈

Φ̄
〉

=
〈〈

Φ̄ | Λr = λr
〉〉

(41)

σ2(Φ̄) =
〈
σ2(Φ̄ | Λr = λr) +

〈
Φ̄ | Λr = λr

〉2〉− 〈Φ̄〉2 . (42)

However, computation of the conditional moments (35-38) via direct numerical integration of (34) is computationally
prohibitive, especially when RNAs and proteins are highly abundant. We, therefore, employ the linear noise
approximation (LNA) [5, 6], which approximates π(nr, n+, n−) in terms of a Gaussian distribution

π(nr, n+, n−) ≈ N (m(t),Σ(t)) , (43)

with approximate moments
m(t) ≈ E [N(t) | Λr = λr]

and
Σ(t) ≈ E

[
(N(t)−m(t))(N(t)−m(t))T | Λr = λr

]
for N(t) = (Nr(t), N+(t), N−(t))T . The moments m(t) and Σ(t) are described by ordinary differential equations
obtained by considering the leading order terms of van Kampen’s system size expansion applied to (34). Once
m(t) and Σ(t) have been solved for, (35-38) can be efficiently evaluated via numerical integration. This provides an
efficient way to compute the relationship between mean and noise strength of the total and bulk phase concentration
when gene expression and phase separation have arbitrary time scales.

We finally remark that full probability distributions over the three species Nr(t), N+(t) and N−(t) are straight-
forward to compute by integrating the Gaussian distribution from (43) with respect to p(λr), for instance using
quadrature methods. This will be required later in Section 2.3 where we compare the theoretical predictions with
the experimental data.
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2 Comparison between theory and experiment

In order to compare the theoretical model to experimental data, we require quantitative knowledge of the kinetic
parameters of phase separation and protein expression. In Section 2.2, we will describe a Bayesian inference
procedure, which we employed to calibrate our model on experimental single-cell data. Subsequently, we will
discuss how we compared the model predictions to the experimental data.

2.1 Experimental time-series data of 2NT-DDX4YFP expression

As described in Materials and Methods, we performed experimental time-lapse experiments in which we tracked
2NT-DDX4YFP expression in 93 cells over multiple hours post transfection. Measurements of 2NT-DDX4YFP
concentrations across the whole nucleus and the bulk phase were taken every ten minutes. Additionally, the
measurements revealed cross sections of the entire nucleus and droplet phase. By considering both a spherical
nucleus and a spherical droplet we estimated the corresponding volumes from the cross section areas. This multiplied
by the measured concentration results in protein copy numbers for each phase, each cell and each time point.

The time-series were manually curated to exclude outlier cells. Moreover, the first eight time points were removed
to ensure that all considered cells have exited mitosis and started expression. Additionally, we only considered time
points where at least 30 data points were available. The complete data set is shown in Fig. ST5, where curated
data points used for subsequent analyses are shown in green. From the resulting data, we computed the mean and
variance of the total and bulk phase 2NT-DDX4YFP copy numbers for each time point (Fig. 4 in the main text),
which we used to determine the model parameters as described in the following Section 2.2.
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(b) Amount in bulk phase

Figure ST5: Copy numbers of 2NT-DDX4YFP in the whole nucleus (a) and in the bulk phase of the nucleus (b) for the time-
series experiment. Circles and disks mark each single measured value. Green indicates measurement point that where used
for the Bayesian inference, while red points where not included. Black asterisks mark the end of the respective trajectories.

2.2 Model calibration by Bayesian inference

In total, our model comprises several parameters associated with transcription and translation (〈Λr〉, η2(Λr), τr, λp, τp)
as well as phase separation (φ∗, T, Vtot, v,D). Some of these parameters, however, can be eliminated or determined
directly from the experimental measurements. An estimate of the total system volume Vtot was obtained from the
data by taking the average nuclear volume across all time points and cells. The effective molecular volume v was
calculated as the average of the inverse 2NT-DDX4YFP concentration inside the droplet phase (see also eq. (2)).
Moreover, we found that the surface tension γ has negligible influence on the dynamics of phase separation when
set to realistic values. In particular, it was shown in [7] that the droplet surface tension in vivo was in the order of
1µN/m in which case it had no noticeable effect on the dynamics of our model. We thus set γ = 0 to eliminate this
parameter.
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Furthermore, we can remark that the free energy enters the system dynamics only via the Boltzmann factor, such
that the thermodynamic properties of phase separation are fully captured by the following term:

F̃ (n+, n̄)

kBT
=
F (n+, n̄)

kBT
+

µ

kBT
n̄

=
µ

kBT
n+ + n+ ln

(
n+

(Vtot/v − n̄+ n+)

)
− n+

=

[
φ∗ − ln (φ∗) + ln

(
n+

(Vtot/v − n̄+ n+)

)
− 1

]
n+,

(44)

where we have used eq. (14) in the last step. Thus, we are left with only one free parameters that characterizes
the equilibrium thermodynamic properties of phase separation, i.e., the threshold volume fraction φ∗. To fix the
threshold volume fraction φ∗ we took the concentration of the bulk phase for the first time point of each trajectory,
which exhibited protein droplets and average this value over all trajectories which showed phase separation. In total,
this we are left with six unknown parameters, describing the dynamics of the system, as well as two additional fit
parameters corresponding to the mean and variance of the initial mRNA abundance.

In order to quantitate these parameters from the 2NT-DDX4YFP time-series experiments, we used a Bayesian
inference approach. In particular, we resorted to an efficient moment-based inference scheme [8], which is based on
matching the time course of the experimental moments (e.g., means and variances) with those obtained from the
model using a Markov chain Monte Carlo (MCMC) technique. For more information on this method, the reader
should refer to [8]. We performed the inference scheme on our data using lognormal proposal distributions for
M = 10000 iterations and extracted maximum a posterior (MAP) estimates from it. This procedure was repeated
eight times with randomly drawn initial conditions from which we selected the parameter set with the highest
posterior probability. The resulting parameter values are shown in Table 1 and Table 2. We remark that in our
model, the considered reaction volume corresponds to the nuclear volume instead of the total cell volume. Therefore,
the inferred protein translation and degradation rates have to be understood as effective rates, subsuming nuclear
import and export, respectively. The relatively small protein half life (τp = 1.2h), for instance, is likely due to fast
nuclear export since YFP typically degrades on the time scale of several hours.

parameter Vtot v φ∗ φ∗/v

value 2.1 · 103 µm3 1.5 · 103 nm3 4.9 · 10−3 5.5 µM

Table 1: Directly measured model parameter

parameter D 〈λr〉 η2 (λr) τr λp τp 〈Nr(t = 80min)〉 σ(Nr(t = 80min))

value 0.034 µm2/s 15 min−1 1.3 7.2 h 60 min−1 1.2 h 3.1 · 102 4.5 · 102

Table 2: Inferred model parameter

2.3 Determining the relationship between mean and noise strength from experimental
data

In order to compare between theory and experiment, we determined relationship between mean and noise strength of
the bulk phase 2NT-DDX4YFP concentration from our high-throughput single-cell dataset (Materials and Methods).
To achieve this, we solved for the stationary distributions over protein copy numbers P(nr, n+, n−) of system (33)
for a fixed η2(Λr) = 0.15 and different 〈Λr〉. For each value of 〈Λr〉, we generated corresponding subpopulations from
the experimental data such that the distribution over the total nuclear 2NT-DDX4YFP abundance was consistent
with the theoretically obtained marginal distribution P(N̄ = n̄). To this end, we drew 5 · 103 random transcription
rates for a given 〈Λr〉 and η2(Λr) and for each of them computed the stationary distribution over total protein
copy numbers N̄ , which when using the LNA, is given by a Gaussian distribution. For each transcription rate, we
then sampled 2 · 102 values of N̄ and converted them to volume fractions Φ̄. In total, this gave rise to 106 different
samples of Φ̄ and to each of them, we assigned the experimental measurement with the closest total 2NT-DDX4YFP
volume fraction. Importantly, this producedure ensures that the theoretical and experimental subpopulations are
consistent with each other in terms of the total volume fraction Φ̄ (see Figure ST6). Each of the experimental
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Figure ST6: Sampling subpopulations from the experimental single-cell data. The data used for the top plot is the same as
for Fig 4E of the main text. The sampling procedure is illustrated for four data points indicated by the green and magenta
triangles, squares, diamonds and circles. The middle panel shows scatter plots of all single-cell measurements of φ̄ and φ+

(grey). The blue dots indicate the subsampled measurements corresponding to four particular values of 〈φ̄〉 and η2(φ̄) along
the mean-noise curve as indicated with a triangle, square, diamond and circle, respectively. The size of each dot indicates
how often the respective sample was drawn. The bottom panel shows that the resulting histograms over the samples of φ̄
generated from the model and drawn from the experimental data are consistent.

samples is associated with a corresponding measurement of the bulk phase volume fraction, for which we computed
averages and noise strengths. In summary, this allowed us to determine the relationship between mean and noise
strength of the bulk phase concentration, which we compared to the theoretically predicted one (Figure 4 in the
main text).
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3 Parameter values used for the figures in the main paper

Here we list all the parameter values as they were used for Figure 2 and Figure 3 in the main text.

parameter v Vtot/v T φ∗ γ

value 10−25 m3 104 305 K 10−2 10−6 N/m

Table 3: Model parameters for Figure 2 in their respective SI units.

parameter v Vtot/v T φ∗ γ η2(Λr)

value 10−25m3 105 305 K 10−2 10−6N/m 0.1

Table 4: Model parameters for Figure 3B & 3C and S4 in their respective SI units.

parameter v Vtot/v T φ∗ γ τr λp τp

value 10−25 m3 105 305 K 10−2 0 69.31 10−2 6.931 · 103

Table 5: Model parameters for Figure 3D & 3D in their respective SI units.
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Figure S1. Duplication of the N-terminus in DDX4YFP promotes phase separation 
by reducing saturation concentration. Quantification of the droplet phase and the 
bulk nucleoplasmic phase in transfected HeLa cells containing large droplets formed 
by DDX4YFP (n=15 cells) or 2NT-DDX4YFP (n= 25 cells). Concentration was estimated 
based on mean fluorescence intensity and using a calibration curve made with serial 
dilutions of purified DDX4YFP protein. Images were taken 24 hours after transfection 
using 100x objective. The DNA was stained with 200 ng/ml of Hoechst dye. Scale bar 
= 10 𝜇m. 
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Figure S2. Nuclear compartments formed by 2NT-DDX4YFP have liquid-like 
properties. Growth of 2NT-DDX4YFP droplets through fusion (a) and Ostwald ripening 
(b) quantified by time-lapse microscopy and measurement of droplet volume over time. 
Local polynomial regression line (colored lines) was fitted through each data set. (c) 
2NT-DDX4YFP droplets show fast and complete internal recovery upon photobleaching. 
The protein is enriched in the nucleus (nuc) as evident in the ‘enhanced contrast’ image 
and forms droplets only in that compartment with no evidence for condensate formation 
in the cytoplasm (cyt). Scale bar = 2 𝜇m. 
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Figure S3. 2NT-DDX4YFP droplets dissolve during mitosis. Time-lapse imaging of 
a HeLa cell undergoing mitosis. Histone protein H2B tagged with mCherry expressed 
from a stable plasmid was as a marker for the chromatin and facilitated identification 
of mitotic cells. Scale bar = 10 𝜇m. 
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