
Firing rate distributions in spiking networks with heterogeneous

connectivity

Marina Vegué
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Abstract

Meanfield theory for networks of spiking neurons based on the so-called diffusion approximation

has been used to calculate certain measures of neuronal activity which can be compared with

experimental data. This includes the distribution of firing rates across the network. However, the

theory in its current form applies only to networks in which there is relatively little heterogeneity

in the number of incoming and outgoing connections per neuron. Here we extend this theory to

include networks with arbitrary degree distributions. Furthermore, the theory takes into account

correlations in the in-degree and out-degree of neurons, which would arise e.g. in the case of

networks with hub-like neurons. Finally, we show that networks with broad and postively correlated

degrees can generate a large-amplitude sustained response to transient stimuli which does not occur

in more homogeneous networks.
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I. INTRODUCTION

One of the aims of neural science is to understand how the observed patterns of neuronal

activity originate from the properties of single neurons and the interactions between them.

Many experimental studies have revealed that cortical neurons tend to spike at low rates

and in a highly irregular manner [1–3], with coefficients of variation (CVs) of inter-spike-

intervals (ISIs) in the range 0.5-1 [1]. The current hypothesis to explain the emergence

of such irregularity is that, under physiological conditions, neurons receive a large number

of both excitatory and inhibitory inputs which cancel in the mean, in such a way that the

membrane voltage resembles a random walk between the resting and the threshold potentials.

Although the number of total inputs received can be large, the spiking process, that results

from the voltage crossing the threshold potential, becomes highly irregular [4]. Such a

balanced state has been successfully reproduced in models of neuronal networks without the

need for fine-tuning of parameters [5, 6].

In the majority of such studies, network structure is either homogeneous (that is, every

neuron receives the same number of connections from the network) or simply random (i.e.,

connections among neurons are created independently with a fixed probability, as in the so-

called Erdös-Rényi (ER) model). However, the structure of cortical microcircuits deviates

from these scenarios, as has been directly evidenced in patch clamp experiments performed

on brain slices [7–12]. Such observations are based on different measures (such as two- and

three-neuron motifs counts, the total number of connections in small neuronal subsets and

the connection probability as a function of the number of common neighbors, among others),

and are collectively referred to as the “nonrandomness” of the cortical microcircuitry. It

remains an open question to what extent the dynamics exhibited by networks of spiking

neurons is affected by more realistic topologies.

One of the characteristic properties of homogeneous and simple random networks is that

they exhibit little structural heterogeneity: the distribution of in- and out-degrees in the net-

work is tightly peaked around the mean value. Although the degree distribution is not a local

property and is therefore very difficult to estimate in a real network without the knowledge

of the complete structure [13], many alternative −and more heterogeneous− degree distri-

butions are in principle possible in cortical circuits. Individual pyramidal neurons in cortex

exhibit distinct amounts of coupling to the overall activity in the surrounding network [14].
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This heterogeneity is, moreover, related to the likelihood of their receiving connections from

neighboring pyramidal cells: neurons with high coupling tend to receive more connections

from the local network than those with a low level of coupling. Thus, diversity in population

coupling might be a functional consequence of structural degree heterogeneity in the circuits

of cerebral cortex.

Recent work [15] has revealed that anatomical reconstructions of L4 rat barrel cortex

[16] exhibit an important heterogeneity in input connectivity. In previous work [13] we

showed that some of the nonrandom features of real cortical circuits are compatible with

networks that are defined through broad in/out-degree distributions which are also positively

correlated, although such configurations are unlikely in light of other local measures. In any

case, the analysis of the structure in small groups of excitatory neurons revealed that in- and

out-degrees are positively correlated, a feature that simple random models cannot reproduce

[13]. Therefore, it is of particular interest to study the role that broad degree distributions

and degree correlations might play in neuronal dynamics. The effect of broadening in- and

out-degree distributions in networks of spiking neurons has been studied in [17], in which

it was shown that the variability of in-degrees has an important impact on the dynamical

state of the network, including global oscillations, whereas the out-degree variance shapes

pairwise correlations in the synaptic currents. Broad excitatory distributions of in-degrees

can also break down the balanced assumption in model networks unless proper compensatory

mechanisms are introduced, such as degree correlations [15, 18], adaptation currents [15] or

tuning of the inhibitory weights through synaptic plasticity mechanisms [15].

Apart from marginal degree distributions, degree correlations might play an important

role in neuronal activity. Correlations between in-degrees and out-degrees of individual neu-

rons have been shown to substantially affect the stability of binary neural networks [19]. Al-

jadeff et al. [20] computed the eigenvalues of connectivity matrices in which the excitatory

subnetwork exhibits general degree distributions, and showed that positive in/out-degree

correlations have an important impact in the spectrum. Nykamp et al. [21] analytically

studied the role of such correlations in firing rate models and showed that a positive correla-

tion between excitatory in- and out-degrees has a similar effect to increasing the excitatory

weights in the network.

A precise, macroscopic description of networks of leaky integrate-and-fire (LIF) neurons

in the balanced state is provided by mean-field theory introduced by Amit and Brunel [22–
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24]. This theoretical framework can explain some observed features of neuronal dynamics

−such as the skewed rate distributions found in vivo [2, 3]− in model networks with purely

random connectivity [25, 26]. Schmeltzer et al. [27] used a mean-field extension to show that

assortative in-degree correlations improve the sensitivity to weak stimuli in model networks

(in network theory, the term assortativity is used to denote the property by which connected

nodes tend to have similar degrees [28]). However, a generalization of such a mean-field

formalism to networks of spiking neurons with connectivity structures defined by arbitrary

degree distributions is, to our knowledge, still lacking.

In this paper we address the problem of extending such mean-field techniques to net-

works of excitatory (E) and inhibitory (I) neurons with a highly heterogeneous structure.

In particular, we consider the case in which in- and out-degrees follow a prescribed joint

distribution, which could include correlations between individual degrees. The extended

system of self-consistent equations provides a means to compute the distribution of firing

rates in the stationary state. Our results show good agreement between theory and simula-

tions. We use the derived equations to demonstrate that a positive correlation between in-

and out-degrees can have important consequences for dynamics, mainly because it biases

the firing rate distribution in the set of available pre-synaptic neurons. This effect has been

already pointed out by Nykamp et al. [21] in the case of firing rate models.

The presence of broad E-to-E degree distributions can destabilize dynamics and destabi-

lize the stationary state, as long as inhibitory connections are created with a fixed probability.

This is due to the fact that in such networks there are neurons which receive a large amount

of excitation which is not balanced by inhibition. Heterogeneity in the total amount of ex-

citation received has been observed in the rodent cortex, where compensatory mechanisms

at the level of inhibitory synapses are able to maintain a proper balance [29]. We have mim-

icked such a compensation by allowing inhibitory connections to appear with a probability

that is modulated by the total excitatory in-degree. Under such circumstances, the network

can return to an asynchronous stationary state, very similar to those exhibited by purely

random networks. Interestingly, in networks whose degrees are, in addition, positively corre-

lated, transient external inputs can destabilize the stationary state for a period larger than

the duration of the stimulus. This finding suggests a possible role of the degree correlation

in enhancing the ability of neuronal networks to respond to transient stimulation.
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II. STANDARD MEAN-FIELD THEORY FOR SPIKING NEURONS

A. The model

We consider a network of N spiking neurons. An arbitrary neuron i in the network has

a membrane voltage Vi which evolves according to

τ
dVi(t)

dt
= f(Vi(t)) + τIi(t), (1)

where τ is a time constant and Ii(t) is the synaptic input. Every time Vi reaches a threshold

Vθ, the neuron generates an action potential and the voltage is immediately reset to Vr, where

it remains for a resting period τr. Eq. (1) describes the class of so-called integrate-and-fire

neuron models, which are distinguished by the particular form of the function f(V ). In

this manuscript we will analyze networks of leaky integrate-and-fire neurons (LIF) for which

f(V ) = −V . Nonetheless, the theoretical framework is valid for other choices of neuron

model.

The input is generated from the spikes of the pre-synaptic neurons to our neuron. We

impose that every action potential emitted by the j-th pre-synaptic neuron induces an

instantaneous jump in the voltage Vi, of magnitude Jij. This is equivalent to saying that the

instantaneous variation of Vi at time t induced by a pre-synaptic spike emitted by neuron j

at time t′ is Jij δ(t− t′ − dj), where δ denotes the Dirac delta function and dj is a synaptic

delay associated with neuron j. Thus, the external input can be expressed as

Ii(t) =

Ki∑
j=1

Jij
∑
k

δ(t− tkj − dj), (2)

where Ki is the number of incoming connections or in-degree of the neuron under study and

{t1j , t2j , . . .} are the spike times of the pre-synaptic neuron j.

We are interested in studying macroscopic properties of this system when we impose a

certain topology in the network. The first assumption to make is that individual neurons fire

as Poisson processes, so that Eq. (2) is non-deterministic and Eq. (1) becomes a stochastic

differential equation.
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B. Mean-field equations

Classical mean-field analysis provides tools for predicting some statistical properties of

the stationary state (such as the firing rates) in networks of this type when the underlying

structure is homogeneous or simply random [24–26]. The results are different depending

on the topology of the network. In a homogeneous scenario (i.e., when all the neurons are

equivalent and have the same in-degree), the stationary state is characterized by a single

stationary firing rate. In the random or Erdös-Rényi (ER) case, the variability in terms of

in-degrees translates into a variability of stationary firing rates and the stationary state is

described by a distribution of firing rates.

The necessary conditions for the analysis to be correct are:

(i) neurons fire as independent Poisson processes;

(ii) the sizes of the voltage jumps {Jij}i,j are small compared with the threshold Vθ so

that the voltage can be approximated by a continuous variable.

Condition (i) is approximately fulfilled when the synaptic input is sub-threshold (which

induces irregular spiking) and there is a small overlap in the total input received by any

pair of neurons (which ensures independence between inputs to different neurons). A small

overlap occurs when the connectivity is random and sparse, that is, when the in-degrees are

small compared with the system’s size N . Condition (ii) depends on the parameter’s choice

and can therefore be assumed in general. From now on, we suppose that conditions (i) and

(ii) are fulfilled.

Under these assumptions, the input to a given neuron can be written

τI = µ+ σξ(t), (3)

where µ and σ2 are the mean and the variance of the total input received during a time

window of length τ and ξ(t) is a Gaussian white-noise process of unit variance. The stochastic

evolution of the membrane voltage V of a single neuron can be described by means of a

Fokker-Planck equation. The steady state solution of the Fokker-Planck equation gives the

stationary probability density of the membrane potential. From this one can calculate the

stationary probability flux at threshold, which is just the firing rate of the neuron. It is a

function of the form ν = φ(µ, σ). For the case of LIF neurons, the function can be found
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analytically, and is

φ(µ, σ) =

τr + τ
√
π

Vθ−µ
σ∫

Vr−µ
σ

exp(u2) erfc(−u) du


−1

, (4)

(see ref. [24] for details).

Fully homogeneous connectivity

When the network is composed of excitatory (E) and inhibitory (I) neurons with the

same connectivity and dynamical properties and the E (I) weights are JE (−JI), all the

neurons are statistically equivalent and their firing rate in the stationary state ν is the

same. Specifically, the input current to a neuron i can be written

τIi = µ+ σξi(t), (5)

and so the mean and variance are identical for all neurons, while the fluctuations are inde-

pendent. By same connectivity properties we mean that all the neurons receive the same

number KE of E connections and the same number KI of I connections but the precise

realization of this connectivity is totally random and therefore uncorrelated from neuron to

neuron; this is what leads to the temporal fluctuations being independent. If each neuron

also receives external inputs from an independent set of Kext neurons, through synaptic

weights Jext, which fire at a constant rate νext, the quantities µ and σ2 depend on ν through

µ = [(KEJE −KIJI) ν +KextJextνext] τ

σ2 = [(KEJ
2
E +KIJ

2
I ) ν +KextJ

2
extνext] τ,

(6)

so (4) and (6) define a self-consistent equation for the stationary firing rate ν.

Erdös-Rényi (ER) connectivity

When connections are generated independently with a fixed probability p (simple ran-

dom scenario), neurons are heterogeneous in terms of their in-degrees, and this induces a

heterogeneity in the stationary firing rates. In this case, the input to a neuron i can be

written
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τIi = µi + σξi(t), (7)

where µi (which varies from neuron to neuron) takes the form

µi = µ̄+ ∆ ·Wi, Wi ∼ N(0, 1). (8)

Wi captures both the variability coming from the differences in in-degrees and the variability

due to the fact that pre-synaptic neurons fire at different rates. In the limit of a large

network, both levels of variability can be put together under this common continuous random

variable Wi (see [25, 26] for details).

Briefly, and for identical E and I populations, µ̄ and σ are given by Eq. (6) once the

degrees KE, KI have been replaced by their network averages, 〈K〉E = pNE, 〈K〉I = pNI ,

and ν has been replaced by the average firing rate in the network, ν̄:

µ̄ = [(JE〈K〉E − JI〈K〉I) ν̄ + JextKextνext] τ

σ2 = [(J2
E〈K〉E + J2

I 〈K〉I) ν̄ + J2
extKextνext] τ,

(9)

whereas

∆2 =
[
(1− p)(J2

E〈K〉E + J2
I 〈K〉I) ν̄2 + (J2

E〈K〉E + J2
I 〈K〉I) s2

]
τ 2, (10)

where s2 is the variance of the firing rate distribution in the network.

Therefore, the stationary firing rates depend on ν̄, s2 and are parametrized by a standard

Gaussian variable W through ν(W, ν̄, s2) = φ (µ(W, ν̄, s2), σ(ν̄)). The mean and variance of

the firing rate distribution are found self-consistently through the following integrals

ν̄ =
∞∫
−∞

ν(w, ν̄, s2)f(w) dw

s2 =
∞∫
−∞

ν(w, ν̄, s2)2f(w) dw − ν̄2
(11)

where f is the probability density function of a standard Gaussian random variable. Eq.

(11) constitutes a system of self-consistent equations for ν̄ and s2. If, in addition, E and I

neurons are different in terms of other properties, the equations are analogous but depend

on the mean and variances of E and I firing rate distributions. In this case the system to be

solved has four unknowns and four equations.

In any case, once the corresponding means and variances of the firing rate distribution

are calculated, one can reconstruct the entire firing rate distribution p(ν). This is done by
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passing the input distribution through the steady-state nonlinearity. Formally, one can write

p(ν) =

∫ ∞
−∞

δ
(
ν − ν(w, ν̄, s2)

)
f(w) dw, (12)

where δ(x) is the Dirac-delta function (notice that here we are making some abuse of nota-

tion: ν is a number and ν() denotes the rate function given by ν(w, ν̄, s2) = φ (µ(w, ν̄, s2), σ(ν̄))).

By denoting g(w) := ν(w, ν̄, s2), defining the variable z = g(w) and integrating with respect

to z, Eq. (12) can be written

p(ν) =
f(g−1(ν))

g′(g−1(ν))
. (13)

This formula assumes that the steady-state fI curve φ = φ (µ(w, ν̄, s2), σ(ν̄)) is invertible

with respect to w.

III. MEAN-FIELD DESCRIPTION OF NETWORKS WITH ARBITRARY DE-

GREE DISTRIBUTION

The aim now is to extend the formalism sketched in the previous section to more general

classes of networks. We focus here on networks whose connectivity (at least within the EE

subnetwork) is generated to preserve a given in/out-degree distribution, as in the Degree

model described in [13]. The distributions used will be broader than those provided by ER

networks, that is, we consider distributions for which the mean degree 〈K〉 is large when N is

large but whose standard deviation-to-mean ratio ∆K
〈K〉 stays constant and it is not necessarily

small. We also introduce correlations between individual in- and out-degrees and show how

these correlations shape the distribution of firing rates in the stationary state. All the results

apply also to the previously studied ER cases.

A. Networks with arbitrary and independent in- and out-degree distributions

We start by considering the case of networks with arbitrary degree distribution, assuming

that the out-degrees are independent of in-degrees. To make the presentation clearer, we

assume first that the network is composed of neurons of a single type with homogeneous

synaptic weights J .

Let us consider a single neuron. Its firing rate in the stationary state is ν = φ(µ, σ),

where φ is defined by Eq. (4) and µ, σ are the mean and the standard deviation of the total
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input received by the neuron within a time window of length τ . We start by computing µ

and σ2.

Let us suppose that our neuron receives inputs from K pre-synaptic neurons. Since the

pre-synaptic neurons fire as Poisson processes, if we knew their rates, ν1, · · · , νK , these

quantities would be

µ = τJ
K∑
i=1

νi

σ2 = τJ2
K∑
i=1

νi.

(14)

As different neurons have different degrees, we expect to have a distribution of firing rates

in the stationary state in the entire network. Therefore, the term S :=
K∑
i=1

νi varies across

neurons due to differences in their connectivity. If the neuron under study is randomly

chosen, S will be a random variable that is defined as a sum of independent variables that

come from a common firing rate distribution. If K is large enough, the Central Limit

Theorem ensures that S will approximately follow a Gaussian distribution with mean Kν̄

and variance Ks2, where ν̄ and s2 are the mean and variance of the stationary firing rate

distribution:

µ = τJS

σ2 = τJ2S

S = Kν̄ +
√
Ks2W, W ∼ N(0, 1).

(15)

Recall that one of our assumptions is that the network is sparse, meaning that K � N . But

we also suppose that the degrees are large quantities when N is large. In this case, we can

approximate σ by its leading term
√
τJ2Kν̄.

Regarding now K as a variable which varies from neuron to neuron, we can express µ

and σ as a function of the quenched randomness given by the pair (K,W ) as

µ(K,W ) = τJS(K,W )

σ2(K) = τJ2Kν̄

S(K,W ) = Kν̄ +
√
Ks2W,

(16)

and the stationary firing rate of a neuron with K = k,W = w given the statistics ν̄ and s2

of the firing rate distribution is

ν(k, w, ν̄, s2) = φ(µ(k, w), σ(k)). (17)
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In the large N limit we can treat the degrees as continuous random variables. In this case,

as in (11), the system of equations can be closed through the definition of ν̄ and s2:

ν̄ =

∞∫
0

∞∫
−∞

ν(k, w, ν̄, s2)fK(k)fW (w) dw dk

s2 =

∞∫
0

∞∫
−∞

ν(k, w, ν̄, s2)2fK(k)fW (w) dw dk − ν̄2,

(18)

where fK and fW are the probability density functions of the K and W variables. Since W

is a standard Gaussian, fW (w) = 1√
2π
e−

w2

2 . Notice that the integration limit of the variable

K is set to (0,∞) even though the degree is always bounded by N − 1; we assume that

the support of fK is contained in [0, N − 1]. To find the distribution of firing rates in this

system, we (numerically) solve Eq. (18) for the unknowns (ν̄, s2). The stationary firing rate

of a neuron with K = k and W = w is then just obtained by evaluating Eqs. (16), (17). In

order to reconstruct the full firing rate distribution we can formally write

p(ν) =

∫ ∞
0

∫ ∞
−∞

δ
(
ν − ν(k, w, ν̄, s2)

)
fK(k)fW (w) dw dk. (19)

This integral can be further simplified by integrating over the Gaussian variability as in Eq.

(12). The resulting formula still requires integration over the in-degree variability.

This formulation can be easily extended to the case of a network composed of E and I

neurons where the connectivity rules are different depending on the neuronal type and there

is an external source of inputs. Imagine that the external inputs come from a population of

neurons which fire as Poisson processes at constant rate νext, in such a way that each neuron

receives information from a fixed number Kext of these external sources, which are totally

uncorrelated. We assume that all the E (I) weights are the same and they take the value JE

(−JI). If Kαβ is the random variable which gives the number of inputs from population β

to a neuron within population α, expression (16) reads

µα(KαE, KαI ,WαE,WαI) = [JE SE(KαE,WαE)− JI SI(KαI ,WαI) + Jext Kext νext] τ

σ2
α(KαE, KαI) = [J2

EKαE ν̄E + J2
I KαI ν̄I + J2

ext Kext νext] τ

Sβ(K,W ) = Kν̄β +
√
Ks2

βW,

(20)

where µα and σ2
α denote the µ and σ2 variables associated with population α ∈ {E, I}, and

ν̄β and s2
β refer to the mean and variance of the distribution of stationary firing rates within

population β.
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Expressions (20) specify the magnitude of µα and σ2
α as a function of the random variables

KαE, KαI , WαE, WαI . KαE and KαI represent the heterogeneity in terms of in-degrees,

whereas WαE and WαI are normally distributed and reflect the variability in the firing

rates of the input neurons. In general situations KαE, KαI , WαE, WαI will be pairwise

independent, except, maybe, for the two “structural” variables KαE, KαI , which could be

correlated depending on the connectivity imposed (as, for example, in a network where E

and I degrees compensate each other to achieve balance). The expressions for µα and σ2
α also

depend on the mean and variance of the distributions of stationary firing rates in the E and

I populations. Therefore, the firing rate of a neuron is a function of KαE, KαI , WαE, WαI ,

ν̄E, s2
E, ν̄I , s

2
I and can be recovered when the mean and standard deviation of the firing rate

distributions are known. These quantities can be computed by solving the corresponding

extended version of Eq. (18).

Comparison with Erdös-Rényi network

In an Erdös-Rényi network, connections are made with a fixed probability p, leading to a

Binomial distribution of degrees with mean 〈K〉α = pNα and variance ∆K2
α = (1− p)〈K〉α

for α ∈ {E, I}. In this case, Eq. (20) can be written

µ =
[
JEKE ν̄ + JE

√
KEs2WE − JIKI ν̄ − JI

√
KIs2WI + Jext Kext νext

]
τ

σ2 = [(J2
EKE + J2

IKI)ν̄ + J2
ext Kext νext] τ.

(21)

As long as Kα � 1 the degree distribution will be well approximated by a Gaussian dis-

tribution with the same mean and variance and its standard deviation-to-mean ratio will

be

∆Kα
〈K〉α =

√
1−p
〈K〉α ≈ 0. (22)

This makes it reasonable to approximate, in the terms of order
√
Kα that appear in the

expressions for µ and σ, Kα by its average 〈K〉α. This yelds

µ =
[
JEKE ν̄ + JE

√
〈K〉Es2WE − JIKI ν̄ − JI

√
〈K〉Is2WI + Jext Kext νext

]
τ

σ2 = [(J2
E〈K〉E + J2

I 〈K〉I)ν̄ + J2
ext Kext νext] τ.

(23)

Under this approximation, σ can be regarded as a network constant and the expected value

of µ is given simply by Eq. (9). Also, given that both the degrees Kα and the W s are

independent Gaussian random variables, the quenched variability in the mean input µ across
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the network can be expressed by a single Gaussian random variable with combined variance

Var(µ) =
[
J2
E(1− p)〈K〉E ν̄2 + J2

E〈K〉Es2 + J2
I (1− p)〈K〉I ν̄2 + J2

I 〈K〉Is2
]
τ 2, (24)

which is identical to ∆2 given by Eq. (10). Thus, we recover the formulation for the Erdös-

Rényi case defined by Eqs. (8), (9), (10).

B. Networks with correlated in- and out-degrees

In the previous section we have pointed out the dependency of the firing rate of a given

neuron on its “characteristic” variables KαE, KαI , WαE, WαI . The result is general for

any connectivity structure in which typical degrees are large but small compared with the

system’s size N . Now we want to introduce the effect of having a non-zero correlation

between individual in- and out-degrees.

To simplify the arguments, let us consider again the case of a single neuronal popula-

tion. The variable K is the in-degree of the neuron under study, whereas W represents the

variability in the sum of the firing rates of its pre-synaptic neurons. The theory presented

here supposes that this sum originates from taking many independent realizations of the

distribution of firing rates in the network. Since the number of elements that contribute to

the sum is large, it is sufficient to know what the mean and variance of this distribution are.

There does not seem to be a role for the out-degree in this formulation.

However, the distribution of firing rates within the set of pre-synaptic neurons to a given

neuron can deviate from the distribution of firing rates in the network if in- and out-degrees

are correlated, as we will explain now. Let us consider the process of taking one neuron

at random and then picking one of its in-neighbors at random. Now we focus on the out-

degree of the last neuron. This out-degree, as a random variable, does not follow the same

distribution as the out-degrees in the network. For example, the network could potentially

have many neurons with zero out-degree, but pre-synaptic neurons have out-degree of at least

1. Therefore, the distribution of out-degrees of the in-neighbors of a given neuron is biased.

Now we consider the same random process but we look at in-degrees. The result is clear: if

in/out-degrees are independent, the distribution will match the in-degree distribution in the

network. On the contrary, if there is a correlation between degrees, the previous bias will be

inherited by the in-degree distribution. Hence, the pre-synaptic neurons to a given neuron
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have in-degrees which follow a distribution that does not necessarily match the network

distribution. Since the firing rate of a neuron is a function of its in-degree, this translates

into a bias in terms of the firing rates of the pre-synaptic neighbors.

This bias can be analytically determined. Treating the degrees as discrete variables, the

probability that the firing rate of a pre-synaptic neuron j to neuron i lies within the range

(ν, ν + δ) once we know the in-degree of i is

P
(
νj ∈ (ν, ν + δ) |K in

i = x, j → i
)

=
∑
x′

P
(
νj ∈ (ν, ν + δ) |K in

j = x′
) 〈Kout

j |K in
j = x′〉

〈K〉
P
(
K in
j = x′

) (25)

(see the Appendix for details). This result indicates that the distribution of firing rates

among the pre-synaptic neurons of a given neuron does not necessarily follow the distribution

of firing rates in the network. The bias is due to the fact that the expectation of the out-

degree of a neuron conditioned on its in-degree is not necessarily equal to the expected

out-degree. The ratio between this conditional expectation and the expectation itself is

what alters the distribution of firing rates. Of course, when the degrees are independent

this ratio is 1 and we recover the distribution of firing rates in the network. Notice, also,

that the biased distribution is independent of the in-degree of the post-synaptic neuron, K in
i ,

which means that the distribution of firing rates within the pre-synaptic neighbors of a given

neuron is a network property (rather than a property associated with each post-synaptic

neuron).

As a consequence, the sum of the rates of the pre-synaptic neurons to a given neuron

(the variable S defined in (15)) is, in fact, a sum over the biased distribution of firing rates.

We denote this new distribution with a star (*), so that ν̄∗ and s∗ refer to the mean and the

standard deviation of the biased version of the firing rate distribution.

The mean-field equations are the same as before with the difference that we have to

replace ν̄ and s2 by ν̄∗ and (s∗)2 in the definition of µ and σ2 (Eq. (16)). Analogously, in

Eq. (20) ν̄α and s2
α are replaced by ν̄∗α and (s∗α)2, respectively. To self-consistently close the

equations, we take into account the definition of the biased rate moments:

ν̄∗ =

∞∫
0

∞∫
−∞

ν(k, w, ν̄∗, (s∗)2)f ∗K(k)fW (w) dw dk

(s∗)2 =

∞∫
0

∞∫
−∞

ν(k, w, ν̄∗, (s∗)2)2f ∗K(k)fW (w) dw dk − (ν̄∗)2,

(26)
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where f ∗K is the probability density function of the biased in-degree:

f ∗K(k) =
〈Kout |K in = k〉

〈K〉
fK(k). (27)

Interpreting the degrees as continuous variables, the conditional expectation is computed as

〈Kout |K in = x〉 =

∞∫
0

y fout|in(y |x) dy =
1

fK(x)

∞∫
0

y fin,out(x, y) dy, (28)

where fout|in is the probability density of the out-degree conditioned to the in-degree and

fin,out is the probability density of the joint degree distribution. Analogous equations for the

moments of the rate distributions can be obtained in the two-population scenario described

by (20).

In all cases, the full firing rate distribution can be expressed with an integral of the form

of Eq. (19). An alternative method for solving for the firing rate distribution is the following.

n pairs of random variables (k, w) are generated from the distributions fK(k) and fW (w).

For each pair the steady-state firing rate is just ν = φ(µ(k, w), σ(k)). For large enough n,

the histogram of firing rates generated in this way will be a good aproximation to the true

distribution given by Eq. (19) or an analogous integral formulation. This is the method we

use to generate the theoretical curves in Figs. 2 and 4.

We provide some examples in the next section.

C. Examples

E/I network with ER connectivity for E→I, I→E and I→I connections and arbitrary degree

distribution within the EE subnetwork

We first analyze the case of a network composed of excitatory (E) and inhibitory (I)

neurons where connections from/to I neurons are generated independently with probability

p (i.e., they have ER-like structure). The connectivity within the EE subnetwork, on the

contrary, is created according to a joint in/out-degree distribution with correlation ρ. We

assume that the number of external inputs that each neuron receives, Kext, is constant across

the entire population.

We denote by 〈K〉αβ and ∆Kαβ the mean and the standard deviation of the in-degree of a

neuron in population α from population β. Since the ER in-degrees have a mean much larger
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than its standard deviation, the contributions of ∆Kαβ in expressions of the type
√
Kαβ in

Eq. (20) can be neglected for (α, β) ∈ {(E, I), (I, E), (I, I)} (and thus
√
Kαβ ≈

√
〈K〉αβ

in these cases). On the other hand, and representing again the degrees by continuous

variables, the remaining random variables KαI , WαE and WαI of Eq. (20) are independent

and follow approximately Normal distributions, so they can be grouped together under a

single Gaussian random variable Wα (this holds from the fact that the ER degrees follow

Binomial distributions, which can be approximated by Gaussians in the large N limit). In

the I population, the KIE variable is also independent of the others and Gaussian, so it can

be grouped with the other three variables through a new Gaussian variable WI .

This finally implies that the firing rates of neurons in the E population are parametrized

by two quenched random variables (the excitatory in-degree KEE and WE ∼ N(0, 1)) and

the firing rates in the I population, by a single variable (WI ∼ N(0, 1)) which includes all

the contributions coming from the degree and the rate heterogeneity.

We thus obtain

νE(KEE,WE, ν̄
∗
E, (s

∗
E)2, ν̄I , s

2
I) = φ (µE(KEE,WE), σE(KEE))

νI(WI , ν̄E, s
2
E, ν̄I , s

2
I) = φ (µI(WI), σI) ,

µE(KEE,WE) = τ (JEKEE ν̄
∗
E − JI〈K〉EI ν̄I + JextKext νext) + ∆E(KEE)WE

σ2
E(KEE) = τ (J2

EKEE ν̄
∗
E + J2

I 〈K〉EI ν̄I + J2
extKext νext)

∆2
E(KEE) = τ 2 (J2

EKEE(s∗E)2 + J2
I (∆KEI)

2 ν̄2
I + J2

I 〈K〉EI s2
I) ,

µI(WI) = τ(JE〈K〉IE ν̄E − JI〈K〉II ν̄I + JextKext νext) + ∆IWI

σ2
I = τ (J2

E〈K〉IE ν̄E + J2
I 〈K〉II ν̄I + J2

extKext νext)

∆2
I = τ 2 (J2

E(∆KIE)2 ν̄2
E + J2

E〈K〉IE s2
E + J2

I (∆KII)
2 ν̄2

I + J2
I 〈K〉II s2

I) ,

(29)

where WE,WI ∼ N(0, 1).

Now the unknowns are ν̄E, s
2
E, ν̄

∗
E, (s

∗
E)2, ν̄I , s

2
I . The equations that close the system are
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their definitions:

ν̄E =

∞∫
0

∞∫
−∞

νE
(
k, w, ν̄∗E, (s

∗
E)2, ν̄I , s

2
I

)
fK(k)fW (w) dw dk

s2
E =

∞∫
0

∞∫
−∞

νE
(
k, w, ν̄∗E, (s

∗
E)2, ν̄I , s

2
I

)2
fK(k)fW (w) dw dk − ν̄2

E

ν̄∗E =

∞∫
0

∞∫
−∞

νE
(
k, w, ν̄∗E, (s

∗
E)2, ν̄I , s

2
I

)
f ∗K(k)fW (w) dw dk

(s∗E)2 =

∞∫
0

∞∫
−∞

νE
(
z, w, ν̄∗E, (s

∗
E)2, ν̄I , s

2
I

)2
f ∗K(k)fW (w) dw dk − (ν̄∗E)2

ν̄I =

∞∫
−∞

νI
(
w, ν̄E, s

2
E, ν̄I , s

2
I

)
fW (w) dw

s2
I =

∞∫
−∞

νI
(
w, ν̄E, s

2
E, ν̄I , s

2
I

)2
fW (w) dw − ν̄2

I ,

(30)

where fW , fK and f ∗K are the probability densities of a standard Gaussian random variable

(fW ), of the excitatory in-degree of E neurons (fK) and of the excitatory in-degree of E

neurons which are pre-synaptic to a given E neuron (f ∗K). The last density depends on the

joint in/out-degree distribution within the EE subnetwork fin,out through

f ∗K(k) =
1

〈K〉EE

∞∫
0

y fin,out(k, y) dy (31)

(this is just the result of putting together Eqs. (27) and (28)).

E/I network with an arbitrary degree distribution within the EE subnetwork and selective inhi-

bition

In the preceding example, degrees within the EE subnetwork followed an arbitrary dis-

tribution, whereas the remaining connectivity was purely random (in the ER sense). But

networks in which the EE in-degree distribution is much broader than in ER counterparts

can present a clear unbalance in the inputs that E neurons receive [15, 18]. This feature is

thought to be unrealistic because in physiological situations excitation and inhibition tend

to cancel each other in the mean, leading to what has been called a balanced state [29–31].
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The structure of connections involving inhibitory neurons has been less studied than that

of excitatory-to-excitatory synapses. In very general terms, and despite a wide variety of

interneuron types, inhibitory connectivity in the mammalian cortex appears to be denser,

less specific and more homogeneous than connectivity between pyramidal neurons [32–34].

This makes ER models a reasonable preliminary framework to represent connections from/to

inhibitory neurons. On the other hand, experiments on cortical slices have shown that the

magnitude of the inhibitory component of the input adapts to that of the excitatory com-

ponent through plasticity mechanisms that modulate the strength of inhibitory connections

[29]. Such adaptations could be responsible for maintaining a proper balance between exci-

tation and inhibition at the single cell level [15].

We consider here a situation in which the connectivity within the II subnetwork and

from the E to the I population is of ER type but where the connections from I to E appear

independently with a probability that depends (linearly) on the excitatory in-degree of the

post-synaptic neuron, so as to compensate for the excess of excitation that some E neurons

might receive. In this case, the inhibitory in-degree of an E neuron with excitatory in-degree

KEE follows, as before, a Binomial distribution whose parameters depend on KEE. This

means that the same approximations that we made in the previous section are still valid now.

The only new ingredient is the fact that 〈K〉EI and ∆KEI are not constant but functions of

KEE:

〈K〉EI(KEE) = p(KEE)NI

(∆KEI)
2(KEE) = p(KEE)(1− p(KEE))NI

p(k) = ak + b.

(32)

D. Comparison between mean-field theory and computer simulations

We next compare the theory developed in the previous sections with computer simulations

of networks of LIF neurons. We have chosen for illustration networks in which the EE

degrees follow (integer versions of) Gaussian and Gamma distributions. We explore first the

case of distributions with small variance and we move, afterwards, to networks with highly

heterogeneous degree distributions.
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FIG. 1. In/out-degree distributions within the excitatory subnetwork. A Networks whose degrees

follow Normal(µ, σ) degree distributions with µ = 250, σ = 40 and correlation coefficient ρ = −0.8

(left), ρ = 0 (middle) and ρ = 0.8 (right). B Networks with Gamma(κ, θ) degree distributions,

κ = 0.8, θ = 312.5 and correlation coefficient ρ = 0 (left) and ρ = 0.8 (right). In all the cases

NE = 5000.

Degree distributions with a low level of heterogeneity

We include in this category networks in which the degrees of the EE subnetwork follow

distributions whose variance is close to the variance in ER networks of the same density.

Since these networks have a low level of degree heterogeneity within the excitatory popu-

lation, inhibition has been set to be completely homogeneous: connections from and to I

neurons are created with a fixed probability p that is the same for the entire population.

We asked ourselves what the effect would be of varying the correlation between EE degrees

and if the mean-field extension described earlier would be able to capture it. We started

by imposing degrees in the EE subnetwork which are integer versions of Bivariate Normal

distributions, keeping a relatively small marginal variance. Figure 2 shows three examples
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FIG. 2. Dynamics of networks which only differ in the correlation coefficient ρ between in- and

out-degrees within the EE subnetwork. In all the cases, the EE degree distribution is Normal(µ, σ)

with µ = 250 and σ = 40, as in Fig. 1A. All the other connections are created independently with

probability p = 0.05. A Raster plots and population firing rates of inhibitory (red) and excitatory

(green) neurons when ρ = −0.8. B Firing rate distribution in the stationary state for I (red) and

E (green) neurons, from simulations (continuous histogram) and from the analytical formula (grey

dots) when ρ = −0.8. C Same as A for ρ = 0. D Same as B for ρ = 0. E Same as A for ρ = 0.8.

F Same as B for ρ = 0.8. Vertical lines indicate empirical and analytical averages. In all the cases

NE = 5000, NI = 1250, τ = 20 ms, Vr = 10 mV, Vθ = 20 mV, τr = 2 ms, JE = 0.11 mV, JI = gJE ,

g = 8, Kext = 1000, νext = 8.1 Hz, Jext = 0.14 mV, dj = 1.5 ms for all j.

of networks that only differ in the correlation coefficient ρ between in- and out- excitatory

degrees in the EE subnetwork (see Fig. 1A). The results indicate that the theory agrees well

with simulations and is able to explain the modulation of the firing rate distribution as the

parameter ρ is varied.
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FIG. 3. Distribution of I→E connection probabilities as a function of parameter α (see Eq. (33))

when the degree distribution within the EE subnetwork is highly heterogeneous (Gamma(κ, θ) with

κ = 0.8, θ = 312.5 and NE = 5000, as in Fig. 1B).

Highly heterogeneous degree distributions

So far, we have shown that the presented theory gives an accurate prediction of the

distribution of firing rates when the structure within the EE subnetwork is moderately

heterogeneous. We next studied if the same equations can explain the behavior of the system

when the structure is perturbed even more. We consider extreme cases of heterogeneous

networks by using EE degrees which follow (integer versions of) Gamma(κ, θ) distributions

with correlation coefficient ρ. Figure 1B shows two example EE degree distributions of this

type. As noted before, in these cases we need to introduce a compensatory mechanism

to keep a balance between excitatory and inhibitory inputs. We do so by creating I→E

connections with a probability that depends on the excitatory in-degree KEE:

pEI(KEE) = p+ JE
αJINI

(KEE − 〈KEE〉), (33)

where p is the probability with which E→I and I→I connections are defined and α is a

parameter which modifies the width of the distribution of I→E connection probabilities as

shown in Figure 3.

Again, the theory predicts the observed firing rate distribution with good accuracy. In

the examples of Fig. 4 (whose structures correspond to those in Fig. 1B), the variation of

the correlation coefficient ρ from 0 to 0.8 has a dramatic effect on the firing rates in the

network, especially in the E population (Fig. 4B,D). Notice that the two networks of this

21

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted February 6, 2019. ; https://doi.org/10.1101/542456doi: bioRxiv preprint 

https://doi.org/10.1101/542456
http://creativecommons.org/licenses/by-nc-nd/4.0/


FIG. 4. Dynamics of networks which only differ in the correlation coefficient ρ between in- and

out-degrees within the EE subnetwork. In all the cases, the EE degree distribution is Gamma(κ, θ)

with κ = 0.8 and θ = 312.5, as in Fig. 1B. A Raster plots and population firing rates of inhibitory

(red) and excitatory (green) neurons when ρ = 0. B Firing rate distribution in the stationary

state for I (red) and E (green) neurons, from simulations (continuous histogram) and from the

analytical formula (grey dots) when ρ = 0. C Same as A for ρ = 0.8. D Same as B for ρ = 0.8.

Vertical lines indicate empirical and analytical averages. In all the cases NE = 5000, NI = 1250,

p = 0.05, τ = 20 ms, Vr = 10 mV, Vθ = 20 mV, τr = 2 ms, JE = 0.11 mV, JI = gJE , g = 8, α = 1,

Kext = 1000, νext = 8.1 Hz, Jext = 0.14 mV, dj = 1.5 ms for all j.

example only differ in ρ; their marginal degree distributions are statistically identical. This

shows the importance that the degree correlation has on dynamics. The presence of neurons

which at the same time receive many inputs from the network and have an influence on

many other neurons largely influences the dynamical properties of the network as a whole.

Moreover, this effect of ρ is almost perfectly captured by the introduction of the moments

of the biased rate distribution, ν̄∗E, (s∗E)2, in the analytical formalism.
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IV. A POSSIBLE FUNCTIONAL ROLE OF DEGREE CORRELATIONS

In the previous sections we studied the role of ρ in shaping the repertoire of firing rates in

a stationary, asynchronous state. We next asked if the presence of “in/out-hubs” in networks

with positive ρ and large degree heterogeneity could modify the response to transient stimuli

compared with networks with independent in- and out-degrees.

To do so, we applied transient pulses of stimulation to a fraction fext of excitatory neurons,

chosen at random. The modified version of the voltage dynamics for a stimulated neuron i

is, for t within the stimulation period,

τ
dVi(t)

dt
= −Vi(t) + τIi(t) + µext, (34)

where Ii(t) takes into account all the inputs coming from other neurons (including the

external ones) and µext is the magnitude of the transient stimulation.

When the fraction of stimulated neurons is small, there is no response apart from a tiny

increase in population rates while the stimulus is applied, independently of the network’s

topology. This behavior persists regardless of fext as long as the EE degrees are not cor-

related. However, for large enough positive values of ρ, the response changes dramatically.

In this case there is a critical fraction of stimulated neurons above which the network tran-

siently enters in a qualitatively distinct dynamical regime, characterized by bursting and

synchronous activity. Such a “responsive” state lasts even after the stimulus has been re-

moved, although the network eventually relaxes back to its original asynchronous state, as

shown in Fig. 5.

The region of burst-like responses occurs in the asynchronous regime of the network

activity, but near to an instability to spontaneous population bursting. This is shown in the

phase diagram, Fig. 6, in which we varied the correlation between in- and out-degrees in the

EE subnetwork (ρ) and the factor α, which controls the width of the distribution of I→E

connection probabilities, see Fig. 3. Bursting occurs spontaneously in the blue region of Fig.

6. Near this boundary, but in the asynchronous regime, bursting can be induced by transient

stimuli (see, for example, the configuration indicated by the green star, corresponding to

the network of Fig. 5B). This occurs mainly for large values of ρ, which again suggests that

positive degree correlations facilitate the responsiveness of the network to transient stimuli,

and seems to be a prerequisite for these networks to detect transient external signals.
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FIG. 5. Response to transient stimulation of two different kinds of topologies for the EE subnet-

work: broad Gamma distribution without correlation (left), and broad Gamma distribution with

positive correlation (right). A Raster plots and population firing rates for a stimulation of mag-

nitude µext = 5 mV applied to a fraction of fext = 0.2 E neurons during text = 100 ms (shaded

region). B Total duration of the network’s response (average ± standard deviation) as a function

of fext for µext = 5 mV and text = 100 ms. The mean and the standard deviation for each fext have

been computed over 20 simulations in which the stimulated neurons are the same. The remaining

parameters are the same as in Fig. 4.

Transient bursts, however, are not found in networks with a low level of degree hetero-

geneity. For example, networks with Normal degree distributions and degree variance as in

Fig. 1A do not exhibit this behavior, as shown in Fig. 7.

Therefore, the degree-correlation ρ is important in defining how external inputs are prop-

agated through the network. The presence of a significant number of in/out-hubs likely

enhances the transmission of information because such nodes act as “organizing centers”:

they receive information from a large fraction of the network and, simultaneously, transmit
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FIG. 6. Ability of the network to exhibit bursting activity when the EE subnetwork has a broad

Gamma degree distribution as a function of the correlation coefficient between EE degrees (ρ) and

the narrowness of the I→E connection probability distribution (α). The blue region corresponds to

configurations which exhibit spontaneous population bursts in the absence of transient stimulation.

The other configurations are not able to exhibit these bursts unless they receive a transient stimulus.

In these cases, the relative duration of the bursts once the stimulus has been removed is shown in a

gray color scale. Red and green stars indicate the configurations corresponding to the networks of

Figure 5A and B, respectively. Each square corresponds to an average of 10 independent simulations

on the same network realization. The criterion to consider a configuration in the ”population

bursts” group is that the average relative duration of the spontaneous bursts be larger than 0.15.

The magnitude of the transient stimulus was µext = 5 mV and it was given to a fraction fext = 0.3

of E neurons during text = 100 ms. The remaining parameters are the same as in Figs. 4 and 5.

it to a large number of other units.
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FIG. 7. Response to transient stimulation of two different kinds of topologies for the EE sub-

network: narrow Normal distribution without correlation (left), and narrow Normal distribution

with positive correlation (right). A Raster plots and population firing rates for a stimulation of

magnitude µext = 5 mV applied to a fraction of fext = 0.2 E neurons during text = 100 ms (shaded

region). B Total duration of the network’s response (average ± standard deviation) as a function

of fext for µext = 5 mV and text = 100 ms. The mean and the standard deviation for each fext have

been computed over 20 simulations in which the stimulated neurons are the same. The remaining

parameters are the same as in Fig. 4.

V. DISCUSSION

In this paper we have extended a well-known mean-field formalism [24] to a more general

family of possible connectivities. The theory presented here does not exclude the common

topologies, but can be applied to any network whose structure is determined solely by

its degree distribution. Therefore, homogeneous and purely random (ER) models are still

included in the formalism. It is important to bear in mind, however, that the theory does

not apply to networks whose structure is determined by other principles: despite the fact

that any network family has a characteristic degree distribution, this does not necessarily
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imply that the distribution per se defines its structure.

Briefly, neurons in heterogeneous networks can be parametrized by a (random) variable

which defines their “rate identity” in the network. The rate of every neuron is then a function

of this variable, which captures the neuron-to-neuron differences in terms of both the number

of inputs received and the rates of the input units. In classical ER models, such a variable

is a scalar and can be assumed to be normally distributed (because the in-degrees follow

approximately Gaussian distributions). The new ingredient when dealing with a network

whose in-degrees follow an arbitrary distribution is that the above mentioned neuron-to-

neuron variability is no longer captured by a scalar but by a two-component vector. This

is so because the two contributions to the neuronal variability −differences in in-degree and

differences in the firing rates of input neurons− can no longer be grouped into a single

variable. Furthermore, when in-degrees and out-degrees are correlated, the set of all pre-

synaptic inputs to a neuron represent a biased firing rate distribution compared to the full,

network-wide distribution. The reason is simply that a neuron is more likely to receive

an input from another neuron with high out-degree. When degree-correlations are present,

this bias is carried over to the in-degree, and hence to the firing rate. The effect of such

a rate bias can be analytically computed and introduced in the mean-field equations. The

final mean-field formulation takes into account not only the moments of the firing rate

distribution but also those of the biased rate. The macroscopic unknowns of the system are,

then, the mean and variance of the rate distribution and also the moments of the biased

rate distribution, and the equations can be self-consistently closed by using the definitions

of these four quantities.

There is experimental evidence that firing rates in vivo follow skewed, log-normal distri-

butions [2, 3]. This has been proposed to be the result of a Normal distribution of inputs

(which occurs, for example, when in-degrees follow approximately Normal distributions)

plus a non-linearity of the input-rate function [26]. However, recent studies suggest that

the in-degrees of different neurons could be more heterogeneous than previously expected

[14, 15]. The mean-field extension presented here can help to quantitatively explore the

relationship between the degree heterogeneity and the resulting distribution of firing rates.

It could even be used to address the inverse problem, that is, deriving properties of the

underlying topology given some (experimentally observed) constraints in the repertoire of

firing rates.

27

.CC-BY-NC-ND 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted February 6, 2019. ; https://doi.org/10.1101/542456doi: bioRxiv preprint 

https://doi.org/10.1101/542456
http://creativecommons.org/licenses/by-nc-nd/4.0/


The role of the above-mentioned biased firing rate goes beyond its technical use in the

described formalism. Our observations show that, in fact, the relevant parameter when

studying the behavior of the system is precisely this biased distribution. What neurons

really “perceive” is the firing rates in their set of neighbors, not in the entire network. A

network might contain a large fraction of very active neurons which nevertheless do not

project to any others. In terms of function, such neurons presumably do not play any role

because they have no influence. Thus, the firing rate distribution restricted to the set of

possible pre-synaptic neurons is a much more relevant dynamical magnitude. This suggests

that determining the firing rate distribution in real networks may be not very informative

unless it is accompanied by a thorough study of connectivity.

Finally, we explored the role of the degree-correlation ρ in shaping the spontaneous ac-

tivity. In E-I networks with positive correlations in the recurrent excitatory degrees alone,

and with ER connectivity in the remaining connections, the spontaneous activity is highly

skewed and unrealistic: many neurons are silent and some fire at exceedingly high rates. In

order to offset this skewness, we make the inhibitory-to-excitatory connection probability

proportional to the recurrent excitatory in-degree. The inhibition is therefore “selective”

to the excitatory in-degree. In such a network, the spontaneous activity is irregular and

asynchronous even for very high, positive correlations, as long as the selective inhibition

is sufficiently strong, see Fig. 6. When the selective inhibition is weaker, strong enough

positive degree-correlations lead to a ongoing population bursts. For degree-correlations

and inhibition selectivity which place the system in the asynchronous regime but near the

boundary to bursting, an external stimulus can trigger a long-lasting, yet transient burst.

This behavior resembles that of short-term memory networks, in which the memory is stored

as an activity pattern that is maintained in time even in the absence of the stimulus that

originated it [35]. Such observations could link degree correlations −which could be present

in real cortical microcircuits [13]− with enhanced abilities to transmit and process external

inputs.
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APPENDIX: PRE-SYNAPTIC FIRING RATE DISTRIBUTION

First, let us notice that if i and j are two random neurons and K in
i , Kout

i K in
j , Kout

j are

their in- and out-degrees,

P
(
j → i |K in

i = x,Kout
i = y,K in

j = x′, Kout
j = y′

)
≈ xy′

N〈K〉
. (35)

Now we compute the probability that the firing rate of a pre-synaptic neuron j to neuron

i lies within the range (ν, ν + δ) once we know the in-degree of i:

P
(
νj ∈ (ν, ν + δ) |K in

i = x, j → i
)

=
∑
x′

P
(
νj ∈ (ν, ν + δ) |K in

i = x, j → i,K in
j = x′

)
P
(
K in
j = x′ |K in

i = x, j → i
)

=
∑
x′

P
(
νj ∈ (ν, ν + δ) |K in

j = x′
)
P
(
K in
j = x′ |K in

i = x, j → i
)
.

(36)

On the other hand,

P
(
K in
j = x′ |K in

i = x, j → i
)

=
∑
y′

P
(
K in
j = x′, Kout

j = y′ |K in
i = x, j → i

)
=
∑
y′

P
(
j → i |K in

j = x′, Kout
j = y′, K in

i = x
)
P
(
K in
j = x′, Kout

j = y′ |K in
i = x

)
P (j → i |K in

i = x)

=
∑
y′

xy′ P
(
Kout
j = y′ |K in

j = x′
)
P
(
K in
j = x′

)
x〈K〉

=
〈Kout

j |K in
j = x′〉

〈K〉
P
(
K in
j = x′

)
,

(37)

where we have used the fact that, in the considered networks, the degrees of different neurons

are independent variables. Inserting (37) into (36) gives

P
(
νj ∈ (ν, ν + δ) |K in

i = x, j → i
)

=
∑
x′

P
(
νj ∈ (ν, ν + δ) |K in

j = x′
) 〈Kout

j |K in
j = x′〉

〈K〉
P
(
K in
j = x′

)
.

(38)
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