Assessment of bilateral knee pain from MR imaging using deep neural networks
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ABSTRACT

**Background and objective:** It remains difficult to characterize pain in knee joints with osteoarthritis solely by radiographic findings. We sought to understand how advanced machine learning methods such as deep neural networks can be used to analyze raw MRI scans and predict bilateral knee pain, independent of other risk factors.

**Methods:** We developed a deep learning framework to associate information from MRI slices taken from the left and right knees of subjects from the Osteoarthritis Initiative with bilateral knee pain. Model training was performed by first extracting features from two-dimensional (2D) sagittal intermediate-weighted turbo spin echo slices. The extracted features from all the 2D slices were subsequently combined to directly associate using a fused deep neural network with the output of interest as a binary classification problem.

**Results:** The deep learning model resulted in predicting bilateral knee pain on test data with 70.1% mean accuracy, 51.3% mean sensitivity, and 81.6% mean specificity. Systematic analysis of the predictions on the test data revealed that the model performance was consistent across subjects of different Kellgren-Lawrence grades.

**Conclusion:** The study demonstrates a proof of principle that a machine learning approach can be applied to associate MR images with bilateral knee pain.
SIGNIFICANCE AND INNOVATION

Knee pain is typically considered as an early indicator of osteoarthritis (OA) risk. Emerging evidence suggests that MRI changes are linked to pre-clinical OA, thus underscoring the need for building image-based models to predict knee pain. We leveraged a state-of-the-art machine learning approach to associate raw MR images with bilateral knee pain, independent of other risk factors.
INTRODUCTION

Osteoarthritis (OA) is the most common musculoskeletal disease and one of the leading causes of disability globally [1]. It has become widely recognized that OA is a disease of the whole joint [2], and as OA progresses, the tissues and structures of the whole joint can be affected, including the degradation of the cartilage and lesions of the bone marrow, menisci, and synovium. For knee OA the frequency and severity of pain increase during OA progression, and severe OA-induced pain often leads to disability. Currently, there is no effective cure for advanced stage knee OA other than total joint replacement surgery. Identifying pre-clinical stages of OA, preferably when knee pain is the only reported output of interest, can hopefully facilitate better patient management.

The occurrence of pain in knee joints with OA can be correlated with a variety of structural findings [3]. For example, structural findings such as bone marrow lesions (BMLs), cartilage damage, synovitis, and effusion are related to pain in knee joints with OA [3-7]. Also, the frequency and severity of pain are self-reported and usually defined subjectively [8, 9]. As a consequence, the correlation between pain and radiographic findings is weak and there has been little success in correlating OA-induced pain with a specific type and location of structural damage on x-rays. One review found that the proportion of subjects with knee pain who have radiographic OA ranged from 15 to 76% [10]. Identifying the source of OA-induced pain in each patient can greatly benefit the design of targeted, individualized treatments to reduce symptoms and to limit disability [9].

Magnetic resonance imaging (MRI) techniques are capable of providing more detailed structural information about the knee joint than radiographs. It was found in a systematic review of MRI measures that knee pain may arise from BMLs, effusion, and synovitis; however, the correlation between pain and MRI findings was inconsistent and moderate [11-13]. MRI readings are also limited by the interpretation of the individual radiologist. Hence, there is a need for an unbiased method to objectively and accurately associate MR imaging data with knee pain.
Machine learning (ML) is a discipline within computer science that uses computational algorithms for the analysis of various forms of data. Machine learning algorithms applied to medical images have shown remarkable success in predicting various outcomes of interest. Over the past few years, a new ML modality known as deep learning is gaining popularity because of its ability to analyze large volumes of data for pattern recognition and prediction with unprecedented levels of success. Specifically, deep learning frameworks such as convolutional neural networks (CNN) are increasingly being leveraged for object recognition tasks and specifically for disease classification [14, 15]. Traditional ML algorithms require visual or statistical features to be manually identified and selected (“handcrafted”), and researchers need to decide which of these handcrafted features are related to the problem at hand. On the contrary, deep learning algorithms extract visual features automatically, and one can utilize these features simultaneously for various applications related to classification, segmentation, and detection [16]. CNN model training is associated with learning a series of image filters through numerous layers of feed-forward neural networks. The filters are then projected onto the original input image, and the image features that are most correlated with the outcome are extracted. Recently, deep learning techniques were applied on MRI scans of the knee joint for automatic cartilage and meniscus segmentation [17], on x-ray imaging for automatic Kellgren-Lawrence (KL) grade classification [18], and on the localization of cartilage [19]. A recent study using deep learning approaches on knee x-rays and their discrimination of knees with and without pain showed an area under the ROC curve of 0.63-0.68 depending on when the pain question was asked [20].

In this paper, we investigated the feasibility of a deep learning framework to discriminate bilateral knee pain from no knee pain on MRI scans. Imaging and clinical assessment data were taken from the Osteoarthritis Initiative (OAI) study. We are examining an automated approach in analyzing MRIs as a diagnostic test, as x-rays are used. To the best of our knowledge, our article is the first to leverage a deep learning framework to associate MR images of the knee with bilateral knee pain.
METHODS

Bilateral knee pain was defined as a binary variable, based on whether an individual had pain, aching or stiffness for more than half of the days in a month on both knees. We used sagittal intermediate-weighted turbo spin echo (SAG-IW-TSE) sequence images as the inputs and bilateral knee pain as the output to solve a binary classification problem using the deep learning framework. Initially, we built deep learning models using individual two-dimensional (2D) slices as inputs to the binary classifier. Later, for the fused deep learning model, training was performed by first extracting features from 2D SAG-IW-TSE slices, and then the extracted features were combined to directly associate with the output of interest, knee pain. Mean performance across multiple model runs was reported using standard metrics from the literature.

Subjects and MR imaging data

Our sample was drawn from OAI, an NIH funded cohort study of persons with or at risk of knee OA [21, 22]. The baseline MR image dataset (0.E.1) from the OAI database was used for training and testing our deep learning model (Table 1). The dataset consists of imaging and clinical data from 2059 subjects, and 1383 subjects with pain, aching or stiffness for more than half the days of a month in both knees (bilateral knee pain, labeled 1) or neither knee (no knee pain, labeled 0) were selected. From these cases, 1349 subjects passed initial quality checks and used for training and testing the deep learning model. Among the selected cases, 512 subjects had bilateral knee pain (class 1), and 837 subjects had no pain in either knee (class 0). We selected SAG-IW-TSE-FS sequence images as the inputs and bilateral knee pain as the output to solve a binary classification problem using the deep learning framework. Previously, IW sagittal MRI images were found to be sufficient in finding focal cartilage damage [23], and BMLs [24]. The original 2D MRI slices had dimensions of 480×448 pixels. The imaging was performed with a 3.0 T magnet using imaging sequence with TR/TE of 3200/30 ms. The in-plane spatial resolution was 0.357×0.511 mm and the slice thickness was 3.0 mm [21].

Image registration and quality check
The majority of the SAG-IW-TSE sequence imaging comprised of 37 slices per knee. To optimize output using our deep learning framework, we first manually examined all the MRI slices oriented in the sagittal direction and selected the slice showing the most complete view of posterior cruciate ligament (PCL) and indexed it as the center slice (Red colored box in Figure 1). The remaining slices were indexed relative to the center slice for each knee, with a plus sign indicating the lateral and a minus sign indicating the medial direction. After the images were indexed, for each 2D MRI slice of the knee for a subject, we performed Euclidean transformation to align the slice with respect to a template that we previously picked from the MRI scans of a subject. A region (Red colored box in Figure 2) with dimensions of 294×294 pixels was subsequently selected and all the registered slices were cropped to this region of interest, which contained femoral, tibial, and patellar components of bone, cartilage and meniscus. All the cropped slices were further resized into images of 224×224 pixels, and 12 adjacent slices on the lateral side of the center slice, 12 adjacent slices on the medial side of the center slice along with the center slice were selected for deep learning. In total 50 MRI slices were selected for each subject (25 from each knee). After image registration, we performed a quality check operation that involved manually observing each sagittal slice of each scan for artifacts that led to exclusion of a slice such as missing data, abnormal misalignment within a slice, presence of a foreign object, and cases with sub-regions of high contrast (Figure 3).

**Neural network architecture**

A pre-trained neural network architecture known as Residual Network (or ResNet [25]) was used on each 2D SAG-IW-TSE slice, and the features extracted from each MRI slice were then combined to directly associate with the output of interest (i.e. bilateral knee pain) (Figure 4). During feature extraction from each of the 2D MRI slice, we utilized the 18-layer ResNet model with its parameters initialized with a network pre-trained on a well-known image database (ImageNet [26]), using millions of images with 1000 different object classes. The final fully-connected (FC) layer of ResNet with a dimension of 512×1000 was replaced with an FC layer with a dimension of 512×2. For 50 MR slices (25 from the left knee and 25 from the right knee), the FC layer size turned out to be 25600x2. The ResNet model with fine-tuning allowed us to perform transfer learning to efficiently extract the features from each 2D MRI slice. Transfer
learning usually results in faster training times than if we were to construct a new CNN model from scratch, since there is no need to estimate all the parameters in a pre-trained CNN. We also employed batch normalization and dropout techniques to train the deep neural network. The dropout layers improve the generalizability of the model by randomly deactivating units in the hidden layers during the feed-forward and back propagation operations [27]. A batch normalization layer normalizes the outputs from its previous layer using their mean and variance. It has been shown that both batch normalization and dropout can effectively improve the generalizability of the model and reduce overfitting. In addition, we used L2-norm regularization (coefficient = 1e^{-2}) as another step to minimize overfitting. The training was performed using Adam optimizer, a learning rate of 0.0001 and a batch size of 32. We subsequently finetuned each 2D ResNet Model with the Adam optimizer and a learning rate of 0.0002 and a batch size of 32, and cross-entropy loss function for binary classification. All the neural network modeling was implemented in Pytorch, version 0.4.0.

**Model construction and performance metrics**

The OAI dataset was randomly split in the ratio 7:3 such that 70% of the data was used for model training and the remaining for testing. For completeness, the process of randomly splitting the data in 7:3 ratio and then performing model training and testing was repeated 10 times, and the model performance on the test data was averaged across all the runs. During each time, the ratio of cases with knee pain to no knee pain was kept the same for the training data. These steps ensured that we created a consistent and unbiased deep learning model. After every run, model accuracy, sensitivity and specificity were computed based on the model performance on the test data, and mean values of these performance metrics were computed across the 10 model runs. We also computed area under curve (AUC) of the receiver operating characteristic (ROC) curves of the binary classifier.

**Statistical analysis**
Descriptive statistics are presented as the mean along with 95% confidence intervals. Unpaired Student’s t-test was used to compare two different groups as appropriate. A p-value < 0.05 was considered statistically significant.
RESULTS

Indexing the 2D slices in the sagittal view turned out to be an important first step to better present the MR dataset to the deep learning model. This is because the slice number of the MRI scan containing the PCL from the original OAI dataset varied between individuals (Assigned an ID - ‘0’ in Figure 1). Also, the Euclidean transformation to register a specific 2D slice with respect to the template, followed by cropping the region comprising the knee joint, allowed us to present consistent information from each subject to the deep neural network (Figure 2).

Our initial set of experiments focused on leveraging pre-trained ResNet models to train individuals 2D slices on either knee to predict knee pain. Two-dimensional model performance across different slices and averaged over 10 runs resulted in mean accuracy of 62.45% (95% CI: 61.96%, 62.94%), mean sensitivity of 53.08% (95% CI: 51.57%, 54.59%), and mean specificity of 68.2% (95% CI: 66.98%, 69.42%) on the left knee for the test data (Figure 5). Similarly, for the right knee, 2D model performance across different slices and averaged over 10 runs resulted in mean accuracy of 61.73% (95% CI: 61.4%, 62.06%), mean sensitivity of 54.41% (95% CI: 53.48%, 55.34%), and mean specificity of 66.23% (95% CI: 65.51%, 66.95%) on the test data (Figure 5). When the features from these 2D models were combined at the fully connected layer, the fused deep neural network resulted in an improved performance in terms of predicting the output of interest. Specifically, the fused deep neural network resulted in mean accuracy of 70.27% (95% CI: 69.44%, 71.11%), mean sensitivity of 51.90% (95% CI: 50.22%, 53.57%) and mean specificity of 81.57% (95% CI: 79.74%, 83.40%) (Figure 6A). Also, across the 10 model runs, the mean AUC of the ROC curve was 0.7268 (95% CI: 0.7101, 0.7435) (Figure 6B).
DISCUSSION

We investigated the feasibility of a fused deep learning framework to predict bilateral knee pain directly from knee MRI scans. Since the origin of pain can vary between subjects, we selected 25 MRI slices centered on the middle knee slice from each knee of each subject. By combining information from these slices, our model was presumably able to synthesize needed structural information from multiple locations to predict pain. The ability of the fused deep neural network to predict the output was evident in the form of the performance metrics (accuracy, sensitivity and specificity) that were generated by averaging all model runs. Compared with a machine learning approach using posteroanterior and lateral knee x-rays to predict knee pain, in which the area under the ROC curve ranged from 0.63 to 0.68, the MRI-based prediction of pain generated using our model had higher accuracy in classifying persons with/without knee pain at a single visit [20].

While our work suggests a modestly higher AUC than machine learning and manual reading approaches to knee x-rays, the studies examining the discriminative potential of these techniques were different. The x-ray study used a PA and lateral x-ray from a knee including knees with and without pain. Our study was limited to knees with bilateral pain vs. no pain since we thought the discrimination of sources of pain would be enhanced if we required bilateral involvement. The marginal improvement in AUCs with our MRI-based approach could be entirely due to this bilateral vs. unilateral design.

While deep learning algorithms such as CNNs are now increasingly considered for image-based classification, most of the literature has focused on using datasets containing single 2D MRI slices or radiography images converted to 2D grayscale formats. An important reason for using such data is because developing a three-dimensional (3D) deep neural network would require higher amounts of GPU memory as more parameters need to be learned to fully train the deep neural network. To circumvent this problem, we extracted features from each 2D MRI slice and then combined them using fully-connected layers and then associated them with the output of interest, pain. This framework therefore served as the best compromise between using as much information as possible from the volumetric data available within an MRI scan and the ability of
utilizing such datasets to train without causing memory-related errors. Note that model training was performed on a high-performance GPU (Tesla P100, Nvidia, Santa Clara, CA).

The series of pre-processing steps including manual quality check and image registration of each MRI slice turned out to be important to train an accurate deep learning model for predicting bilateral knee pain. Using a straightforward Euclidean transform, we aligned all the slices with respect to a pre-defined template, and then isolated a region representing the knee joint from all the registered images. While such linear transformations allowed us to generate a model that resulted in consistent performance across multiple runs, more sophisticated linear or even nonlinear image registration techniques may also be applied to improve the alignment of structures of interest between different subjects. Nonetheless, certain forms of nonlinear registration techniques may introduce unwanted distortion, which then may lead to invalid representations of important anatomical features.

While our deep learning model demonstrates promising results for predicting bilateral knee pain using MR images, there is room for improvement in model performance. Other neural network architectures can be explored such as deep autoencoders or 3D CNNs. An important reason for us to focus on bilateral knee pain as opposed to using single knee-based MRI scans to predict unilateral knee pain is because we wanted to utilize as much information as possible from all the 2D MRI slices per subject to generate a model with high accuracy. In the case of predicting bilateral knee pain, we had in total 50 slices per subject that were carefully selected to train the model. Despite that, we believe that work needs to be done to increase the model performance, especially its sensitivity. In the recent examination of x-rays and their prediction of knee pain [20], limiting the pain outcome to subjects who repeatedly reported knee pain increased the accuracy of x-ray prediction. Alternate definitions of pain or tenderness could facilitate development of models with higher performance. Other aspects to consider while developing deep learning models for knee pain and OA in general are to identify ways to locate the source of pain in the joints. Our fusion model framework used a series of sagittal MRI slices, and it has the capability to combine coronal and axial MRI slices as well.
In conclusion, this work demonstrates the use of a fused deep neural network that associated MR imaging data of the knees with bilateral knee pain, independent of other risk factors. The fusion framework allowed us to combine data from multiple 2D MRI slices from both the knees to efficiently construct the deep learning model. Such a modeling strategy can be easily extended to predict other clinical outcomes of interest. Further validation of the deep learning model across different imaging datasets is necessary to validate this technique across the full spectrum of OA.
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FIGURE CAPTIONS

**Figure 1:** Pipeline for slice selection. For each subject’s knee joint, we manually examined all the MRI slices oriented in the sagittal view and selected the slice showing the posterior cruciate ligament (PCL) and indexed it as the center slice (red colored box). The remaining slices were indexed relative to the center slice for each knee. Two-dimensional MRI slices for three different subjects (A, B & C) are shown.

**Figure 2:** Slice-specific registration. For each 2D MRI slice of the knee for a subject, we performed linear registration to align the slice with respect to a template that was already selected after manual examination. Later, a region (red colored box) containing the center of the knee joint with dimensions 294x294 pixels was cropped for all registered slices and used for model training.

**Figure 3:** Sample cases not used for model training due to the presence of various artifacts.

**Figure 4:** Deep learning framework. (A) Modified ResNet model used for training a single 2D MRI slice. (B) Each output of the 2D ResNet model was fused together and trained as a binary classification problem. A total of 25 2D slices were used for each knee for model fusion.

**Figure 5:** Performance of the 2D ResNet models. (A) Mean accuracy on the test data for both the left and right knee are shown as a function of slice number. Similarly, (B) mean sensitivity and (C) mean specificity on the test data for the left and right knee are shown.

**Figure 6:** Fused deep learning model performance. (A) Box plots indicating the median, range, and interquartile ranges of the model accuracy, sensitivity and specificity are shown. (B) Mean receiver operating characteristic (ROC) curve showing the performance of the binary classifier. The ROC curve was averaged across 10 independent model runs. The blue shaded region around the mean ROC curve shows the standard error across model runs.

TABLE CAPTIONS
Table 1: Study population and characteristics.
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### Table 1

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subjects in OAI 0.E.1 dataset</td>
<td>2059</td>
</tr>
<tr>
<td>Selected cases for deep learning</td>
<td>1349</td>
</tr>
<tr>
<td>MRI scan type</td>
<td>SAG_IW_TSE_RIGHT</td>
</tr>
<tr>
<td></td>
<td>SAG_IW_TSE_LEFT</td>
</tr>
<tr>
<td>2D MRI slice size</td>
<td>448x444 pixels</td>
</tr>
<tr>
<td>Parameter</td>
<td>No Knee Pain</td>
</tr>
<tr>
<td>Subjects</td>
<td>N=837</td>
</tr>
<tr>
<td>Percent male</td>
<td>42.29</td>
</tr>
<tr>
<td>Age (years)</td>
<td>60.9 ± 9.1</td>
</tr>
<tr>
<td>BMI</td>
<td>28.1 ± 4.7</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>= 0</th>
<th>&gt;= 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>KL (Left)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.715</td>
<td>0.695</td>
</tr>
<tr>
<td><strong>KL (Right)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.716</td>
<td>0.695</td>
</tr>
<tr>
<td><strong>WOMAC Pain (Left)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.728</td>
<td>0.680</td>
</tr>
<tr>
<td><strong>WOMAC Pain (Right)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.730</td>
<td>0.683</td>
</tr>
</tbody>
</table>