Dynamic compression and expansion in a classifying recurrent network
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Abstract

Recordings of neural circuits in the brain reveal extraordinary dynamical richness and high variability. At the same time, dimensionality reduction techniques generally uncover low-dimensional structures underlying these dynamics when tasks are performed. In general, it is still an open question what determines the dimensionality of activity in neural circuits, and what the functional role of this dimensionality in task learning is. In this work we probe these issues using a recurrent artificial neural network (RNN) model trained by stochastic gradient descent to discriminate inputs. The RNN family of models has recently shown promise in revealing principles behind brain function. Through simulations and mathematical analysis, we show how the dimensionality of RNN activity depends on the task parameters and evolves over time and over stages of learning. We find that common solutions produced by the network naturally compress dimensionality, while variability-inducing chaos can expand it. We show how chaotic networks balance these two factors to solve the discrimination task with high accuracy and good generalization properties. These findings shed light on mechanisms by which artificial neural networks solve tasks while forming compact representations that may generalize well.

Introduction

Dynamics shape computation in brain circuits. These dynamics arise from highly recurrent and complex networks of interconnected neurons, and neural trajectories observed in cortical areas are correspondingly rich and variable across stimuli, time, and trials. Despite this high degree of variability in neural responses, repeatable and reliable activity structure is often unveiled by dimensionality reduction procedures [11,42]. Rather than being set by, say, the number of neurons engaged in the circuit, the effective dimensionality of the activity (often called neural “representation”) seems to be intimately linked to the complexity of the function, or behavior, that the neural circuit fulfills or produces [16, 44, 49, 10]. These findings appear to show some universality: similar task-dependent dimensional representations can manifest in artificial networks used in machine learning systems trained using optimization algorithms (e.g., [38, 10, 53]). This connection is especially intriguing in light of fundamental ideas about the dimension of representations in machine learning. On the one hand, high-dimensional representations can subserve complex and general computations that non-linearly combine many features of inputs [9, 15, 46, 52]. On the other, low-dimensional representations that preserve only essential features needed for specific tasks can allow learning based on fewer parameters and examples, and hence with better “generalization” (for reviews, see [6, 15, 51, 8]). Bridging between machine learning and neuroscience, artificial networks are powerful tools for investigating dynamical representations in controlled settings, and enable us to test theoretical hypotheses that can be leveraged to formulate experimental predictions (see [5] for a review of this approach).
What are the mechanisms by which a network regulates its activity’s effective dimension across many trials and inputs? One feature frequently encountered in recurrent neural network (RNN) models of brain function is dynamical chaos [47, 50, 27, 34, 54], whereby tiny changes in internal states are amplified by unstable, but deterministic, dynamics. Chaos provides a parsimonious explanation for both repeatable structure as well as internally generated variability seen in highly recurrent brain networks such as cortical circuits [27, 36, 48, 14]. In the reservoir computing framework, chaos in an RNN can increase the diversity of patterns and dimension of the activity the network produces through time in response to inputs, even if these inputs are simple and low-dimensional themselves [22, 37, 31]. The dimensionality expansion is likely a consequence of chaos driving neural trajectories to “expand out” in more directions of neural space, so that they collectively occupy more space. While chaos as determined by the initial weights influences the dimensionality of an RNN’s response to inputs, this dimensionality can change as the recurrent weights evolve through training.

The goal of the present work is to investigate how initialization and training impacts activity dimension in RNNs, in a highly simplified setting. We initialize networks with varying degrees of chaos and train them to solve a simple and well-known task – delayed discrimination (classification) using working memory. Specifically, the RNN receives a static input sample and is then given time to process it during a delay period by using its undriven internal dynamics. After the delay period, the input’s class is inferred by a linear readout of the network state. We employ the most basic and widely used training rule for neural networks: stochastic gradient descent with backpropagation (through time). While not biologically plausible in its simplest form, the characteristics of networks trained by this algorithm can still resemble dynamics in the brain [38, 53, 4, 41, 5].

Our framework directly addresses how dimensionality of the input and output spaces affects representation dimensionality and classification performance in RNNs. First, we observe that RNNs with high and low degrees of initial chaos both learn to compress high-dimensional, linearly separable inputs into a low-dimensional internal representation by the time this information is sent to the readout. Second, in the case of low-dimensional inputs with highly nonlinear separation boundaries, we observe differences in behavior depending on degree of chaos. Highly chaotic networks initially expand the effective dimensionality of their neural activations, resulting in representations that are simpler from the perspective of a linear readout and allowing the networks to learn the task with high accuracy. Less chaotic networks initialized on the “edge-of-chaos” are less adept at forming high-dimensional representations, and suffer reduced performance as a result. In both cases, the expansion is limited, suggesting a broad regime where chaotic RNNs trained with stochastic gradient descent can balance dimensionality expansion and compression. Finally, we investigate a special case (inputs that are only shown to a subset of neurons) where the benefits of strong chaos are even more pronounced, and evidence of active dimension compression appears more limited. We discuss how chaos impacts dimension using ideas from dynamical systems theory, and also provide analytical arguments outlining mechanisms by which stochastic gradient descent can naturally promote dimensionality compression.

We conclude that chaotic RNNs trained through stochastic gradient descent, without any regularization or special features or design, can often learn to automatically balance dimensionality expansion and compression – suggesting a flexible compromise between guiding principles of separation and generalization. This finding could shed light on the highly variable nature of neural circuits and inspire new ideas for improving the flexibility and accuracy of artificial neural networks. In addition, our analysis of stochastic gradient descent’s tendency to compress dimensionality is a step toward revealing why it is often successful at finding solutions that generalize (e.g. [18, 30, 1, 25, 32]).

Results
Figure 1: Task and model schematic. a. Input clusters are distributed in a $d$-dimensional subspace of neural space and presented to the network. b. Example trajectories of ten recurrent units of the untrained network responding to an input sample. Top: Trajectories for a network initialized on the edge of chaos. Bottom: Trajectories for a network initialized in the strongly chaotic regime. c. After a delay period in which the network evolves undriven, the network state (representation) is read out and used to classify the inputs. Recurrent and output weights are both modified by training. Bottom: Response of the network to the ensemble of inputs, viewed at snapshots in time. After training, the evolution of the RNN representation reflects an attempt by the network to help the readout be more successful. In the process, the effective dimensionality can change (here the representation goes from being high to low-dimensional). The dashed circle tracks a single input sample and the resulting network response. Points are schematic and not from simulation data.
Model and task overview. We investigate the dynamics of recurrent networks learning to classify static inputs. Our network model is based on standard RNN models used in machine learning [20, 33]. Interactions between \( N = 200 \) neural units are determined by a randomly initialized recurrent connectivity matrix, and unit activations pass through a hyperbolic tangent nonlinearity. The dynamics of the pre-trained network can be modulated from stable to chaotic by the average magnitude of the initial neural coupling strength increasing, and vice-versa. We compare chaotic networks initialized near the transition point to chaos (said to be on the “edge of chaos”), to “strongly chaotic” networks well past the transition point, as they learn to solve the task described below.

Inputs are \( N \)-dimensional constant vectors. They are selected from Gaussian-distributed clusters whose means are distributed randomly within a \( d \)-dimensional, random subspace of the \( N \)-dimensional neural activity space. We call this subspace the input’s ambient space and consider two values for the ambient dimension: \( d = 2 \) and \( d = N \). Each cluster is assigned one of two class labels, at random, as illustrated in Figure 1a (while this schematic only shows six clusters for clarity, in our simulations we use 60 clusters). The task proceeds as follows: (1) a random input is selected from one of the clusters and presented to the network for one timestep; (2) the network’s dynamics evolve undriven during a delay period; (3) a linear readout of the network’s state is used to classify the input into one of two classes. The delay period gives the network multiple timesteps to engage its dynamics and process the input (Figure 1c). The readout occurs at a single timestep (\( t_{\text{eval}} = 10 \)). Recurrent and output weights are adjusted via a stochastic gradient descent routine to minimize a cross entropy loss function, and classification performance is evaluated on novel inputs not used for training. We find our results qualitatively robust to small changes in the choice of model parameters. (See Methods for a more detailed discussion.)

Networks compress high-dimensional inputs. We start by considering the classification of high-dimensional inputs, where input ambient space dimensionality \( d \) is equal to the number \( N \) of recurrent units (see Figure 2a for a visualization). While classification in networks is often viewed from the perspective of making inputs linearly separable, in our scenario the data are already linearly separable in the input space. This focuses our attention on what, if anything, networks learn to do beyond this.

Figure 2b measures the degree of chaos of the edge-of-chaos and strongly chaotic regimes by plotting the top 15 Lyapunov exponents \( \chi_k \) of the networks through training (see Methods and Figure 5b for a description of this measure). In these spectrum plots, positive values of \( \chi_k \) indicate chaotic dynamics. If all \( \chi_k \) are negative, then the dynamics are non-chaotic (stable), meaning that trajectories converge to stable fixed points or stable limit cycles. The edge-of-chaos network is weakly chaotic before training and becomes stable after training, while the strongly chaotic network is chaotic both before and after training. While each of these plots only shows the exponents for a single network realization and a particular positioning of input clusters, they capture the general qualitative behavior of the two dynamical regimes for \( d = N \).

As shown in Figure 2c, both networks easily achieve perfect testing accuracy on the task. What is now of interest is how properties of the network’s internal representation change over the course of training. Figure 2d tracks the effective dimensionalities of the two dynamical regimes at the evaluation time \( t_{\text{eval}} \) through training. Effective dimensionality is closely related to dimensionality reduction via principal component analysis, and can be thought of as the number of principal components needed to explain most of the variance of the data (see Methods and Figure 5a for a precise definition). Networks in both regimes experience dimensionality compression, though the strongly chaotic network requires more training to do so. The degree of these trends depends somewhat on the learning procedure, with more aggressive weight updates resulting in faster dimensionality compression (data not shown). However, the general behavior is robust to small changes in the learning algorithm parameters.

To get a better sense for the processing of inputs driven by the recurrent dynamics, we investigate the dimensionality of network representations through time \( t \) in Figure 2e. The effective dimensionalities of the trained networks are approximately equal to that of the input at time \( t = 0 \), since the initial states of the network only differ from the inputs by one application of the nonlinearity (see Methods). The dimensionality drops with increasing \( t \) and is highly compressed at the evaluation
Figure 2: Comparison of edge-of-chaos and strongly chaotic networks classifying high-dimensional inputs. Input color (red or gray) denotes true class label. In all panels, blue denotes the edge-of-chaos network and orange the strongly chaotic network. Shaded regions indicate two standard deviations of a sample of six network and input realizations. a. Schematic of the task. b. Lyapunov exponents measured through training. Each plot is of a single network and input realization. Error bars (too small to see) denote standard error of the mean. c. Testing loss (dashed lines) and accuracy (solid) measured through training. d. Effective dimensionality through training, measured at the evaluation time $t_{\text{eval}} = 10$. Both networks compress dimensionality to a relatively low value, but the edge-of-chaos network does so more quickly. Dashed vertical line denotes point in training when networks achieve perfect accuracy. e. Effective dimensionality measured through time. The dashed and solid lines denote the dimensionality of the networks before and after training, respectively. Trained networks develop compressed representations at the readout time $t_{\text{eval}} = 10$. f. Activations of recurrent units responding to an ensemble of 600 inputs, plotted as “snapshots” in time in principal component space. The top row corresponds to the edge-of-chaos network and the bottom row to the strongly chaotic network. g. Mean accuracy of a support vector machine linear classifier trained on the recurrent unit activations at each timepoint $t$. 
time \( t_{\text{eval}} = 10 \). This phenomenon becomes clearer upon looking at the top two principal components of the network activations at snapshots in time (see Methods) in Figure 2f. These scatter plots reveal that the low-dimensionality of the representation is a result of the networks forming two well-separated, spatially compressed attractors, one for each class. At time \( t = 5 \), both networks are using their dynamics to separate the points in the top principal component space. At the evaluation time \( t_{\text{eval}} = 10 \), not only have the classes been separated in this low-dimensional space, but the points belonging to each class have been compressed together in all dimensions. Looking at the representation at time \( t_{\text{eval}} = 30 \) gives an indication as to the long-time behavior of the network. The edge-of-chaos network has formed stable fixed point attractors, while the strongly chaotic network has formed chaotic attractors. The fixed points remain separate in principal component space indefinitely, while the trajectories in the chaotic attractors eventually mix back together. Figure 2g shows the mean accuracy of a support vector machine trained to classify the network representation at each timepoint. This plot reveals how the linearly separable inputs are kept linearly separable by the network dynamics, even as they compress dimensionality and in the process promote better generalization. We emphasize that in this case, separating the inputs does not require either dimensionality expansion or compression; nevertheless, trained networks do strongly compress their inputs.

**Chaos expands low-dimensional inputs.** We next turn our attention to inputs embedded in a two-dimensional ambient space, \( d = 2 \) (see Figure 3a for a visualization). In this case, the two classes are generally far from being linearly separable (classification boundaries must be curved and nonlinear to navigate around the 60 clusters randomly distributed in two-dimensional space). As a consequence, it is difficult for the network to classify without first increasing the dimensionality of its representation.

Figure 3 compares the behavior of the edge-of-chaos and strongly chaotic networks trained on this task. In this case, the edge-of-chaos network becomes very near the edge of stability through training (Figure 3b), with the top Lyapunov exponent close to 0. The strongly chaotic network remains strongly chaotic. The strongly chaotic network still achieves near-perfect accuracy, while the edge-of-chaos network is not as successful (Figure 3c).

We again track the effective dimensionalities of the network representations at the evaluation time \( t_{\text{eval}} = 10 \) through training (Figure 3d). In this case, the strongly chaotic network is higher-dimensional before training, and experiences a dimensionality compression through training. The edge-of-chaos network generally experiences a dimensionality expansion through training from an initially low value. In looking at the dimensionality of the trained networks through time, we find that both initially expand dimensionality until about \( t = 7 \) (Figure 3e, solid lines), with the expansion being much more dramatic for the strongly chaotic network. The strongly chaotic network then reverses course to compress dimensionality up to time \( t_{\text{eval}} = 10 \). The dimensionality expansion of the strongly chaotic network up to \( t = 7 \) seems to follow from its natural tendency to expand dimensionality before training (Figure 3e, dashed lines). The compression from \( t = 7 \) to \( t = 10 \) is learned through training. Looking at the response ensemble at the evaluation time (Figure 3f, \( t = 10 \), top), we see that the strongly chaotic network has neatly sorted out the two classes in the top principal component space. The edge-of-chaos network has not separated out the classes as cleanly (bottom). After \( t_{\text{eval}} = 10 \), the edge-of-chaos network settles into limit cycles or stable fixed points while the points of the strongly chaotic network expand as they move along the chaotic attractor.

Concerning the linear classifiability of the network representation (Figure 3g), we see that the strongly chaotic network’s pre-training expansion of dimensionality is effective at creating a representation that is linearly separable, while the edge-of-chaos network’s representation is far from being linearly separable before training. This highlights the efficacy of the dimensionality expansion strategy as used by the strongly chaotic network in achieving linear separability and better performance on the task. The network balances this expansion with an equally pronounced dimensionality compression through time, suggesting good generalization.

If we assume that input is only shown to a subset of neurons (Figure 4a), then dimensionality expansion can have the added benefit of enlisting more neurons to aid in the computation [28]. In this case, we might expect the strongly chaotic network to have an even more pronounced advantage over
Figure 3: Comparison of edge-of-chaos and strongly chaotic networks classifying low-dimensional inputs. Details are similar to Figure 2. 

a. Inputs lie on a two-dimensional plane cutting through recurrent unit space. 

b. Lyapunov exponents. 

c. Testing loss and accuracy. 

d. Effective dimensionality measured through training. 

e. Effective dimensionality measured through time. 

f. Activations of recurrent units. The top row corresponds to the edge-of-chaos network and the bottom row to the strongly chaotic network. 

g. Mean accuracy of a support vector machine (SVM) linear classifier. The strongly chaotic network achieves linear separability before training by virtue of its intrinsic dynamics.
Figure 4: Comparison of edge-of-chaos and strongly chaotic networks classifying two-dimensional inputs fed to two neurons. Details are similar to Figures 2 and 3. **a.** Schematic of the task. Two-dimensional input is delivered to two randomly selected neurons in the network. **b.** Testing loss and accuracy measured through training. **c.** Effective dimensionality measured through time. **d.** Mean accuracy of a support vector machine (SVM) linear classifier.

the edge-of-chaos network. Figure 4 shows the behavior of the two networks in this scenario. We find that the strongly chaotic network is still able to solve the task near-perfectly, while the edge-of-chaos network’s performance remains at about 80% on average (Figure 4b). If we look at the effective dimensionality, we find that the edge-of-chaos network is not able to learn to significantly expand the dimensionality of its representation, while the strongly chaotic network is higher-dimensional before training and learns to expand its dimensionality even further (Figure 4c). This expansion again results in good linear separability, even before training (Figure 4d). In this rather extreme case, the strongly chaotic network expands dimensionality through time without a clear compression phase.

**Mechanistic explanations for compression and expansion.** Our networks exhibit dimensionality compression, dimensionality expansion, or both depending on dynamical regime and the dimensionality of the inputs. While we have discussed the benefits that both phenomena can provide in the context of classification, in this section we give mechanistic explanations for why they occur. We first show how stochastic gradient descent-based learning rules can lead to weight changes that compress the dimensionality of internal unit representations (see [21] for a more thorough analysis in the case of networks trained by a particular unsupervised learning rule, and [24] for a similar flavor of compression induced by the “Pseudo-Inverse” learning rule). We then indicate how weights that lead to chaos also lead to increases in representation dimensionality in a subset of directions in neural state space.

To shed light on the compression behavior illustrated in Figure 2f – where points that belong to the same class are brought close together by the dynamics of the trained network – we show how compression can occur in a simplified scenario. In particular, we consider the case of a linear, single-hidden-layer feedforward network. The argument loosely applies to our RNN model since it can be viewed as a sequence of identical feedforward layers. It also approximately applies to networks.
with hyperbolic tangent activation functions in the case where the activations are small, since the hyperbolic tangent is approximately linear near 0.

In a single-layer linear network, the internal neural activations responding to a single input sample $x$ are $h = W^{in}x + b$, and the scalar output is $o = w^T h$. In the case of a squared error loss function $L_W(x) = \frac{1}{2} (o - o_{target})^2$, where $o_{target}$ is the target corresponding to the class label for $x$, the learning updates $W^{in} \leftarrow W^{in} + \delta W^{in}$ and $b \leftarrow b + \delta b$ after the presentation of the single input sample $x$ is:

$$\delta W^{in} = -\eta (o - o_{target}) w x^T$$

$$\delta b = -\eta (o - o_{target}) w$$

(1)

Here $\eta$ is the learning rate and $wx^T$ is the outer product of $w$ and $x$. This is one step of stochastic gradient descent with batch size 1.

Given an initial $h$, the update rule results in a corresponding update $h \leftarrow h + \delta h$. In the following, we suppose $h$ to be a random variable and compute statistics of $h + \delta h$ induced by the update rule. Note that randomness of $h$ can come from randomness in $x$ as well as the weights $W^{in}$ and bias $b$.

Assuming for the moment that the bias is fixed, we note that $\delta h = \delta W^{in} x \propto w$, so that changes in the hidden representation point in the direction defined by the output weights $w$. This is also approximately the case if the component of $\delta b$ orthogonal to $w$ is small. If we first assume that output weights $w$ are fixed, the update rule can modulate the response, but only along this single dimension. This modulation can be expected to cause compression, as learning converges when $o_{target} = w^T h$, implying that $h$ has minimized its variability along $w$. To see reduction of variability in all dimensions like that exhibited by Figure 2f, rather than only along a single dimension, we need to consider how the direction of compression can change across learning. We turn to this next.

One natural factor that could drive compression of the hidden layer representation in multiple directions is changes in the output weights $w$. In practice – including in our simulations above – the variability underlying these changes can have many different sources. One is that the output weights do evolve across stages of learning, being simultaneously trained under random batches of inputs via stochastic gradient descent. A second, more complicated effect is that the linearization taken in writing Equation (1) is in practice taken around different points in the hidden unit state space; this introduces fluctuations in the approximation above that could also change the “effective” directions in which hidden units are read out. Here, we take a simple approach to modeling these sources of variability by assuming that $w$ is a normally distributed random variable with mean $\mu_w$ and covariance $C_w = \sigma_w^2 I$ (the choice of mean direction doesn’t result in loss of generality, since we can rotate our coordinate system). We further assume that (1) $C_h$ is diagonal, (2) $h$ is independent of $w$, and (3) the input has constant norm, $\|x\| = \text{const}$. With these assumptions, a straightforward calculation (see Supplementary Material) shows that $C_{h+\delta h}$ is a diagonal matrix up to order $O(\eta^2)$, with diagonal entries

$$\text{var}(h_k + \delta h_k) = \alpha_k \text{var}(h_k) + O(\eta^2)$$

(3)

where the $\alpha_k$ are scalars less than one. Here $k$ ranges from 1 to the number of hidden units.

Taken together, these equations reveal that the variability of $h$ is reduced in all directions by the gradient descent weight update. Since $C_{h+\delta h}$ is again approximately diagonal, the same argument can be used for subsequent steps of gradient descent, suggesting that continuing the gradient descent procedure also continues to compress $h$ to smaller variability in all directions (at least until our independence assumption between the hidden representation and $w$ breaks down). This analysis also indicates that the rate of compression depends on the learning rate, which we have observed (data not shown). See Figure 6 in Supplementary Material for a visualization of compression driven by variability in $w$.

While far from a rigorous proof, this analysis gives intuition for how stochastic gradient descent can lead to representations in which each class of input is mapped into a tightly clustered set. This, in turn, gives rise to an overall dimension for the representation that is determined by the number of classes.
We now turn our attention to a mechanism of dimensionality expansion: chaos. Experimentally we have seen that strongly chaotic networks naturally transform low-dimensional inputs into a higher-dimensional representation (Figures 3e and 4c). This can be understood through the definition of Lyapunov exponents (see Methods and Figure 5b). Positive exponents indicate the existence of directions in which nearby dynamical trajectories are pulled apart in time. This persistent pulling apart results in an attractor that has a nonzero “volume” in some subspace: all of the trajectories that collapse to this attractor do not collapse toward the same point, nor a single orbit, and so occupy a nonzero extent of space. This volume is constrained by the negative exponents, which indicate directions in which trajectories are being pulled together. Overall, chaotic attractors also have complex geometry, forming fractal patterns in some directions, and smooth manifolds in others, the interplay of which is a result of mixed expansion and contraction of nearby trajectories (measured by positive and negative Lyapunov exponents, respectively). See [19] for details of how this volume is measured, and [27, 40, 14] for investigations of this measure in recurrent networks. If the effective dimensionality of the representation is dominated by a single attractor, then we can expect the effective dimensionality to increase as the number of expansion directions (i.e. the number of positive Lyapunov exponents) increases. This assumption can be violated when there is more than one separate attractor; for instance, different inputs may lead to distinct attractors and thus jointly occupy some subspace of nonzero effective dimension, even if their respective attractors are stable fixed points (which individually have zero volume).

In the case of random (untrained), undriven chaotic networks, one expects that dynamics generally accumulate on a single, connected attractor. The network dynamics return to this attractor after being perturbed by transient inputs. Hence, a strongly chaotic network that is initialized with low-dimensional inputs can be expected to produce dimensionality expansion, as the trajectories return to the higher-dimensional intrinsic chaotic attractor. Note that compression due to negative Lyapunov exponents typically constrains the dimension of the chaotic attractor to be significantly smaller than $N$ [27, 14].
Conclusions and Discussion

RNN models have rich computational capacity, including the ability to expand and compress dimensionality in order solve a classification task with efficient, compact representations. This behavior as it evolves through learning depends on the initial dynamics of the network. Here we study networks that are initialized at the edge of chaos and in the strongly chaotic regime.

We find that both networks compress high-dimensional inputs – i.e., those that are initially linearly separable – into two compact regions, one for each class. We suggest, through mathematical reasoning based on a simple linear case, that stochastic gradient descent itself naturally promotes the observed compression of points belonging to the same class.

The compressed representations can arise either from the formation of stable fixed points (for networks initially at the edge of chaos) or chaotic attractors (for networks in the strongly chaotic regime). This has implications for coding: the edge-of-chaos networks learn to solve the task for all time while the strongly chaotic networks slowly “reset” after the evaluation period. The former may lend itself to long-term memory storage; the latter could be useful in flexibly learning new tasks.

In the case of low-dimensional (non-linearly separable) inputs, only the strongly chaotic network is able to reliably learn the task. This corresponds to the network expanding the dimensionality of its representation both before and after training, an attribute not shared by the edge-of-chaos network. As predicted by fundamental ideas in classification [9], higher-dimensional representations are more likely to permit a hyperplane that separates classes. This feature of dimensionality expansion has been explored in feed-forward models such as kernel learning machines [46] and models of olfactory, cerebellar, and visual circuits [3, 39, 2, 35, 7, 49], as well as reservoir computing models where recurrent weights are random and untrained [31].

On the other hand, these studies have also pointed out the need to constrain dimensionality expansion to enable generalization [31, 49]. In the cases of both high and low-dimensional inputs studied here, sufficiently chaotic RNNs trained by stochastic gradient descent appear to satisfy these two desiderata, producing representations that are both separable and relatively compressed. In the most striking example, strongly chaotic networks trained to classify distributed two-dimensional inputs evolve through time to initially expand, and then to compress dimensionality. In the extreme case of spatially localized inputs constrained to two neurons, the networks typically only expand dimensionality, without subsequently compressing it. However, this expansion is still small relative to the size of the network. In all of these cases, strongly chaotic networks produce ongoing variability, a property shared by more biological models of neural circuits [50, 34, 45, 29] as well as experimental recordings [48, 36].

While these findings are interesting, our study has limitations in its scope and analysis. Foremost is that we consider only a single, extremely simple task (see [10] for important progress in understanding the dimensionality of RNNs trained on a more complicated task). A clear need in future work is also to consider a wider range of task and model parameters: for example, input dimension between 2 and $N$, and to consider higher-dimensional outputs specified by more than two class labels. For a start, in preliminary work we have found that in the case of high-dimensional inputs, the number of class labels strongly modulates the readout dimensionality of the RNN, while the number of input clusters does not (see Figure 7 in Supplementary Material). In addition, our theoretical arguments for compression induced by stochastic gradient descent, while providing some intuition, are highly simplified. It remains to extend these or other arguments to the full nonlinear, recurrent network trained over many samples from multiple classes, and to prove explicitly that this compression results in a reduction of the dimensionality of the network response to an ensemble of inputs. This could build on the thorough analysis in the case of deep networks trained by a particular unsupervised learning rule performed by [21]. It is also worth noting that other mechanisms for dimensionality expansion exist for recurrent networks and would be interesting to explore in future works. Examples include training the network with an explicit dimensionality term in the loss function or implicitly via a highly variable “target” network as in [26, 12]. Indeed, we have used only a single, basic type of “vanilla RNN” network model, and extensions toward more complex models is important if we are to generalize our findings to other machine learning settings, and to make more confident predictions about the brain’s circuits.
Taken together, we find that chaos is a flexible (allowing for classification in all regimes) as well as functional (enabling classification of low-dimensional inputs) mechanism for RNNs learning to perform classification. The observation that stochastic gradient descent naturally promotes dimensionality compression sheds light on its surprising success in generalizing well (see [25, 1, 32] for other approaches to explaining this). These findings also lend support for the hypothesis that low-dimensional representations in the brain arise naturally from synaptic modifications driven by learning, and highlight a scenario where chaotic variability and salient low-dimensional structure coexist (see [27] for a more detailed discussion of this phenomenon).

**Methods**

**Model and Task.** The model is a recurrent neural network RNN with one hidden layer trained to perform a delayed classification task (Figure 1a). The primary observables of interest are the activations \( h_t \) of the hidden layer units at each time step \( t \) as the network solves the task presented to it. The equation for \( h_t \) is

\[
h_t = \phi \left( W^{rec}h_{t-1} + x_t + b^{in} \right)
\]

where \( W^{rec} \) is the matrix of recurrent connection weights, \( x_t \) is the input, and \( b^{in} \) is a bias term. The nonlinearity \( \phi \) is taken to be \( \phi = \tanh \). The network is initialized to have zero activation, \( h_{-1} = 0 \). We write \( N \) as the number of hidden units, so for fixed \( t \) we have \( h_t \in \mathbb{R}^N \).

The output of the network is

\[
o_t = W^{out}h_t + b^{out}.
\]

The output \( o = o_{true} \) at the evaluation timestep is passed to a categorical cross-entropy loss function to produce a scalar loss signal to be minimized. The equation for this loss is \( \text{CCE}(o, k) = \log(p_k) \)

where \( p_k = \exp(o_k) / \left( \sum_j \exp(o_j) \right) \) represents the probability that \( o \) indicates class \( k \). This loss is used to update the recurrent weights \( W^{rec} \) and the output weights \( W^{out} \) via backpropagation-through-time using the pytorch 0.4.1 implementation of the RMSProp optimization scheme with a batch size of 10 and learning rate of .001 (loss is summed over the batch). We reduce the learning rate through the training process via a reduce-on-plateau strategy. When the loss fails to decrease by more than \( 1 \times 10^{-7} \) for five epochs in a row, the learning rate is halved. This conservative but fairly standard “reduce only when necessary” approach to the learning rate is meant to help ensure that the quantities we measure over training plateau for reasons other than a vanishing learning rate, while still allowing the network to find the best solution it is able to. The trends and measures analyzed are qualitatively robust to small changes in the learning parameters. Perhaps the most sensitive parameter is the learning rate, which directly impacts the strength of the network’s compression and the degree to which Lyapunov exponents are pushed negative. In some cases, halving the learning rate is enough to make the compression phenomenon in Figure 3e considerably fainter, while doubling it can have a strong effect in inhibiting the dimensionality expansion. Considering the learning rate’s primary role in our estimated equation for compression, this sensitivity is not surprising. We found our choice of learning rate to roughly maximize the testing accuracy of the networks.

The network receives a static input for a number of timesteps (the input period), and is then asked to classify this input after a delay period. In our simulations, the input period is 1 timestep and the delay period is 9 timesteps, after which comes an evaluation period of 1 timestep. Details about the input, delay, and evaluation periods are described in the main text.

The inputs consist of isotropic gaussian clusters distributed randomly through an ambient space of dimension \( d \), where each cluster’s covariance is the \( d \times d \) matrix \( \sigma^2 I \). The means of the clusters are distributed uniformly at random in a \( d \)-dimensional hypercube of side length \( \ell = 4 \) centered at the origin, with a minimum separation \( s \) between means being enforced to ensure that clusters do not overlap. Here \( \ell \) is chosen so that the average magnitude of the scalar elements of all the input samples is \( \sim 1 \) (we found this value to roughly maximize the performance of both the edge-of-chaos and strongly chaotic networks). The minimum separation \( s \) is chosen so that all points belonging to a cluster fall within a distance \( s \) of the mean with a confidence of 99.9999% (i.e. the clusters are non-overlapping with probability close to 1). To form an input sample \( x \), we first select a center
draw \( \mathbf{x} \) from the isotropic Gaussian distribution centered at \( c \) (which is contained in the ambient space of the input). This is commonly expressed by the notation \( \mathbf{x} \sim \mathcal{N}(c, \sigma^2 I) \). In our case, we choose a standard deviation of \( \sigma = 0.02 \). To embed these inputs in the \( N \)-dimensional space of the recurrent units, we multiply the inputs by an orthogonal transformation. In our simulations, we consider the case of 60 clusters, \( \#C = 60 \). Each cluster center is randomly associated with one of two class labels (30 clusters for each label), and the training samples drawn from this cluster are assigned this label. After training, new samples are always drawn, so the network never sees the same training example twice. Test inputs are drawn from the same distribution and have not been seen by the network during training. Our results are not sensitive to small changes in the above parameters.

The (intrinsic) dynamics of the network depend primarily on \( W^{rec} \). Strong random coupling between recurrent units leads to chaotic dynamics, whereas weak random coupling results in dynamics that converge onto stable attractors (for large networks these attractors are typically fixed points; see the seminal work by Sompolinsky, Crisanti, and Sommers [47] for an analysis of a rate model network with similar properties). We investigate these dynamical regimes by initializing \( W^{rec} \) as \( W^{rec} = (1-\varepsilon)I + \varepsilon J \) where \( \varepsilon = .01 \) sets the timescale of the dynamics to be slow (so that the discrete update Equation (4) produces visually smooth trajectories). The matrix \( J \) has normally distributed entries that scale in magnitude with a coupling strength parameter \( \gamma \). \( J_{ij} \sim \mathcal{N}(0, \gamma^2 / N) \). The first regime we consider is at the “edge of chaos” with \( \gamma = 20 \), where the network is weakly chaotic before training and dynamically stable after training. The second regime we consider is “strongly chaotic” with \( \gamma = 250 \), where the dynamics are chaotic both before and after training. While our equations are not identical to those analyzed in [47], we find that the trajectories produced and qualitative properties are similar. In particular, the top Lyapunov exponent of our system grows with the gain \( \gamma \). In terms of the top Lyapunov exponent, a value of \( \gamma = 20 \) in our model roughly corresponds to a gain of 2 in the Sompolinsky rate model, while \( \gamma = 250 \) corresponds to a gain of about 5. The second regime we consider is “strongly chaotic” with \( \gamma = 250 \), where the dynamics are chaotic both before and after training.

The input is transformed by a random \( N \times d \) orthogonal transformation, where each column has norm \( 0.4 / \sqrt{d} \) (this transformation preserves the geometry of the inputs). The one exception is input given to two neurons in the network, where the input is transformed by a matrix with 1 in the (1, 1) and (2, 2) position, and zero everywhere else. The output weights are initialized as a random matrix \( J' \) where \( J'_{ij} \sim \mathcal{N}(0, d^2 / N) \).

To plot snapshots in time (e.g. Figure 2f), we compute, independently at each time point, the principal component vectors of the network’s responses to the inputs. This means we have a new set of principal component vectors at each time point, and each of these principal vectors is determined only up to sign. To align the points from one time point to the next, we take the signs of the principal vectors that maximize the overlaps between the two time points.

**Measures.** The degree of chaos present in the network is measured through numerical estimates of Lyapunov exponents. For a dynamical map \( h_{t+1} = f(h_t) \), the Lyapunov exponents \( \chi \) are defined as

\[
\chi(h_0, \delta h_0) = \lim_{t \to \infty} \frac{1}{t} \ln \frac{\| \delta h_{t+1} \|}{\| \delta h_0 \|} = \lim_{t \to \infty} \frac{1}{t} \ln \| f'(h_t) \cdots f'(h_0) \delta h_0 \| .
\]

where \( h_0 \) is the initial condition for a trajectory and \( \delta h_0 \) is a perturbation of \( h_0 \) in a particular direction. The vector \( \delta h_{t+1} \) arises from evolving the perturbation \( \delta h_0 \) forward in time. The equation measures the rate of expansion/contraction of the neighboring trajectory induced by \( \delta h_0 \) as the dynamics run forward (Figure 5b). For a particular trajectory with initial condition \( h_0 \), there are \( N \) Lyapunov exponents (since the system is \( N \)-dimensional), depending on choice of \( \delta h_0 \). The largest exponent \( \chi_1 \) has particular importance, as \( \chi_1 > 0 \) indicates chaotic dynamics, and \( \chi_1 < 0 \) indicates contraction to stable fixed points or stable limit cycles. Since different initial conditions can converge onto different attractors, the Lyapunov exponents can differ with choice of \( h_0 \). In practice, we find these differences to be small. When we report exponents, we show standard error of the mean over ten randomly chosen initial conditions \( h_0 \). We use the discrete \( QR \) method to numerically compute the exponents [13, 17].
To characterize the inputs, as well as the network responses to these inputs, we measure their effective dimensionalities (see [23] for an introduction of the measure in physics, and [43] for the first use in computational neuroscience). The equation for the effective dimensionality of a set of $S$ points $\mathbf{V} = [v_{si}] \in \mathbb{R}^{S \times d}$ with ambient dimension $d$ is

$$D_{PR}(\mathbf{V}) = \frac{\text{Tr}(C)}{\text{Tr}(C^2)} = \left( \sum_{i=1}^{N} \tilde{\lambda}_i^2 \right)^{-1}$$

where $C_{ij} = \langle v_{si} v_{sj} \rangle_s - \langle v_{si} \rangle_s \langle v_{sj} \rangle_s$ is the covariance matrix of $\mathbf{V}$ and the $\tilde{\lambda}_i = \lambda_i / \sum_j \lambda_j$ are the normalized eigenvalues of $C$. A visual intuition for this quantity is shown in Figure 5. To measure the effective dimensionality of the network representation, at each time point $t$ we compute Equation (5) with covariance matrix $C_{ij}(t) = \langle h_{i}(t) h_{j}(t) \rangle_s - \langle h_{i}(t) \rangle_s \langle h_{j}(t) \rangle_s$ where $\langle \cdot \rangle_s$ denotes an average over input samples. Here we have written $h(t)$ instead of $h_t$ to avoid confusion with the other index of $h$. Note that this quantity is time-dependent, i.e. we get a covariance matrix $C = C(t)$ for each time point $t$ and corresponding participation ratio $D_{PR} = D_{PR}(t)$.
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Supplementary material

Additional figures.

Figure 6: Example of noise in output weights driving compression of the hidden representation in a linear network with two hidden layer units. The equation for the network is $h = Wx + b$ with output $o = w^T h$. The input weights (red) are initialized to the $2 \times 2$ identity matrix, and bias is initialized as $(1, 0)$. The inputs are placed on a grid from $x = -1$ to $x = 2$ and from $y = -3$ to $y = 3$ (not shown). Network output $o$ is trained to minimize the squared error loss $0.5(o - 1)^2$. Input samples are chosen randomly, and input weights are updated via stochastic gradient descent with batch size 1.

a. Top: Diagram of network where input weights are trained and output weights are fixed. Bottom: Diagram of network where input weights are trained and output weights are normally distributed with mean $(1, 0)$ and covariance $0.05I$. In the figure, $\eta$ represents additive white noise. Middle: hidden unit responses (blue circles) to the inputs before training (iteration 0). Red dot denotes the output weight vector, and the blue line is the affine subspace of points that $w$ maps to 1.

b. Evolution of the hidden layer response to inputs (representation) as input weights are trained. Top: Representation of the network where output weights are fixed. The iteration number denotes the number of training samples that have been used to update the weights. Activations compress to the space orthogonal to $w$, shifted by $(1, 0)$. Bottom: Representation of the network where output weights are randomly drawn at every input sample presentation. Activations compress to a compact, localized space. The direction of compression is both along and orthogonal to $w$.
Figure 7: Effective dimensionalities of the trained network responses to inputs distributed in $N$-dimensional ambient space, measured at the evaluation time $t_{eval} = 10$. Error bars denote two standard deviations of three initializations of task and networks (in all panels they are too small to see).  


b. Edge-of-chaos networks. Green: Effective dimensionality of the network representation as a function of the number of class labels. Black: Effective dimensionality of points distributed uniformly at random in an $N$-dimensional ball. The number of points drawn is determined by the number of class labels. This is to roughly measure what the effective dimensionality of the network would be if it formed a fixed point for every class label, and distributed these fixed points randomly in space.


d. Strongly chaotic networks. Legend as in b.
Theoretical arguments for compression. Here we show the full steps of the derivation of the compression result Equation (3). Our assumptions again are of a linear, single-layer, feedforward network \( h = W^{in} x + b \) with scalar output \( o = w^{T} h \). The loss for this network is \( L_{W}(x) = 0.5 (o - o_{\text{target}})^{2} \), where \( o_{\text{target}} \) encodes the class label for input sample \( x \). The update rule for \( W^{in} \) after presentation of the random input sample \( x \) (i.e. batch size 1) is then \( W^{in} \leftarrow W^{in} + \delta W^{in} \) where

\[
\delta W^{in} = -\eta (o - o_{\text{target}}) w x^{T},
\]

and the update for the bias is \( b \leftarrow b + \delta b \) where

\[
\delta b = -\eta (o - o_{\text{target}}) w.
\]

Here \( \eta \) is the learning rate for the gradient descent routine and \( w x^{T} \) is the outer product of \( w \) and \( x \).

We suppose that \( h \) is a random variable and compute statistics of \( h + \delta h \) induced by the update rule Equations (6) and (7). Instead of updating the output weights \( w \) via gradient descent, we instead assume that \( w \) is normally distributed with mean \( \langle w \rangle = \mu_{w} e_{1} \) and covariance \( C_{w} = \sigma_{w}^{2} I \) (the choice of mean doesn’t result in loss of generality, since we can always rotate our coordinate system). We further assume that (1) \( C_{h} \) is diagonal, (2) \( h \) is independent of \( w \), and (3) the norm \( \| x \| \) of the input is constant. (These assumptions are satisfied, for instance, by a \( 3 \times 3 \) input matrix \( W^{in} = I \), zero bias, and \( x \) uniformly distributed on the 3-dimensional unit sphere with first coordinate \( x_{1} = 1/\sqrt{3} \).)

Our goal is to compute \( C_{h + \delta h} \) and relate it to \( C_{h} \). We start by computing that

\[
h + \delta h = h + \delta W^{in} x + \delta b = h - \eta (o - o_{\text{target}}) w x^{T} x - \eta (o - o_{\text{target}}) w
\]

\[
= h - \eta \left(1 + \| x \|^{2}\right) (w^{T} h - o_{\text{target}}) w
\]

\[
= h - \eta \left(1 + \| x \|^{2}\right) (w w^{T} h - o_{\text{target}} w)
\]

Let \( \alpha = 1 + \| x \|^{2} \) for convenience. Using that \( \alpha \) is constant, we compute

\[
\langle (h + \delta h)(h + \delta h)^{T} \rangle = \langle (h - \eta a (w w^{T} h - o_{\text{target}} w)) (h - \eta a (w w^{T} h - o_{\text{target}} w))^{T} \rangle
\]

\[
= \langle (h - \eta a (w w^{T} h - o_{\text{target}} w)) (h^{T} - \eta a (w w^{T} h - o_{\text{target}} w)) \rangle
\]

\[
= \langle hh^{T} - \eta a (w w^{T} h - o_{\text{target}} w) h^{T} \rangle - \eta a (w w^{T} h h^{T} - o_{\text{target}} w h^{T}) + O (\eta^{2})
\]

\[
= \langle hh^{T} \rangle - \eta a \langle w w^{T} h w^{T} - o_{\text{target}} w h^{T} \rangle + O (\eta^{2})
\]

\[
= \langle hh^{T} \rangle - \eta a \langle w w^{T} h w^{T} + w w^{T} h w^{T} \rangle + O (\eta^{2})
\]

\[
= \langle hh^{T} \rangle - \eta a \langle hh^{T} \rangle + O (\eta^{2})
\]

\[
+ o_{\text{target}} \eta a \langle w w^{T} h w^{T} \rangle + O (\eta^{2})
\]

\[
= \langle hh^{T} \rangle - \eta \langle hh^{T} \rangle + O (\eta^{2})
\]

\[
+ o_{\text{target}} \eta a \langle w w^{T} h w^{T} \rangle + O (\eta^{2})
\]
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Now we compute

\[
(\delta h, h + \delta h)^T = (h - \eta a (\langle \omega \omega^T \rangle h - \omega_{\text{target}} \langle \omega \rangle)) (h - \eta a (\langle \omega \omega^T \rangle h - \omega_{\text{target}} \langle \omega \rangle))^T
\]

\[
= (h - \eta a (\langle \omega \omega^T \rangle h - \omega_{\text{target}} \langle \omega \rangle)) \left( (h - \eta a (\langle \omega \omega^T \rangle h - \omega_{\text{target}} \langle \omega \rangle))^T - \omega_{\text{target}} \langle \omega \rangle h^T \right)
\]

\[
- \eta a \left( \langle \omega \omega^T \rangle h^T \langle \omega \rangle - \omega_{\text{target}} \langle \omega \rangle (\langle \omega \rangle h^T) + O(\eta^2) \right)
\]

\[
= (h - \eta a (\langle \omega \omega^T \rangle h - \omega_{\text{target}} \langle \omega \rangle))^T - \eta a \left( \langle \omega \omega^T \rangle h^T + \omega_{\text{target}} \langle \omega \rangle (\langle \omega \rangle h^T) \right) + O(\eta^2)
\]

\[
+ \omega_{\text{target}} \eta a (\langle \omega \rangle h^T + \langle \omega \rangle (\langle \omega \rangle h^T)) + O(\eta^2)
\]

Putting these together and using our assumptions of diagonal covariances,

\[
C_{h + \delta h} = (h + \delta h)(h + \delta h)^T - (h + \delta h)^T (h + \delta h)
\]

\[
= \langle h h^T \rangle - \langle h \rangle (\langle h \rangle)^T
\]

\[
- \eta a \left( \langle h h^T \rangle \langle \omega \omega^T \rangle + \langle \omega \omega^T \rangle (\langle h h^T \rangle), \langle h \rangle \rangle - \left( \langle h \rangle (\langle h \rangle)^T \langle \omega \omega^T \rangle + \langle \omega \rangle \langle \omega \rangle (\langle h \rangle)^T \right) \right)
\]

\[
+ O(\eta^2).
\]

\[
= \langle h h^T \rangle - \langle h \rangle (\langle h \rangle)^T
\]

\[
- \eta a \left( \langle h h^T \rangle - \langle h \rangle (\langle h \rangle)^T \langle \omega \omega^T \rangle + \langle \omega \omega^T \rangle (\langle h h^T \rangle - \langle h \rangle (\langle h \rangle)^T) \right) + O(\eta^2)
\]

\[
= C_h - \eta a C_h \langle \omega \omega^T \rangle + \omega_{\text{target}} \langle \omega \rangle (\langle h \rangle)^T + O(\eta^2)
\]

\[
= C_h - 2\eta a \langle \omega \omega^T \rangle C_h + O(\eta^2)
\]

\[
= (I - 2\eta a \langle \omega \omega^T \rangle) C_h + O(\eta^2).
\]

This matrix is diagonal (up to order \(O(\eta^2)\)), with diagonal entries

\[
\text{var}(h_k + \delta h_k) = \alpha_k \text{var}(h_k) + O(\eta^2)
\]

(8)

where \(\alpha_1 = 1 - 2\eta \left( 1 + \|x\|^2 \right) \sigma_w^2 + \mu_w^2\) and \(\alpha_k = 1 - 2\eta \left( 1 + \|x\|^2 \right) \sigma_w^2\) for \(1 < k \leq N\).

Note that, while we started with the assumption of independence of \(h\) and \(w\), the hidden state generally becomes increasingly more correlated with \(w\) over training, so that our arguments only hold for the first iterations of training.