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Abstract 
Understanding speech can pose a challenge, especially when speech is perceived as 

degraded, for example when using a hearing aid. Findings on brain dynamics involved in 

degraded speech comprehension are mixed. We therefore investigated the effects of 

degraded continuous speech on three measures: intelligibility, theta synchronization, and 

alpha power.  Additionally, we tested another commonly experienced degradation, namely 

that of blurred vision during visual speech perception (lip reading). Participants listened to 

unimodal auditory speech and watched unimodal visual speech with three different levels of 

degradation in a behavioural and an MEG experiment.  In the auditory condition, intelligibility 

declined with declining clarity, implemented by fewer vocoding channels. Theta speech-brain 

synchronization increased with lower clarity in left auditory regions, while alpha power showed 

a widespread decrease. We assume that listening effort, which should be strongest for 

challenging conditions, led to both effects. The idea of a common process driving both 

measures is also consistent with the finding that increased synchronization (for stronger 

degradation) was associated with lower alpha power, mainly in right temporal regions.  In the 

visual condition, intelligibility declined with increasing blurriness of the speaker’s face. Theta 

lip-brain synchronization in bilateral visual areas decreased with degradation, while alpha 

power did not change, indicating that the blurry visual stimulus could not be compensated for 

by neural mechanisms. Together, these findings illustrate multi-layered neural mechanisms of 

degraded auditory and visual speech comprehension and suggest fundamental differences 

between both modalities. 
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Introduction 
Understanding speech can be challenging in normal acoustic environments (e.g. 

background noise) or due to hearing damage. To compensate for the inferior signal-to-noise 

ratio of the acoustic information, reaching the central auditory system, people might allocate 

more attention to the incoming sounds. Accordingly, processing of degraded speech relies on 

allocated attention while processing of clear speech is not depending on attention (Wild et al. 

2012). Likewise, subjective listening effort increases for speech sounds with fewer acoustic 

details or lower predictiveness (Wöstmann et al. 2015). This top-down process to improve 

listening performance has been linked to neural oscillations in the alpha (8-12 Hz) frequency 

range. While attentional demands often lead to alpha power reductions for auditory tasks (Frey 

et al. 2014; Weisz et al. 2014; Wöstmann et al. 2016), the findings concerning alpha power 

modulation in response to degraded speech are mixed. Some studies report enhanced alpha 

power for degraded auditory stimuli (Obleser et al. 2012; Obleser and Weisz 2012), while 

others report the opposite pattern (McMahon et al. 2016; Miles et al. 2017). These seeming 

inconsistencies may be due to variations in experimental demands and stimulus material, with 

simple stimuli (digits or single words) used in the former studies and more complex and longer 

stimuli (sentences) in the latter.  

Besides the neuronal responses caused by task demands, listening to speech also 

elicits spontaneous temporal synchronization of auditory cortical activity to the speech sound.  

Different frequency bands of the speech signal are assigned different roles, with theta (4-7 

Hz) capturing the syllable structure (Greenberg 1998; Poeppel 2003) and neuronal 

synchronization with the theta band is a crucial process for the segmentation of the continuous 

speech sound (Ghitza 2012; Luo and Poeppel 2007; Teng et al. 2018). This synchronization 

between speech and brain signals is often called speech entrainment or speech tracking, (see 

however Alexandrou et al. 2018) and can be calculated using different measures such as 

coherence (Hauswald et al. 2018), mutual information (Gross et al. 2013; A. Keitel et al. 2018), 

inter-trial correlation (Ding et al. 2014), dissimilarity index (Luo and Poeppel 2007) or temporal 

response functions (TRF, Crosse et al. 2016; Ding and Simon 2012a). Similar to the alpha 

rhythm, theta speech tracking is modulated by attention as well as degradation of the speech 

signal with studies providing mixed findings:  

Reduced synchronization in this frequency range is linked to reduced intelligibility 

either investigated via vocoding (Ding et al. 2014; Luo and Poeppel 2007), time-reversed 

presentation (Gross et al. 2013; Howard and Poeppel 2010) or externally applied stimulation 

(Riecke et al. 2018; Zoefel et al. 2018). However, using other measures or experimental 

procedures show a different pattern: using TFR yields higher M50 and delta synchronization 

is enhanced for degraded stimuli compared to unaltered stimuli in quiet environment (Ding et 

al. 2014) and non-native speakers show higher speech entrainment than native-speakers 
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presumably mediated by the higher effort (Song and Iverson 2018). Similarly, multi-speaker 

and auditory spatial attention studies using sentences or narratives have repeatedly found 

stronger speech tracking for attended compared to unattended speech (Ding and Simon 

2012b; Rimmele et al. 2015) in and nearby auditory cortices (Horton et al. 2013; Zion Golumbic 

et al. 2013). The enhanced speech representation is positively linked to alpha lateralization, 

an index of attending to a specific location (Kerlin et al. 2010). Interestingly, shorter (e.g. digits) 

(Wöstmann et al. 2016) and degraded sounds (Rimmele et al. 2015) do not seem to lead to 

attention-enhanced tracking.  

Besides the many studies dedicated to the effects of degraded acoustic speech 

signals, the visual modality has received less attention. Although degraded vision is a reality 

for a large number of people, for example due to a loss of acuity with aging (Rooth 2017), very 

few studies investigated the effects on visual speech processing. As expected from degraded 

acoustic speech studies, also blurred visual speech leads to a decline in lip reading 

performance of unimodal visual speech in younger and older adults (Tye-Murray et al. 2016). 

Visual mouth movements during speech contain two features, first, the movement onsets, 

which provide information about the timing of upcoming syllables, and second, the lips, tongue 

and teeth provide information about place and manner of articulation, thereby constraining 

lexical selection (Peelle and Sommers 2015). We assume that degradation of the visual 

stimulus affects these two features differently, with place and manner of articulation being 

more quickly affected while timing information is preserved even with strongly blurred visual 

speech.  

EEG and MEG studies show that similarly to speech-brain synchronization in auditory regions 

for acoustic speech, visual cortical regions synchronize to the lip movements in low 

frequencies (Giordano et al. 2017; Hauswald et al. 2018; Park et al. 2016). To the best of our 

knowledge, no study investigated the influence of parametrically degraded visual speech 

signals on synchronization with the brain or the spontaneously eclicited alpha power.  

 

In sum, several studies suggest that degradation of sounds will lead to more attention to 

compensate for the lower signal-to-noise ratio. At the same time, other studies propose that 

alpha power as well as speech tracking should be modulated by attention. Auditory spatial 

selective attention produces alpha lateralization (contralateral decrease and ipsilateral 

increase of alpha due to the crossing of the main fibers) that is stronger for attended sounds. 

Speech entrainment is similarly modulated as it gets stronger for attended sounds. Taken 

together, these lines of research suggest degraded sounds elicit more attention which in 

turns elicits stronger alpha modulation and stronger speech tracking. We investigated this, 

using degraded but intelligible continuous acoustic speech and magnetoencephalographic 

recordings. We further investigated effects of degradation of unimodal visual speech using 
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the same measures. We do not statistically compare our measures to these ecologically 

valid auditory and visual degradations due to the different nature of the manipulations. 
 

  

Methods 
Participants 
  Twenty-eight people participated in the study (female=17, male=11). Mean age was 

23.82 years (SD = 3.712), with a range between 19 and 37 years. We recruited only German 

native speakers and people who were eligible for MEG recordings, i.e. without non-removable 

ferromagnetic metals in or close to the body. Participants provided informed consent and were 

compensated monetarily or via course credit. Participation was voluntary and in line with the 

declaration of Helsinki and the statutes of the University of Salzburg. The study was 

preregistered at OSF (https://osf.io/dpt34/). 

  

Stimuli 
For the MEG recording, uni-modal video and audio files were created from audio-visual 

recordings of a female speaker reading Goethe’s “Das Märchen” (1795) from a teleprompter, 

which was located behind the camera in a distance that minimized eye movements. The 

recordings were obtained using a digital camera (FS100, Sony Corporation) with H.264 codec 

in 1280 * 1080 pixels with a frame rate of 50 Hz. The view on the speaker was frontal. We 

created 24 unimodal audio files and 24 corresponding unimodal video files. Stimuli lengths 

varied between approx. 30 s and approx. 3 min, with two stimuli of 15 s, 30 s, 60 s, 90 s, 120 

s, 150 s, and 12 of 180 s. Each stimulus ended with a two-syllable noun within the last four 

words. In order to keep participants’ attention on the stimulation, we asked participants after 

each stimulus to choose from two presented two-syllable nouns the one that had occurred 

within the end of the last sentence. The syllable rate of the stimuli varied between 4.1 and 4.5 

Hz with a mean of 4.3 Hz. 

 Vocoding of all audio stimuli was done using the vocoder toolbox for Matlab (Gaudrain 

and Başkent 2015) and we created conditions with 7 and 3 channels (fig. 1A). For the 

vocoding, the waveform of each audio stimulus was passed through two Butterworth analysis 

filters (for 7 and 3 channels) with a range of 200-7000 Hz, representing equal distances along 

the basilar membrane. Amplitude envelope extraction was done with half-wave rectification 

and low-pass filtering at 250 Hz. The envelopes were then normalized in each channel and 

multiplied with the carrier.  Then, they were filtered in the band, and the RMS of the resulting 

signal was adjusted to that of the original signal filtered in that same band. To reduce visual 

detail, videos were blurred using an image-processing filter in  Matlab-based Psychtoolbox 
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(Brainard 1997; Kleiner et al. 2007; Pelli 1997). Therefore, we filtered the videos with a 

Gaussian smoothing kernel width of 91 and standard deviations of 12 and 18 (fig. 1D). 

Unimodal stimuli were presented to the participants in three consecutive audio-only 

blocks and three consecutive video-only blocks via in-ear-phones and a projector system 

respectively. The order of video and audio blocks was balanced. Each block contained 4 

stimuli which where presented either in an unaltered version or in one of the two degraded 

versions. The order of the stimuli was random and did not follow the order of the original story. 

The assignment of stimuli to conditions was controlled in order to obtain similar overall length 

of stimulus presentation (approx. 400 s) for each modality and degradation levels. We 

instructed participants to attend to the speech which they would either see or hear. In order to 

keep participants’ attention on the stimulation a behavioral response was required after each 

stimulus. At the end of each stimulus, a target and a distractor word would appear next to each 

other. The participants were asked to decide which of the words was presented as the last 

noun and within the last four words by pressing the button on the side of the response pad 

that matched the presentation side of the word they chose (fig. 1B). Presentation side of target 

and distractor words was random. Following the response, they could self-initiate the next trial 

via a button press. Each block was followed by a short self-determined break. This procedure 

resulted in only four responses per condition and therefore we added a behavioral experiment 

following all six blocks, to assess performance. Responses were acquired via a response pad.  

 

For this additional behavioural experiment, we used 48 unimodal video and audio stimuli of a 

different female speaker reading Antoiné St. Exupery’s “The little prince” (1943). Each stimulus 

contained a single sentence with a two-syllable noun (target word) within the last four words. 

We created a list of different two-syllable nouns (distractor words) which we also drew from 

“The little prince” but were not presented during the stimulation. Similar to the main 

experiment, participants had to choose between two alternatives and the chance level was 

50%. The behavioural stimuli were manipulated in the same way as the stimuli for the MEG 

experiment. Stimulus presentation was controlled using in-house wrapper functions 

(https://gitlab.com/thht/th_ptb) for the MATLAB-based Psychtoolbox (Brainard 1997; Kleiner 

et al. 2007; Pelli 1997). 

 

  

Data acquisition and analyses 

Extraction of acoustic speech envelope  

We extracted the acoustic speech envelope using the Chimera toolbox by Delguette 

and colleagues (http://research.meei.harvard.edu/chimera/More.html) where nine frequency 

bands in the range of 100 – 10000 Hz were constructed as equidistant on the cochlear map 
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(Chandrasekaran et al. 2009; Gross et al. 2013; Smith et al. 2002). Sound stimuli were band-

pass filtered (forward and reverse) in these bands using a 4th-order Butterworth filter. For each 

band, envelopes were calculated as absolute values of the Hilbert transform and were 

averaged across bands to obtain the full-band envelope that was used for coherence analysis. 

We did this for all three conditions (original, 7-chan, 3-chan) resulting in highly similar 

envelopes for those conditions (fig. 1A). 

 

Extraction of lip area  

We extracted the movement of the mouth throughout the nonblurred videos as done 

in Park et al. (2016). For every video frame, the outer contour of the lips was recognised using 

the contrast between lip color and the rest of the face. The area of this 2-D shape (“lip area”) 

was then calculated and expressed as a time series for each video. This signal was used to 

calculate coherence measures with brain activity. 

 

MEG acquisition and preprocessing 

Data acquisition and analyses closely resembles with minor exceptions the one 

described in Hauswald et al. (2018). MEG was recorded at a sampling rate of 1 kHz using a 

306-channel (204 first order planar gradiometers) Triux MEG system (Elekta-Neuromag Ltd., 

Helsinki, Finland) in a magnetically shielded room (AK3B, Vakuumschmelze, Hanau, 

Germany). The MEG signal was online high-pass and low-pass filtered at 0.1 Hz and 330 Hz, 

respectively. Prior to the experiment, individual head shapes were digitized for each participant 

including fiducials (nasion, pre-auricular points) and around 300 points on the scalp using a 

Polhemus Fastrak digitizer (Polhemus, Vermont, USA). We use a signal space separation 

algorithm provided by the MEG manufacturer and implemented in the Maxfilter program 

(version 2.2.15) to remove external noise from the MEG signal (mainly 16.6 Hz, and 50Hz plus 

harmonics) and realign data to a common standard head position (across different blocks 

based on the measured head position at the beginning of each block. 

Data were analyzed offline using the Fieldtrip toolbox (Oostenveld et al. 2011). First, a high-

pass filter at 1 Hz (6th order Butterworth IIR) was applied to continuous MEG data. Then, trials 

were defined according to the duration of each stimulus and cut into segments of two seconds 

to increase signal-to-noise ratio. As we were interested in frequency bands below 20 Hz and 

in order to save computational power, we resampled the data to 150 Hz. Independent 

component analysis was applied separately for visual and auditory blocks and we then 

identified components corresponding to blinks and eye movements and cardiac activity and 

removed them. On average 3.25 (SD: 1.143) components were removed for auditory blocks 

and 3.25 (SD: 1.005) for visual blocks. Sensor space data were projected to source space 

using linearly constrained minimum variance beamformer filters (Van Veen et al. 1997) and 
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further analysis was performed on the obtained time-series of each brain voxel 

(http://www.fieldtriptoolbox.org/tutorial/shared/virtual_sensors). To transform the data into 

source space, we used a template structural magnetic resonance image (MRI) from Montreal 

Neurological Institute (MNI) and warped it to the subject's head shape (Polhemus points) to 

optimally match the individual fiducials and headshape landmarks. This procedure is part of 

the standard SPM (http://www.fil.ion.ucl.ac.uk/spm/) procedure of canonical brain localization 

(Mattout et al. 2007). 

 A 3D grid covering the entire brain volume (resolution of 1 cm) was created based on the 

standard MNI template MRI. The MNI space equidistantly placed grid was then morphed to 

individual headspace. Finally, we used a mask to keep only the voxels corresponding to the 

grey matter (1457 voxels). Using a grid derived from the MNI template allowed us to average 

and compute statistics as each grid point in the warped grid belongs to the same brain region 

across participants, despite different head coordinates. The aligned brain volumes were 

further used to create single-sphere head models and lead field matrices (Nolte 2003). The 

average covariance matrix, the head model and the leadfield matrix were used to calculate 

beamformer filters (regularization factor of 10%). The filters were subsequently multiplied with 

the sensor space trials resulting in single trial time-series in source space. The number of 

epochs across conditions was equalized. 

 

We applied a frequency analysis to data of all three conditions of each modality 

(acoustic: original, 7-chan, 3-chan; visual: original, 12 SD, 18 SD) calculating multitaper 

frequency transformation (dpss taper: 1-45 Hz in 1 Hz steps, 3 Hz smoothing). These values 

were used for the analyses of alpha as well as for the coherence calculation between each 

virtual sensor and the acoustic speech envelope and the lip area. For the three acoustic 

conditions we used the envelopes of the presented acoustic (original, 7-chan, 3-chan) signal. 

For the three visual condition we always used the lip area values from the original, unaltered 

stimuli. As other studies reported the highest correlation between speech signal and brain 

activity occurs with a lag of brain activity after 80 ms (e.g. Wöstmann et al. 2017), we 

introduced a lag of 100 ms between the brain activity and acoustic/visual signal (Gross et al. 

2013; A. Keitel et al. 2018). Then, the coherence between activity at each virtual sensor and 

the acoustic speech envelope during acoustic stimulation and lip area during visual stimulation 

in the frequency spectrum was calculated and averaged across trials. We will refer to the 

coherence between acoustic speech envelope and brain activity as speech-brain coherence 

and between lip area and brain activity as lip-brain coherence. As a sanity check, we 

calculated grand averages of the speech-brain and lip-brain coherence of the original condition 

(nonvocoded speech, nonblurred videos) and localized the sources of the peak activity (4 Hz). 
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This shows that temporal, auditory regions synchronize to acoustic speech (fig. 2A) and visual 

regions to visual speech (fig. 3A).  

 

Statistical analyses 
We analysed the behavioural responses from the behavioural experiment within each 

modality. Due to technical problems, behavioural measures are missing for 3 participants and 

the responses of the remaining 25 participants were analysed. We used dependent samples 

t-tests to compare hit rates between conditions and against chance level (50 %). 

Many studies of speech-brain entrainment analyze the theta frequency band, and to be able 

to compare results and set them into existing context, we chose to do the same. As can be 

seen from the grand average (fig. 2A), the peak was at 4 Hz. We also did all analyses for a 

frequency band around the peak (3-6 Hz), but the patterns did not change and therefore we 

will not report this in more detail. 

For the MEG alpha power and 4-7 Hz coherence data we applied linear regression 

(ft_statfun_depsamplesregrt in fieldtrip) a to test linear modulations of neural measures across 

the three degradation levels. To control for multiple comparisons, a non-parametric Monte-

Carlo randomization test was undertaken (Maris and Oostenveld 2007). The t-test was 

repeated 5000 times on data shuffled across conditions and the largest t-value of a cluster 

coherent in space was kept in memory. The observed clusters were compared against the 

distribution obtained from the randomization procedure and were considered significant when 

their probability was below 5%. Effects were identified in space and the corresponding 

individual coherence and power values were extracted and statistically compared with two-

tailed dependent samples t-tests. Post-hoc t-tests between conditions were corrected for 

multiple comparisons by using the FDR method (Benjamini and Hochberg 1995).		

 

Co-modulation of coherence and alpha:  

For each participant we averaged the values of each condition across the voxels that 

were identified by the significant regression effect for the theta coherence (left temporal for 

speech-brain coherence; bilateral occipital for lip-brain coherence). We then performed a 1st 

level statistics by correlating (Pearson) for each subject individually the theta coherence 

across the three conditions with the alpha power in all voxels. The 2nd level statistics then 

compared those correlational values against zero using monte-carlo cluster permutation (two-

sided, p=0.05, 5000 randomizations) with dependent samples t-tests as test-statistic.  

 

For visualization, source localizations were mapped onto inflated surfaces as implemented in 

FieldTrip. 
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 Results  

Behavioral results 
Unimodal auditory stimulation 

The mean hit rate for original stimuli was 99% (SD: 0.69%) for the original sound files, 

for 7-chan vocoded stimuli 92.5% (SD: 2.04%), and for 3-chan vocoded stimuli 69.44% (SD: 

3.75%). All conditions showed significant above-chance (50%) hit rates (fig. 1C): for 

nonvocoded stimuli t(24) = 70.787, p_fdr = 1.3341e-28, for 7-chan vocoded t(24)=20.821, 

p_fdr=2.1531e-16, and for 3-chan vocoded t(24)=5.333, p_fdr=2.1494e-5. Comparing the 

different vocoding levels with each other showed higher hit rates for nonvocoded stimuli than 

for 7-chan vocoded (t(24)=3.376, p_fdr=0.0025) or 3-chan vocoded stimuli (t(24)=7.632, 

p_fdr=1.437e-7). 7-chan vocoded had higher hit rates than 3-chan vocoded stimuli 

(t(24)=6.2354, p_fdr=2.8733e-6). 

 

Unimodal visual stimulation 
 The mean hit rate for high clarity stimuli (original) was 70% (SD: 3.15%), for medium 

clarity (12 SD) 58.5% (SD: 2.86%), and for low clarity (18 SD) 58.0% (SD: 3.74%). Compared 

to chance level (50%), unaltered videos showed increased hit rates (t(24)=6.358, 

p_fdr=8.5395e-6), as did medium clarity videos (t(24)=2.971, p_fdr=0.02), while this was 

inconclusive for low clarity (t(24)=2.138, p_fdr=0.0515). Comparing the different clarity levels 

with each other showed higher hit rates for high than medium clarity (t(24)=2.588, 

p_fdr=0.0242) or low clarity (t(24)=2.753, p_fdr=0.0221). Hit rates did not show a conclusive 

difference between medium and low clarity (t(24)=0.112, p_fdr=0.912, fig. 1E). 
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Fig 1. A) an exemplary audio file with the corresponding envelope as well as with the envelopes of the 
vocoded audio stimuli presenting either 7 or 3 channels, used in the MEG experiment. B) Example trial 
of unimodel acoustic or visual stimulation. Participants started the presentation self-paced and listened 
to the stimulus during the visual presentation of a fixation cross or watched the video. When the stimulus 
ended, participants were presented with two nouns of which they had to pick the one they perceived in 
the sentence before. C) hit rates in the behavioral experiment during the acoustic presentation. D) static 
example of the different Gaussian blurs applied to the video stimuli used in the MEG experiment. E) hit 
rates in the behavioral experiment during the visual presentation. Dots represent the individual values. 
Bars represent standard error, p_fdr<0.05*, p_fdr<0.01**, p_fdr<0.001***. Photo printed with permission 
of the speaker. 
 
 

 
MEG data 
Unimodal auditory stimulation 

Grand average As a first manipulation check, we located the peak synchronization (4 

Hz) of the un-altered unimodal signal with brain activity. Highest coherence between speech 

and brain activity occurred in bilateral temporal regions (fig. 2A), reflecting the tracking of 

speech in the theta band in auditory and adjacent regions. 
Degradation related effects To investigate the effects of reducing the acoustic 

information, we ran a cluster-corrected regression analysis for the speech-brain coherence (4-

7 Hz) of the 3 conditions (original, 7-chan, 3-chan). A positive effect of degradation between 

4-7 Hz (p=0.014) was located in left middle temporal and parahippocampal regions. In these 

areas, the original audio stimuli lead to the weakest speech-brain coherence, while the stimuli 

with the strongest degradation (3-chan) elicited the strongest speech-brain coherence (Fig. 

2Bi). Listening to the original audio files elicited lower coherence than listening to the 7-chan 
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(t(27)=-3.974, p_fdr=0.0007) or 3-chan version (t(27)=-4.694, p_fdr=0.0002). The two 

vocoded stimuli classes did not show a conclusive difference (t(27)=-1.437, p_fdr=0.1622).  

Given that alpha is a proxy of listening efforts, we examined the degradation effect on 8-12 Hz 

power. The regression analysis of alpha power (8-12 Hz) over original, 7-chan and 3-chan 

revealed a negative effect of degradation (p=0.002, fig. 2Bii), with unaltered stimuli eliciting 

higher alpha power than 7-chan vocoding (t(27)=3.6552, p_fdr=0.0011) and 3-chan vocoding 

(t(27)=4.864, p_fdr=0.0001). And higher alpha for 7-chan than for 3-chan vocoded stimuli 

(t(27)=4.0017, p_fdr=0.0007). The effect was widespread and covered most of the brain 

(present in 1295 of 1457 voxel) with maxima in left angular/parietal inferior cortex, left temporal 

middle and inferior cortex, left rolandic operculum,  and right cingulum. 

Co-modulation of coherence and alpha To address the important question whether 

and how speech-brain coherence and alpha power are co-modulated by degrading the 

acoustic stimuli, we calculated correlations: First, we correlated the averaged coherence 

between 4-7 Hz in the left temporal area that showed a significant degradation effect of 

coherence with the whole-brain alpha activity first on an individual level across our three 

conditions and then compared the individual correlation coefficients with zero using cluster-

permutation. This indeed showed that increases of coherence over the three conditions in left 

temporal cortex (original, 7-chan, 3-chan) was co-modulated with decreases of alpha power 

over the the conditions (original, 7-chan, 3-chan) mainly in right rolandic operculum, temporal 

and insular cortex (p=0.002, fig. 2C). 
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Figure 2: A) Frequency spectrum of the speech-brain coherence for original stimuli averaged across all 
voxels. Source estimations for 4 Hz coherence between original audio files and brain activity masked 
at 80% of maximum coherence in bilateral temporal superior, Heschl’s gyrus and rolandic operculum. 
B) i) Left: source localizations of degradation effects on speech-brain coherence (4-7 Hz) during 
acoustic stimulation across three conditions (original, 7-chan, 3-chan) in left temporal and 
parahippocampal regions. Right: individual speech-brain coherence values of the three conditions 
(original, 7-chan, 3-chan) extracted at voxels showing a significant regression effect contrasted with 
each other. ii)) Left: source localizations of degradation effects on alpha power (8-12 Hz) during 
acoustic stimulation across three conditions (original, 7-chan, 3-chan). Right: individual alpha power 
values of the three conditions (original, 7-chan, 3-chan) extracted at voxels showing a significant 
regression effect contrasted with each other. C) Second level statistical contrasting zero with the 
correlations of individual values of the three condition (original, 7-chan, 3-chan) between whole-brain 
alpha power (8-12 Hz) and average speech-brain coherence (4-7 Hz) of left temporal and 
parahippocampal cortex. Dots represent individual values. Bars represent standard error, p_fdr<0.05*, 
p_fdr<0.01**, p_fdr<0.001*** 
 

 

Unimodal visual stimulation 

Grand average As a sanity check, we localized the sources of lip-brain coherence for 

the peak frequencies (4-5 Hz) of the unaltered visual stimuli. Sources were localized in 

occipital areas (fig. 3B). 

Degradation related effects Running a cluster-corrected regression analysis for the 

lip-brain coherence (4-7 Hz) of the 3 conditions (original, 12 SD, 18 SD) during visual 

presentation revealed a negative effect (p=0.002) in bilateral occipital and calcarine regions, 

cuneus, cerebellum (not displayed in figure) and right middle temporal gyrus (fig. 3D). 

Watching the original stimuli elicited the strongest coherence between lip area and brain 

activity compared to the stimuli with medium (12 SD) and low clarity (18 SD). Coherence 

values extracted at voxels with a significant regression effect showed highest values for 
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watching the original stimuli compared to medium clarity (12 SD) (t(27)=3.956, p_fdr=0.0007) 

and low clarity (18 SD) stimuli (t(27)=5.433, p_fdr=2.8608e-5). The medium clear stimuli 

produced higher coherence than the ones with low clarity (t(27)=2.626, p_fdr=0.0141). 

Regression analyses on alpha power did not reveal conclusive differences (p=0.5694). 

Co-modulation of coherence and alpha 1st and 2nd level statistics on the correlation 

between coherence and alpha did not produce conclusive support of a co-modulation 

(p=0.67). 

 

 
Fig. 3: A) Frequency spectrum of the lip-brain coherence for the nonblurred stimuli averaged across all 
voxels. Inlay: Source estimations for 4 Hz coherence between original video files and brain activity 
masked at 80% of maximum coherence. B) Left: source localizations of degradation effects on lip-brain 
coherence (4-7 Hz) during visual stimulation across three conditions (original, 12 SD, 18 SD). Right: 
averaged individual lip-brain coherence values of the three conditions (original, 12 SD, 18 SD) extracted 
at voxels showing an significant degradation effect contrasted with each other. Dots represent individual 
values. Bars represent standard error, p_fdr<0.05*, p_fdr<0.01**, p_fdr<0.001*** 
 

 

Discussion 
As known by previous studies, listening to degraded speech is effortful and increases 

attentional demands (Wild et al. 2012; Wöstmann et al. 2015). We also know that in 

investigations of auditory attention, alpha power is modulated (Frey et al. 2014; Weisz et al. 

2014; Wöstmann et al. 2016) and speech tracking is enhanced for the attended sounds (Ding 

and Simon 2012b; Horton et al. 2013; Rimmele et al. 2015; Zion Golumbic et al. 2013). We 

integrated these findings in the present study, by investigating the effects of degraded speech 

stimuli on coherence between the speech envelope and brain activity and on alpha power 

elicited by the different degradation levels (original, 7-chan, 3-chan).  

To be sure that our manipulation actually affects the intelligibility, we let our participants 

perform a behavioral experiment, after the MEG experiment. This was similar to the MEG 

experiment (with identical degradation levels) but with shorter stimuli, enabling us to assess 

more trials. The data showed that participants decline in performance when the stimuli are 

degraded, which is in line with other studies showing a linear decline in performance 
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(McGettigan et al. 2012; Strelnikov et al. 2011). The exact number of channels needed for 

high performance understanding depends on the stimulus material and the specific 

experimental setup (Dorman et al. 1997; Loizou et al. 1999). For our study, we conclude that 

even the 3-chan condition was challenging yet not completely unintelligible given that 

performance is still higher than expected by chance.  

 

Another important manipulation and analysis check was to see if speech tracking actually 

occurs in and near auditory cortices. An important frequency band of speech tracking is the 

theta band (4-7 Hz) as it is associated with the syllable rate and segments the speech into 

chunks (e.g. Ghitza 2012). We localized the peak (4 Hz) of the speech-brain coherence for 

the unaltered speech stimuli and find that theta coherence elicits bilateral auditory and broader 

temporal regions with a bias to the right hemisphere. This is consistent with other studies 

reporting bilateral but asymmetrical speech representation (Giraud and Poeppel 2012; Lam et 

al. 2018; Poeppel 2003).  

To elucidate if the intelligibility, measured by degradation level, affects the speech tracking, 

measured by speech-brain coherence, we calculated a regression analysis of the 4-7 Hz 

speech-brain coherence across the three conditions. This revealed a left-lateralized source in 

auditory-adjacent cortex in which higher entrainment was associated with a higher level of 

degradation. This finding further highlights the relevance of auditory cortices for speech 

tracking. Increased activation of left temporal regions for degraded but yet intelligible stimuli 

compared to unaltered speech was also reported by Davis and Johnsrude (2003) and 

interpreted as indicating recruitment of compensatory attentional resources. This is also 

consistent with a study showing non-native speakers produce higher delta/theta speech 

entrainment than native-speakers and the authors have also proposed this as reflecting the 

higher effort (Song and Iverson 2018). Further, the M50 of TRF is enhanced for degraded 

stimuli compared to unaltered ones in quiet environment as is delta entrainment, the latter 

again suggested to reflect listening efforts (Ding et al. 2014). Although, other studies have 

reported decreased theta entrainment for degraded speech (Ding et al. 2014; Peelle et al. 

2013; Rimmele et al. 2015), synchronization with the speech signal in both frequency bands 

is enhanced when attended to: multi-speaker and auditory spatial attention studies using 

sentences or narratives have repeatedly found stronger low-frequency (1-7 Hz) speech 

tracking for attended compared to unattended speech (Ding and Simon 2012b; Horton et al. 

2013; Rimmele et al. 2015; Zion Golumbic et al. 2013). 

Another commonly used proxy for cognitive effort is the alpha rhythm. We found widespread 

decreased alpha power for the stimuli with less acoustic information and this decline was 

negatively associated with coherence. Although effects are more focal, auditory spatial 

attention studies also report contralateral alpha decreases (Frey et al. 2014; Weisz et al. 2014; 
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Wöstmann et al. 2016). The pattern of decreasing alpha power is further consistent with other 

studies using degradation of complex speech material as e.g. sentences (McMahon et al. 

2016; Miles et al. 2017). This decrease even occurs when the sentences are not the target 

material but distractors (Wöstmann et al. 2017). However, studies using short and simple 

speech stimuli such as single words (Becker et al. 2013; Obleser and Weisz 2012) or digits 

(Obleser et al. 2012; Wöstmann et al. 2015) report enhanced alpha for stimuli with more  

acoustic detail compared to degraded sounds. This difference in findings might be linked to 

the linguistically more complex nature of the longer speech stimuli as also suggested by (Miles 

et al. 2017).  

Additionally, the long duration of the stimuli (up to 3 min) in our study might also influence their 

processing via a warm-up effect (Dorman et al. 1997). Experimental investigation of this warm 

up effect or perceptual learning effect -changes in sensory processing and sensory guided 

behavior based on prior sensory experience- showed that indeed speech understanding 

increased over time for degraded stimuli (here, 6-chan vocoding; Davis et al. 2005) and that 

this increase was bigger for sentences than for single words (Hervais-Adelman et al. 2008) 

and smallest for very strong (1-chan) or very little (24-chan) vocoding (Sohoglu and Davis 

2016). This leaves us to expect that for our vocoded conditions with 7 and 3 channels, 

perceptual learning took place possibly reflected in the above chance hit rates for the 

degraded conditions but also in the alpha power effects: Perceptual learning has been linked 

with alpha activity (Sigala et al. 2014). Reports of stronger alpha decreases have been 

associated with higher learning success (Freyer et al. 2013) and higher perceptual learning 

occurs for degraded but still intelligible stimuli (Sohoglu and Davis 2016). A similar relationship 

with stronger effects for middle range of degradation also occurs for behavioral and neuronal 

measures: Longest response times were found for difficult to understand acoustic stimuli 

compared to intelligible and completely unintelligible and proposed to reflect listening effort 

(Wu et al. 2016). fMRI showed higher activity for degraded (but intelligible) compared to 

unaltered speech in left temporal cortex (Davis and Johnsrude 2003). The degraded stimuli in 

our study were difficult to understand as shown in the decline of hit rate over conditions, 

however, importantly they were still higher than chance and thus not completely unintelligible. 

Together these findings suggests that our own findings of reduced alpha power for the 

degraded speech stimuli reflect perceptual learning processes of the speech sounds, a 

process that is mediated via attention (Sigala et al. 2014) and that needs some time and 

therefore is more likely to become visible for longer stimulation and is enhanced for the middle 

range of vocoding (Sohoglu and Davis 2016) as there presumably the strongest benefits of 

directed attention or listening effort can be observed. This assumption further integrates well 

with the framework on the characteristics of alpha oscillations in working memory tasks as 

proposed by van Ede (2018). Here, the idea is put forward that alpha power increases for 
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tasks with sensory disengagement, while it decreases for tasks which recruit the sensory 

representation. Our task of asking participants to identify which of two presented words did 

occur within the just heard four last words of a speech stimuli will most likely recruit the sensory 

representation of exactly those few words, thereby leading to an alpha decrease. Within this 

framework, also the different findings concerning alpha can be unified by taking the specific 

task and the resulting demands into account. 

Concerning the degradation of the visual speech, we could replicate previous findings of 

declining performance (Tye-Murray et al. 2016) as well as of theta lip-brain synchronization in 

visual regions (Giordano et al. 2017; Hauswald et al. 2018; Park et al. 2016). In our study, 

performance declined with degradation but did not differ between the two degraded conditions. 

We assume that both blurring conditions degraded the relevant features of visual speech in a 

manner that affected intelligibility comparably. 

Interestingly, unlike in the auditory modality, neural lip-brain synchronization decreased with 

degradation. This linear decrease across conditions suggests that the visual cortex still tracks 

the lip movements better in the less blurry condition - even though this does not translate to a 

behavioral advantage. Thus, considering the behavioral pattern and lip-brain synchronization, 

this indicates that our manipulation affected articulation information (regarding place and 

manner) already with the mild blurring condition, and that this information is crucial for 

intelligibility. On the other hand, the timing information provided by the lip movements that fed 

into the lip-brain synchronization was more robust. Also, unlike in the acoustic modality, no 

alpha power change was found for the different degradation levels. This suggests that 

processes that might compensate to some degree the comprehension of degraded acoustic 

speech are not engaged in the same way for degraded visual speech. For individuals with 

vision problems, this might have consequences for everyday situations where articulatory 

visual information could provide comprehension benefits (such as the visual enhancement of 

speech, Sumby and Pollack 1954). 

 

In sum, prior research shows that i) degraded but intelligible speech enhances attentional 

demand and subjective effort (Wild et al. 2012; Wöstmann et al. 2015), ii) attention enhances 

entrainment (Ding and Simon 2012b; Horton et al. 2013; Rimmele et al. 2015; Zion Golumbic 

et al. 2013) and alpha modulations (Frey et al. 2014; Weisz et al. 2014), iii) listening effort is 

mostly invested for the conditions where perceptual learning can occur, namely perceptual 

learning in the middle range of vocoding (Sohoglu and Davis 2016). In this context, our findings 

of reduced alpha power and enhanced entrainment for degraded but intelligible stimuli, as 

shown by the above chance hit rates, in left temporal cortex fit nicely with these prior reports 

and suggest they are indicative of the effort that is needed to attempt to compensate for the 

degradation. The idea of a common process driving both measures is also consistent with the 
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finding that increasing synchronization (for stronger degradation) is associated with lower 

alpha power, mainly in right temporal regions. The linear decline in hit rate nevertheless shows 

that even with the higher efforts these efforts are not sufficient to reach the level of undegraded 

speech.  

For the unimodal visual condition, we find the strongest synchronization for the non-degraded 

stimulation. This is in line with findings from rhythmic and quasi-rhythmic visual stimulation 

experiments that show that i) the visual cortex faithfully tracks visual dynamics, and ii) this 

tracking is reduced with lower visual contrast (Campbell and Kulikowski 1972; C. Keitel et al. 

2017). We did not find any consistent alpha modulation in response to the visual degradation. 

This lets us assume that the stimulus degradation in the unimodal visual condition -the blurring 

of the lip contour- was not compensated by increasing the attentional demands. It seems that, 

once the articulatory features of mouth movements are impaired, neural attentional 

mechanisms are not recruited to change the perception of visual speech. Overall, our results 

show multi-layered neural mechanisms of degraded auditory and visual speech 

comprehension, with fundamental differences between both modalities. 
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