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Abstract

Modern recording techniques enable large-scale measurements of neural activity in a variety of model organisms. The dynamics of neural activity shed light on how organisms process sensory information and generate motor behavior. Here, we study these dynamics using optical recordings of neural activity in the nematode C. elegans. To understand these data, we develop state space models that decompose neural time-series into segments with simple, linear dynamics. We incorporate these models into a hierarchical framework that combines partial recordings from many worms to learn shared structure, while still allowing for individual variability. This framework reveals latent states of population neural activity, along with the discrete behavioral states that govern dynamics in this state space. We find stochastic transition patterns between discrete states and see that transition probabilities are determined by both current brain activity and sensory cues. Our methods automatically recover transition times that closely match manual labels of different behaviors, such as forward crawling, reversals, and turns. Finally, the resulting model can simulate neural data, faithfully capturing salient patterns of whole brain dynamics seen in real data.
Introduction

New recording technologies are transforming neuroscience, allowing us to measure neural activity, sensory stimuli, and natural behavior with unprecedented scale and precision. Our aim is to discover simplifying structure in these high-dimensional recordings, but the dimensionality and complexity of the data demand new analytical tools to aid in this task. More precisely, modern neuroscientific data is challenging because: it is high-dimensional, consisting of hundreds of simultaneously recorded neurons alongside rich sensory or behavioral covariates; it is noisy and incomplete, limiting our abilities to draw inferences about single subjects or trials; it is complex, with nonlinear dynamics governing the evolution of neural activity; and it is heterogeneous, with dynamics that differ from one subject to the next.

We construct a class of probabilistic state space models designed to handle these challenging features of neural data, and we develop Bayesian inference algorithms to fit these models at scale. We present these models and algorithms via an illustrative application to population recordings of neural activity in the head ganglia of C. elegans collected by Kato et al. [2015] and Nichols et al. [2017].

C. elegans is an ideal test-bed for developing new statistical methodologies. The challenges enumerated above appear even in this simple organism, but they are offset by decades of anatomical and behavioral knowledge as well as an expanding experimental toolkit. Advances in optical imaging techniques enable simultaneous recordings of the majority of head ganglia neurons in awake animals responding to sensory stimuli [Schrödel et al., 2013, Prevedel et al., 2014, Kato et al., 2015, Nichols et al., 2017], and these methods have been extended to enable whole brain recording in freely crawling worms [Venkatachalam et al., 2015, Nguyen et al., 2016] where neural activity can be linked to natural behavior [Scholz et al., 2018]. C. elegans’ stereotyped nervous system of 302 labeled neurons permits recordings to be aligned across many individuals, ameliorating but not eliminating the difficulty of assembling a canonical model of neural dynamics from many partial recordings. Even in the head ganglia of immobilized worms, neural dynamics are still highly nonlinear and characterized by discrete population states [Kato et al., 2015, Costa et al., 2019]. Understanding how brain dynamics such as these change over the course of development and differ between genetic strains is a fundamental goal of neuroscience. The short
life cycle of *C. elegans* and the wealth of genetic tools make it an ideal candidate for studying such questions [Nichols et al., 2017].

We develop a new class of hierarchical recurrent state space models to gain insight into the dynamics of neural activity in the head ganglia of *C. elegans*. We aim to answer four key questions. First, how can we interrogate the state of a neural circuit given a collection of relatively short, noisy, and partial recordings collected across multiple individuals? To do so, we build on a long line of work on dimensionality reduction methods for neural data [Yu et al., 2009, Churchland et al., 2012, Cunningham and Yu, 2014, Kobak et al., 2016, Whiteway and Butts, 2016, Wu et al., 2017, Aoi and Pillow, 2018], especially in the case of multiple partial recordings of the same circuit [Turaga et al., 2013, Soudry et al., 2015].

Second, how can we characterize the dynamics of these latent states? This has been a central focus of the computational neuroscience community and the broader machine learning, signal processing, and statistics communities for many years. Hidden Markov models (HMMs) [Rabiner, 1989] and linear dynamical systems (LDS) [Kalman, 1960] are simple, interpretable state space models well-suited to neural data [Smith and Brown, 2003, Jones et al., 2007, Paninski et al., 2010, Macke et al., 2011, Pfau et al., 2013, Chen et al., 2014, Linderman et al., 2016, Gao et al., 2016]. In recent years, these methods have been extended to handle arbitrarily complicated nonlinear dynamics with artificial neural networks [Zhao and Park, 2017, Pandarinath et al., 2018, Hernandez et al., 2018]. We take an intermediate approach, balancing interpretability and flexibility by modeling the dynamics as switching between a handful of simple, linear states [Petreska et al., 2011, Taghia et al., 2018, Wei et al., 2018] according to a switching linear dynamical system (SLDS). We also allow for recurrent dependencies between the location of the continuous state and the corresponding linear dynamics [Linderman et al., 2017, Nassar et al., 2019].

Most of the aforementioned methods have focused on multiple recordings of the same population of neurons, where it can be safely assumed that the same dynamics apply to each recording. This is not the case when considering recordings collected from multiple worms, each with their own idiosyncrasies. Our third question is, how can we recover shared structure in the face of such individual and trial-to-trial variability? Hierarchical Bayesian models [Gelman and Hill, 2006] are ideally suited to this challenge.
Hierarchical Bayesian models achieve their flexibility by allowing distinct parameters for each trial, group, subject, etc., and they maintain statistical efficiency by assuming that these low-level parameters share a common prior distribution. For example, hierarchical Bayesian models have been used to model per-neuron tuning curves, assuming each curve is drawn from a shared function class [Behseta et al., 2005, Cronin et al., 2010]; to model trial-to-trial differences in timing [Perez et al., 2013, Duncker and Sahani, 2018], assuming shared response functions after temporal alignment; to “stitch” together non- or partially-overlapping recordings from many individuals, assuming shared underlying dynamics [Soudry et al., 2015, Nonnenmacher et al., 2017, Pandarinath et al., 2018]; and to learn high-dimensional neural responses, assuming shared weights across groups, conditions, and trials [Kobak et al., 2016, Batty et al., 2017, Aoi and Pillow, 2018]. We use hierarchical models to allow each worm its own unique dynamics while still requiring these dynamics to be similar across individuals. In this way, we balance statistical power with model flexibility.

Finally, we ask how the dynamics of neural activity are modulated by external influences and how these effects differ between worms of different age and genetic make-up. For example, oxygen concentration, a salient sensory stimulus for C. elegans, is known to modulate neural activity in a manner that depends on developmental stage and genetic strain [Gray et al., 2004, Nichols et al., 2017]. Thus, we introduce input dependencies into the hierarchical model, building on input-output hidden Markov models (IO-HMMS) [Bengio and Frasconi, 1995] to capture the probability of regime switches as a function of external factors.

In the following, we will construct the model, building up to the standard SLDS and then layering in a hierarchical extension, recurrent dependencies, and external inputs. At each stage we show how the increased model capacity captures important features of the data and yields a flexible yet interpretable description of neural population dynamics.
Figure 1: Neural activity reflects discrete and continuous latent states. **Top:** The data consist of partial recordings from many worms. Here we show the calcium fluorescence traces ($\Delta F / F$) of the 59 neurons labeled in at least one of the five worms from the [Kato et al., 2015] dataset. For clarity, we show 3 minute segments of the 18 minute long recordings. The neurons are sorted based on similarity (details below). Overlaid in yellow and green are segments of time that our model identifies as instances of two different discrete states. The states correspond to characteristic patterns of population activity, particularly of the six neurons whose labels are colored. These neurons have been implicated in ventral turns (yellow) and dorsal turns (green). **Middle:** We model this population activity as a linear function of a low-dimensional continuous latent state, here a ten dimensional time series found via factor analysis, accounting for the partial observations. **Bottom:** The dynamics of these continuous latent states switch between discrete states, each associated with a different color.

**Results**

Switching linear dynamical system model combines partial recordings from multiple animals to learn shared brain states and dynamics

We construct a model of neural activity in the head ganglia of immobilized *C. elegans* and fit it to partial recordings from multiple worms to learn shared brain states and dynamics. Each neuron in *C. elegans* has a unique cell class identity, such as AVAL or RIVR. The *C. elegans* nervous system is bilaterally symmetric.
and mostly consists of left/right pairs of neurons. The last letter in the name indicates whether the neuron is the left or right member of the pair. Assigning identities to neurons is a laborious manual task, and only a subset of neurons can be labeled with high confidence. The top row of Fig. 1 shows a two minute window of data for the identified neurons in the five worms studied by Kato et al. [2015]. Across the five worms, 59 neurons were identified in at least one recording. Many other neurons were present in the calcium imaging videos, but they could not be identified with enough confidence to be included in this dataset. Nevertheless, these partial recordings already offer insight into the dynamics of neural activity in the head ganglia.

The most noticeable feature in this data is that many neurons have very similar patterns of activity. These similarities suggest that the population’s activity can be summarized with a lower dimensional “continuous state,” as shown in the middle row of Fig. 1. The observed neural activity is modeled as a linear function of the latent continuous state with independent additive Gaussian noise for each neuron, as in factor analysis [Bartholomew et al., 2011]. The continuous latent state evolves over time to reflect the changing activity of the observed neurons and serves as a low dimensional representation of the population activity.

Next, we note that many patterns of neural activity occur repeatedly over time and across worms. For example, the yellow and green bars in Fig. 1 highlight segments of time with stereotyped rises and falls in neural activity and the underlying continuous states. In particular, the yellow segments show rises in the activity of RIVL/R and SMDVL/R, which, in unrestrained worms, are active during ventral turns (reorientations along the ventral body axis) [Kato et al., 2015]. Likewise, green segments correspond to activation of SMDDL/R, which signal dorsal turns [Kato et al., 2015]. In continuous state space, yellow and green segments show characteristic patterns of activity in the first few dimensions. These repeated patterns of activity suggest a simple model of neural activity: the brain switches between discrete latent states, each corresponding to stereotyped changes in the continuous latent states and the observed neural traces. Our fitted model reveals a host of discrete states, as shown in the bottom row of Fig 1. As we will see, these discrete states capture a variety of activity patterns corresponding to different types of behavior.
In this model, each discrete state has a linear dynamics function that determines the temporal evolution of the continuous states. Linear dynamics can capture a variety of activity patterns, like the rises and falls shown above, but they cannot capture more complex patterns of activity. For example, linear dynamics cannot produce multiple fixed points. However, by switching between discrete states with different linear dynamics, the system as a whole can exhibit highly nonlinear dynamics.

This composition of discrete states and linear dynamics is called a switching linear dynamical system (SLDS) [Ackerson and Fu, 1970, Harrison and Stevens, 1976, Chang and Athans, 1978, Hamilton, 1990, Bar-Shalom and Li, 1993, Ghahramani and Hinton, 1996, Murphy, 1998, Fox et al., 2009, Petreska et al., 2011, Linderman et al., 2017, Nassar et al., 2019]. We build upon this model, augmenting it with hierarchical, recurrent, and exogenous input dependencies (Fig. D.1 and Appendix A). We fit these models using a two-stage approach described in Appendix B. Briefly, the SLDS can be seen as the composition of a factor analysis model and an autoregressive hidden Markov model (AR-HMM) [Rabiner, 1989, Hamilton, 1990, Berchtold, 1999] (an HMM with time-dependent autoregressive observations). We first fit the factor analysis model to obtain continuous states, treating the unobserved neurons as missing at random. The continuous states are obtained via expectation-maximization (EM) [Dempster et al., 1977], which iterates between computing the expected value of the latent states given the partial observations and finding the most likely linear mapping from continuous states to observed neural activity. Given the continuous states, we infer the discrete latent states and the corresponding model parameters, again using EM. We also develop an end-to-end fitting procedure using black box variational inference [Blei et al., 2017] (Appendix C). Both the two-step and the end-to-end approaches produce an estimate of the underlying continuous and discrete states, as well as the model parameters that govern their dynamics. These reveal interpretable structure in the neural activity of C. elegans.

A low dimensional embedding reveals clusters of functionally similar neurons

The linear mapping from latent states to observed calcium traces reveals clusters of similarly tuned neurons. The mapping is a matrix; rows correspond to neurons and columns correspond to latent dimensions (Fig. 2a). Each row can be seen as an embedding that specifies how the corresponding
Figure 2: A linear embedding of neurons reveals clusters of functionally similar neurons. 

a. The mapping from continuous latent states to observed calcium traces is linear; we call the matrix implementing this linear mapping the embedding matrix. We normalized the rows of this matrix and used k-means to cluster the neurons. Neuron labels are color-coded by their known functions (see panel f). 

b. The cosine similarity of the low dimensional neuron embeddings reflects these clusters and offers a model-based estimate of the correlation between neurons. 

c. By contrast, the empirical correlation is plagued by missing data (black entries) for pairs of neurons that are never simultaneously observed. 

d. The clusters of neurons do not trivially reflect the location of the neurons within the head, as shown by the dispersion in cluster locations. 

e. Nor do the clusters reflect cell type as defined by [Altun et al., 2018], since the clusters are quite heterogeneous (S: sensory, I: interneuron, M: motor, P: polymodal, U: unknown). 

f. Instead, the clusters better reflect different functional groups of neurons (Fwd: forward, Rev: reverse, FR: forward/reverse, DT: dorsal turn, VT: ventral turn, Q: quiescence, FQ: forward/quiescence, S: sensory, Unk: unknown), as defined in Table E.1.

This matrix reveals groups of neurons with similar embeddings. To capture these groups, we used k-means to cluster the neurons based on the normalized rows of the embedding matrix and found that 10 clusters adequately capture the diversity of the population as measured by the silhouette score (Fig. D.2). Using fewer clusters leads to qualitatively similar groups but omits some of the finer within-group differences; allowing more clusters eventually leads to groups of lateral pairs (like SMDDL and SMDDR in Fig. 2a). These functional clusters were used.
to order the neurons in Fig. 1.

Fig. 2b shows the cosine similarity of embeddings for each pair of neurons, illustrating the differences and similarities between clusters. We notice two prominent features. First, the block structure of this matrix lends support to the notion of discrete clusters, indicating strong similarity in the activity of neurons within the same cluster in this experimental context. Second, after sorting clusters a block diagonal structure appears, indicating that in addition to the discrete clustering, there is also a continuum along which these clusters vary.

The cosine similarity of two neurons’ embedding vectors predicts the correlation of their activity. Fig. 2c shows that the predicted correlation matches the empirical correlation matrix. The black cells in the empirical correlation matrix denote missing entries for pairs of neurons that are not simultaneously observed. Accurate estimates of the covariance matrix could facilitate a number of tasks, like predicting the activity of unobserved neurons or aiding in neuron labeling [Linderman et al., 2018].

What can explain the clustering of neurons? We first look at the spatial locations of neurons in each cluster, under the hypothesis that clusters could be trivially explained by an inability to resolve differences in activity between nearby neurons. Fig. 2d shows the locations of all 59 labeled neurons, using the positions from WormAtlas [Altun et al., 2018] along the head-tail axis of the worm's body. The size of the dot indicates the number of neurons at that location. Some clusters (e.g. cluster 7) are spatially localized, but many clusters contain neurons from multiple head ganglia. This suggests that location alone cannot explain the similarity between tuning vectors.

Next, we considered the types of cells contained in each cluster. Fig. 2e shows the composition of each cluster in terms of sensory (S), inter (I), motor (M), polymodal (P), and unknown (U) neuron types, as specified by the WormAtlas [Altun et al., 2018]. Most clusters are composed of a mix of interneurons and motor neurons, suggesting that cell type alone is also insufficient to explain the clusters.

Specific experiments have shed light on the functional roles of certain neurons. For example, Chalfie et al. [1985] implicated a subset of neurons in forward crawling (e.g. AVBL/R, DB1/2, VB1/2) and reversals (e.g. AVAL/R, AVEL/R, DA1, VA1). Through decades of research, this understanding has been refined and
expanded [Gray et al., 2005, Haspel et al., 2010, Kawano et al., 2011, Piggott et al., 2011, Kocabas et al., 2012, Rakowski et al., 2013, Turek et al., 2013, Li et al., 2014, Kato et al., 2015, Lim et al., 2016, Zou et al., 2016, Nichols et al., 2017, e.g.]. We list the known functional roles of some of the head ganglia neurons in Table E.1. Fig. 2f shows the breakdown of clusters by functional role. The clusters are mostly composed of neurons with a common function. The first three clusters contain neurons implicated in reversals; cluster 6 contains ventral turning neurons; cluster 7 consists of two neurons implicated in dorsal turns, SMDDL/R; clusters 8-10 consist primarily of neurons involved in forward crawling. The color scheme in Fig. 2f matches the colors of the neuron labels in panels a-c.

**Discrete behavioral states are automatically identified by their neural dynamics**

The dynamics of the continuous latent states suggest that neural activity switches between a handful of discrete states, each with relatively simple linear dynamics. Fig. 3a plots the trajectory of Worm 5’s neural activity in the top two dimensions of the continuous state space, color coded by the discrete state inferred under the SLDS. These are the two dimensions with the highest percentage of explained variance. We see that different states correspond to distinct loops through latent space that recur frequently over the course of the recording. Compare this with Fig. 4b of Kato et al. [2015], where behavioral states were determined based on expert knowledge of how the activity of a core set of neurons relates to known behaviors. For example, rising or high activity of AVA indicates a reversal state, so Kato et al. [2015] and subsequent work by Nichols et al. [2017] used a small manual threshold of the time derivative to detect these rising and high states. In contrast, this probabilistic framework is automatic, combines recordings across worms, and requires no additional preprocessing (e.g., smoothing or derivatives) of the data.

In the SLDS, each segment is associated with a set of linear dynamics (Fig. 3b). The colored arrows in these vector fields show how the continuous state in one time bin is mapped to a new location in the next time bin according to the corresponding discrete state (for the top two latent dimensions). Arrows are only drawn at those locations where the state was actually employed. Blue, red, and crimson states are all characterized by convergence toward an attractor. These correspond to forward/slowing
Figure 3: The model segments continuous latent state trajectories into discrete, behaviorally significant states with simple linear dynamics. a. The first two continuous latent states, plotted as a trajectory in latent space, trace paths in state space that recur frequently across the recording. The model segments these recurring paths into states with characteristic dynamics, shown here in eight different colors. b. Each discrete state (color) is defined by linear dynamics that are used in a particular region of state space. The dynamics can be viewed as vector fields, which show how trajectories move through state space. We show the vector fields at 50 randomly chosen points where the corresponding discrete state was used. Note that the dynamics operate in the full 10-D continuous state space; we show their projection onto the first two dimensions. c. The number of states is chosen via cross-validation. The held-out log likelihood plateaus at eight states and then eventually decreases. d. The inferred discrete states overlap strongly with the manually labeled states of Kato et al. [2015]. We show the fraction of frames each inferred state was used for a given manual state. Rows sum to one. e. This overlap is also shown in the segmentations over time. Here we show the manual and inferred discrete states for the first six minutes of data from worm five.

(red/crimson) and sustained reversal (blue), according to the manual labels below. By contrast, yellow and green trace out trajectories from sustained reverse to forward/slow. These correspond to ventral and dorsal turns, respectively. Orange and brown both correspond to reversals, which link forward crawling to sustained reverse crawling. Purple is the only state that is not spatially localized and limited to a single behavior. Its linear dynamics contribute to the forward/slowing attractor as well as the onset of ventral turns. States like this are rare, but cannot be ruled out entirely.
We use the likelihood of held-out test data to determine the number of discrete states, as shown in Fig. 3c. We see a significant improvement when moving from two to eight states, which matches the number manually chosen by Kato et al. [2015]. Beyond this point, the test likelihood decreases and the additional complexity is not warranted.

Not only does the SLDS find the same number of states, it also finds a correspondence between the manually labeled and inferred states. Fig. 3c quantifies the overlap in inferred states and manually labeled states. Ventral turns (VT) and dorsal turns (DT) are strongly overlapping in manual and inferred states. Some manual states are combined. For example, reversals (REV1 and REV2) are combined, as are forward (FWD) and slowing of forward crawling (SLOW). Fig. 3d shows manual and inferred segmentations over time for a six minute section of data in Worm 5. For visualization, we added a penalty on state transitions (specifically, we added ten times the identity matrix to the log transition matrix) before computing the inferred segmentation in order to limit rapid switching. The manual and inferred states show clear similarities but also some differences. To better understand their differences, we overlaid the continuous states. We see that inferred transitions often correspond to fluctuations in continuous states that are overlooked by the manual segmentation rules. Overall, the correspondence between manual and inferred states shows that the SLDS is a useful tool for automatically segmenting brain data into behaviorally meaningful states.

Discrete states activate different clusters of neurons

Fig. 4 shows the average activity of each neuron in each discrete state. We organized neurons into clusters, as in Fig. 2, using the same color scheme for neurons based on their known functional roles. We see that the discrete states tend to correspond to activation of certain clusters of neurons; for example, State 1 (blue) has high activity in the first cluster of neurons, which are implicated in reverse crawling. States 2 and 3 (red and crimson) have high activity in forward crawling neurons (red and crimson). State 4 (yellow) coincides with the manually labeled “ventral turn” state. Its dynamics produce a pronounced rise and fall in the activity of RIVL/R and SMDVL/R neurons. The RIV pair are polymodal interneurons and motor neurons that specify the ventral bias of turns, and the SMDV are motor neurons that initiate...
Figure 4: The inferred states activate different subgroups of neurons. Colored symbols show the average change in activity of neurons in each discrete state (i.e. average $\Delta F/F$ at state exit minus $\Delta F/F$ at entry). Changes of less than 0.1 are marked as circles; larger magnitude increases and decreases are marked by arrows. Neurons are sorted and grouped as in Fig. 2. State 1 primarily activates reverse crawling neurons. States 2 and 3 activate forward crawling neurons with very similar average firing rate profiles. States 4 and 5 activate ventral and dorsal turning neurons, respectively. States 6 and 7 are both implicated in reversals, which result in similar increases in the activity of the first cluster of neurons, yet different changes in activation. State 8 activates a mix of forward and reverse crawling neurons.

ventral turns. Likewise, State 5 (green) corresponds to positive activation of SMDDL/R, which start rising at the end of prior sustained reversal and then fall after transition to DT state.

Other states are best understood by the corresponding change in activity they produce. For example, States 6 and 7, which overlap with the reversals identified by Kato et al. [2015], give rise to a large increase in the activity of reverse crawling neurons. In contrast, States 4 and 5, which correspond to turns, show large decreases in the activity of reverse crawling neurons and increasing activity in forward crawling neurons. State 1 shows a small increase in the second cluster of neurons (URAD/V, URYD/V, etc.), whose functional roles could not be confidently asserted. This change in activation implies that
Hierarchical models capture shared structure while allowing for individual differences between worms

A major challenge in analyzing modern neural datasets is that recordings are often made over the course of many sessions, trials, or animals. We want to combine these disparate recordings to learn a shared
model of the system under study, but in order to do so we must account for discrepancies and differences between recordings. This challenge is particularly evident in our study of *C. elegans*, where we want to combine recordings across multiple worms. Each worm differs slightly from the next in ways that are challenging to control experimentally (e.g., the level of GCaMP expression in individual neurons), but they may also differ slightly in terms of their underlying neural dynamics. We expand the model to handle these worm-to-worm differences while still capturing properties that are shared by all worms.

We allow for individual and/or trial-to-trial variability by introducing a hierarchical prior on the parameters of the continuous and discrete dynamics models. Specifically, we model each worm’s dynamics parameters as conditionally independent random variables that share a global mean (Appendix A.2). The global mean captures the discrete states and dynamics of a “canonical” worm, and the per-worm parameters capture the unique properties of individual worms differ. The hierarchical model regularizes the per-worm parameter estimates, biasing them toward the global mean. This regularization leads to more stable estimates, especially given noisy and limited data.

One consequence of the hierarchical model is that state segmentations are more consistent across worms. We see this in Fig. 5a, where the color-coding (i.e. the segmentation) of the continuous trajectories is largely conserved across the five worms, even though the particular shape of the trajectories differs slightly from one to the next. Without the hierarchical model, slight differences in trajectories are segmented into different discrete states, even though by eye they seem to play the same functional role. This can be seen in Fig. 5b. For example, the yellow state (ventral turn) is split into multiple states (yellow, pink, and gray) by the non-hierarchical model.

Over-segmentation is also evident in the number of discrete states chosen by cross validation, as shown in Fig. 5c. The best hierarchical model has 8 states whereas the best non-hierarchical model has 14; however, even with more states, the non-hierarchical model is less accurate on both validation and test data. Finally, we see in Fig. 5d that the states of the hierarchical model are used much more uniformly across worms than are those of the non-hierarchical model. In this dataset, the five isogenic worms are expected to exhibit the same set of canonical behaviors and hence the same gross patterns of neural activity. Thus, we prefer the simpler description offered by the hierarchical model not only because
Figure 6: Recurrent models use both the discrete and continuous latent states to determine a probability distribution over the next discrete state. 

a. The normalized transition counts (ignoring self transitions) under the inferred discrete state sequence show a pattern of transition from sustained reversals (blue) to dorsal and ventral turns (green and yellow) to forward crawling (red and crimson) and back via reversals (orange and brown). 
b. The transition probabilities are also determined by “recurrent” weights, which modulate transition probability as a function of location in continuous state space. Here we show the probability of staying in a given state (background shading) as a function of location in the first two dimensions of state space. In many locations, the discrete state transitions are nearly deterministic. For reference, we show 100 illustrative trajectories from entrance to exit transition (marked by a black circle) of the corresponding state. The transition locations for some states, like yellow, green, and orange, are largely determined by the recurrent weights, since those locations often occur in regions where the stay probability has diminished.

Recurrent models learn spatially localized states and transition probabilities

To accurately model the transitions between states, the changes must occur at specific boundaries in continuous latent space. In the hierarchical recurrent SLDS, two factors determine the transition probabilities: the Markov transition weights, which capture the probability of switching from one discrete state to another, and the recurrent weights, which modulate transition probabilities as a function of location in continuous state space. The Markov and recurrent weights are combined via a generalized linear model with a “softmax” function to output a distribution over the next discrete states (Appendix A), as in an IO-HMM [Bengio and Frasconi, 1995] or a recurrent SLDS [Linderman et al., 2017]. The combination of past discrete and continuous states allows the model to capture transition probabilities
that change as a function of continuous states.

The nonlinear function that maps states to transition probabilities makes the raw weights less interpretable. Instead, we examine statistics of the transitions. The empirical transition probabilities, obtained by counting transitions under the automatic state segmentations shown in Figures 1 and 3 and neglecting self-transitions, show the common transition patterns first observed by Kato et al. [2015]. Sustained reverse crawling states (blue and purple) transition to forward crawling (red/crimson) via dorsal and ventral turns (green and yellow). The return sustained reversal is made via reversal states (orange and brown).

The recurrent weights modulate the transition probability based on the location in continuous state space. The shading in Fig. 6b indicates the probability of staying in each discrete state for each location in the first two continuous state dimensions. The recurrent weights effectively specify when to leave a discrete state and enter a new one. This is evident from the overlaid trajectories, which are randomly sampled from all segments of the discrete state: many trajectories (e.g. yellow, green, orange, and brown) end near a boundary dictated by the recurrent weights. By combining recurrent weights and Markov transition weights, we obtain a model that approximates nonlinear dynamical systems by probabilistically switching between linear dynamical states in a location-dependent manner. In many locations, the probability of staying in the same state is nearly one, indicating that the discrete transitions are nearly deterministic. As we will see next, recurrent transition probabilities are also key to building more accurate generative models of neural activity.

**Hierarchical recurrent SLDS are effective generative models of neural population data**

We have shown that the hierarchical and recurrent SLDS decomposes neural activity into discrete states with simple linear dynamics, that these discrete states correspond to different elements of the worm's behavioral repertoire, and that the transition probabilities are informed by both the preceding discrete state and the location in continuous state space. But have we constructed a good model of neural activity? To answer this question, we compare the real neural activity to simulated neural activity generated by the probabilistic model.
Figure 7: The hierarchical recurrent model generates more realistic neural trajectories. a. Real neural trajectories from one worm, along with the inferred continuous and discrete latent states. b. Simulations from the non-recurrent model are highly unrealistic and unstable because the discrete transitions are independent of the location in continuous state space. c. In contrast, simulations from the recurrent model, which have both discrete and continuous dependencies, recapitulate the salient features of the real neural activity. d. For reference, we show the continuous latent states of all five worms. e. The 18 minute non-recurrent simulations, viewed as trajectories in latent state space, switch at random times and produce unrealistic and often unstable dynamics. f. The 18 minute hierarchical recurrent model is able to capture realistic trajectories and transition times and locations, and thereby simulate realistic activity patterns. Eventually it also becomes unstable, but still produces more realistic trajectories than its non-recurrent counterpart.

First, note that the segmentation tasks considered so far only use the posterior distribution over discrete states under the learned linear dynamics and transition probabilities. It is possible to obtain segmentations that align with known behavioral states without a good generative model. In fact, simple mixture models,
which do not model temporal dynamics at all, achieve similarly high overlap with the manually labeled states (Fig. D.3). The reason simple models may suffice for segmentation is that, here, the posterior distribution is dominated by the likelihood, i.e., the linear dynamics model. Ignoring the discrete transition probabilities may not change the posterior distribution substantially, as long as the likelihood is accurate.

On the other hand, to generate realistic synthetic neural traces, learning an accurate discrete state transition model is just as important as learning accurate linear dynamics. Transitioning to a new discrete state at the wrong location in continuous state space will yield unrealistic, and often divergent, trajectories. This is evident in Fig. 7. We show a six minute segment of real neural activity from Worm 5 for reference (Fig. 7a). Alongside, we show simulations from the standard model (Fig. 7b) and from the hierarchical, recurrent model (Fig. 7c). Below we show the continuous and discrete states (inferred for the real data; generated for the simulations). The differences are readily apparent in the low dimensional state space. Here we show the inferred continuous trajectories for each of the five worms (Fig. 7d) alongside simulations from the standard model (Fig. 7e) and the hierarchical recurrent model (Fig. 7f). The standard simulations fail because they switch between discrete dynamical states in a way that is independent of the continuous location. Over the course of an 18 minute simulation, they generate trajectories that switch erratically between discrete states and often diverge in continuous state space. By contrast, the recurrent model transitions at appropriate locations and produces trajectories that are visibly more similar to the real data.

**Oxygen modulation of transition probabilities depends on genetic strain and developmental stage**

The preceding results demonstrated the efficacy of the hierarchical, recurrent SLDS model for learning interpretable dynamics of neural activity from the noisy, partial recordings of Kato et al. [2015]. We now turn to the dataset studied in Nichols et al. [2017]. There are two genetic strains of worms in this dataset: the standard laboratory strain, N2, as well as N2-derived worms with a loss-of-function mutation in the neuropeptide receptor gene (ad609), henceforth npr-1 worms. As *C. elegans* prepare to exit any of
their four larval stages they enter an approximately 2 hour long state called lethargus. Here the animals display behavioral quiescence which has been defined as a sleep state [Raizen et al., 2008]. Nichols et al. [2017] studied larval stage 4 animals before this lethargus state (henceforth, prelethargus) and

\[\text{(Caption on following page.)}\]
Figure 8: Exogenous inputs such as oxygen concentration modulate transition probabilities differently across genetic strains and developmental stages. **a.** Nichols et al. [2017] measured neural activity in 44 worms spanning two genetic variants (N2 and npr-1) and two developmental stages (lethargus and prelethargus). Each worm is subject to time-varying O$_2$ concentration (top). **a.** Average activity in the top 5 (of 10) continuous state dimensions for each group ($n$ =10-12 worms per group). Shading denotes three standard deviations. As Nichols et al. [2017] observed, prelethargus worms are relatively insensitive to O$_2$ concentration change. Lethargus worms respond to elevated O$_2$ in a strain-specific manner: N2 worms exhibit a transient increase in activity (1-2 minute increase in mean and variance), whereas npr-1 worms show a sustained increase throughout the 6 minutes of elevated O$_2$. **b.** The hierarchical recurrent SLDS captures these changes in activity with a shift in discrete state usage, shown here as a “mountain” plot indicating the average state probability over time for each group (with 2s Gaussian filter). Colors match preceding plots with addition of quiescent (Q) and a general turn (T) states. Multiple discrete states appear to map to forward/quiescent (FwdQui) and sustained reversal (RevSus); we distinguish these states with shades of the same color. **c-d.** We capture this oxygen dependence by adding exogenous inputs to the model with separate input weights for each group. Simulations from the fitted model recapitulate the average continuous discrete and continuous state usage across groups, shown here for only npr-1 lethargus worms. **e.** The npr-1 lethargus worms exhibit an increased usage of reversals (orange/brown), sustained reversal (blue), and turning (chartreuse, yellow, green) over the period of elevated O$_2$, and a decrease in forward crawling and quiescence. **f.** The model captures this change in usage primarily through a decrease in quiescence and an increase in the probability of reversals, which are then followed by sustained reversal and turns under the transition model (c.f. Fig 6). **g.** Finally, using the inferred input dependencies, we can decode which group a worm belongs to on the basis of its observed neural activity in response to fluctuations in oxygen concentration.

animals in lethargus. In total, the dataset contains 44 worms: 11 N2 prelethargus, 12 N2 lethargus, 10 npr-1 prelethargus, and 11 npr-1 lethargus worms. In each worm we have between 22 and 42 identified neurons, with a median of 35 identified neurons per worm. Moreover, Nichols et al. [2017] modulate the oxygen concentration over the course of each recording to elicit different neural responses. We show how hierarchical recurrent state space models can be extended to study the strain- and stage-dependent effects of these manipulations.

Fig. 8a shows the five dimensions of the continuous states that capture the most variability in the neural activity, averaged over the 10-12 worms in each group. Fig. D.4 shows the raw continuous traces from which these averages were computed. We see that prelethargus worms exhibit sustained neural activity throughout the recording session, regardless of O$_2$ concentration; lethargus worms, by contrast, show less neural activity, especially at 10% oxygen concentration. As Nichols et al. [2017] showed, the neural activity of N2 and npr-1 lethargus worms differs when oxygen concentration is increased to 21%: higher oxygen concentration elicits sustained neural activity for npr-1 worms, but only a transient (1-2 minute) response in N2 lethargus worms. Fig. D.5 shows examples of raw neural traces ($\Delta F/F$) for each group.
The hierarchical recurrent SLDS explains this increased variability in continuous states via an oxygen-dependent shift in discrete state usage. Fig. 8b shows the average inferred discrete state usage over time for each group; this is obtained by taking the most likely state sequence for each worm, computing the empirical probability of each discrete state within each time bin for each group, and smoothing with a 2 second Gaussian filter. Colors match those in preceding figures with the addition of a “quiescent” state (Q), a forward/quiescent state (FwdQui), and a general “turn” state (T) when direction is ambiguous. As before, the discrete state labels are determined by assessing the average activity and change in activity of each neuron in each discrete state (Fig. D.6). With this larger and more diverse dataset, cross-validation yields 12 discrete states. Some of these states have similar patterns of neural activation (Fig. D.6), so we label them as separate instances of the same behavioral state and distinguish them with different shades of the same color. Moreover, the distinction between forward and quiescent states is subtle—it is determined by the activation of RMED, RMEV, and RIS, which are active during both forward and quiescent behavior [Turek et al., 2013, Nichols et al., 2017]. The quiescent state corresponds to activity in these three neurons but not in the general forward crawling neurons, whereas the forward/quiescent states show activity in these three neurons as well as the forward crawling neurons (Fig. D.6).

Prelethargus worms show limited change in discrete state usage in response to elevated oxygen concentration. Lethargus worms of both strains show an initial decrease in quiescent state usage upon increase in oxygen concentration, but only the npr-1 variants show a prolonged decrease in quiescent states throughout the 6 minutes of elevated oxygen concentration.

To capture these exogenous input dependencies, we construct an input-driven hierarchical recurrent model in which the instantaneous oxygen concentration modulates the transition probabilities. Fig. D.1d shows its graphical model, where the input is the absolute oxygen concentration. The input combines linearly with the Markov and recurrent weights to determine the log probability of discrete state transitions. Following the hierarchical models developed above, we give each group its own input weights, and each individual worm its own Markov weights, recurrent weights, and linear dynamics. As before, the hierarchical model penalizes differences between individual parameters and the global mean. Weakly tying the parameters allows us to learn per-group and per-individual parameters while sharing
statistical strength across the entire population of worms. See Appendix A.2 for complete details.

The fitted model recapitulates many patterns of continuous and discrete state dynamics. Fig. 8c shows the continuous state usage for simulated npr-1 lethargus worms averaged over \( n = 10 \) samples from the generative model. As in the real data above, we see an elevated mean and variance in activity along the first continuous state dimension at 21% \( O_2 \). The patterns of npr-1 lethargus discrete state usage are recapitulated in the simulated data shown in Fig. 8d. Fig. 8e summarizes the change in state usage at 21% \( O_2 \) by taking the difference in average state usage in minutes 6-12 versus 0-6 and 12-18. Again, the increase in reversals, sustained reversals, and turns at the expense of quiescent and forward crawling patterns of neural activity is visible in both the real and simulated data. These broad changes in state usage are achieved with a sparse change in the transition probabilities, as shown by the inferred input weights in Fig. 8f. In the fitted model, increased \( O_2 \) concentration leads to an increase in the probability of reversals (orange bar), but a relatively minor change in the probability of other states. Since reversals lead to sustained reversal and eventually to turns (c.f. Fig. 6), the increase in reversals leads to the broader changes in state usage seen in Fig. 8e.

Finally, having developed and fit a model of how neural dynamics in the head ganglia respond to oxygen concentration across multiple genetic strains and developmental stages, we can use the model to decode the strain and stage of the worm from observed neural activity. We evaluated the likelihood of each worm's neural activity, holding its per-worm parameters fixed and swapping the input-weights from each of the four groups. The decoded group is the one which assigns highest log probability to the neural data. As shown in Fig. 8g, this decoding procedures identifies the correct group with high probability, suggesting that hierarchical, recurrent, and input-driven state-space models are well-suited to not only generating realistic neural data, but also for quantifying the differences in neural population activity across genetic strains and developmental stages.
Discussion

A fundamental goal of systems neuroscience is to understand how sensory inputs modulate neural activity and how this neural activity ultimately drives natural behavior. *C. elegans* is an ideal model organism in which to pursue this goal: its nervous system is stereotyped across individuals and well-mapped, optical tools enable large-scale measurement of neural activity during unconstrained movement, and its behavior is nontrivial but not overly complex. In order to capitalize on this potential, however, we need new computational and statistical tools. The model we developed here can identify salient dimensions of neural activity, quantify how the brain activity dynamics differ across individuals, and capture the relationship between sensory inputs, neural dynamics, and behavioral outputs.

Discrete decompositions are an attractive method for simplifying nonlinear brain dynamics. Recently, SLDS models have been applied in a variety of neural modeling tasks, particularly for segmenting recordings of brain activity into behaviorally relevant or task-relevant epochs [Petreska et al., 2011, Taghia et al., 2018]. Similar techniques have been developed specifically for modeling *C. elegans*, and have also studied the data from Kato et al. [2015] and Nichols et al. [2017]. Costa et al. [2019] develop an adaptive, locally-linear model of neural activity in which dynamics can change at any point in time, and they fit the model using a change-point detection algorithm based on a likelihood ratio test. We share the same goal, but instead take a Bayesian hierarchical modeling approach, which allows us to compare various extensions to the probabilistic model and appeal to a host of Bayesian inference algorithms. Brennan and Proekt [2017] take a slightly different approach, first characterizing the low-dimensional manifold of neural activity, then breaking it down into “loops.” To model dynamics on the manifold, they keep track of the current loop and the “phase” along this loop. This approach is analogous to keeping track of a discrete state and the time since transitioning into it, as in hidden semi-Markov models [Murphy, 2002, Yu, 2010, Johnson and Willsky, 2013]. An interesting avenue for future work is to consider how semi-Markov and recurrent transition models can be combined to better model state transitions and durations.

We applied the hierarchical, recurrent, and input-driven model to immobilized worms and showed that we
can automatically recapitulate salient patterns of neural activity and their relationship to environmental stimuli, genetic strain, developmental stage, and known behavioral primitives. There are some clear next steps. First, these methods could be extended to understand how neural dynamics are shaped by more complex multi-sensory stimuli and broader sets of genetic and neural perturbations. Likewise, these models are ready to be deployed on measurements of neural activity in unconstrained worms. Immobilized worms likely express a limited repertoire of behavioral commands. Therefore, a fundamental question for future study is whether the full variety of worm behaviors requires a larger repertoire of underlying latent discrete states or greater control over local dynamics. Addressing these problems could lead to new insights into how behavior might be organized hierarchically and across time-scales. One of the limitations to measuring neural activity in freely crawling worms, however, is the difficulty of tracking neurons through time and space and resolving their identities. Soon this task will be improved and accelerated with the advent of multi-color imaging techniques that assign a unique color to each neuron [Yemini, 2018], and machine learning methods that combine color and location information to find an optimal assignment of names to neurons [Linderman et al., 2018, Mena et al., 2018].

Recurrent SLDSs offer a statistical description of neural time series, but they may also suggest underlying principles of neural computation. For example, the fundamental assumption of this model is that neural dynamics arise from the combination of simple, linear dynamical regimes along with a set of state-dependent rules for transitioning between them. Switching between linear dynamical regimes gives rise to highly nonlinear dynamics. The recurrent SLDS assumptions stand in contrast to classical recurrent neural network models, in which the dynamics are inherently nonlinear [Dayan and Abbott, 2001]. There are several possible advantages to a modular decomposition, separating transition rules from low-level dynamics. Modular systems may be easier to control, allowing exogenous inputs to vary the probability of a discrete set of states (as in Fig. 8f) rather than the continuous space of neural activity. This potentially could enable animals to generate robust behavioral patterns in the presence of complex multi-sensory inputs, which in this view primarily control transitioning between otherwise robust dynamical regimes. Future work, employing more complex stimulus-paradigms can address these questions. Moreover, the influence of location within state on transition probabilities provides a means to predict variability and context dependence in sensory responses [Gordus et al., 2015, Liu et al., 2018].
Systems that are simpler to control may also be easier to learn, adapt, or evolve, since the dynamics can be held fixed while the transition probabilities are varied. Finally, we note that recurrent networks with rectified linear units also lead to piecewise linear dynamics models, albeit with far more linear regimes. The fact that the recurrent AR-HMM recapitulates neural activity and finds a small number of discrete states that correspond to natural elements of worm behavior suggests that this modular decomposition provides a useful statistical description of C. elegans neural dynamics. However, understanding how neural circuitry in C. elegans implements these dynamics remains an open question.

State space models address break down complex neural data into a sequence of discrete and continuous states. In C. elegans we have a unique opportunity to study the mechanistic bases of these states by relating them to the synaptic connectivity between pairs of neurons. Our ability to do so with current data is limited by the fact that we only observe a subset of all 302 neurons, but we expect that improved recording technologies will soon overcome this challenge and allow truly whole brain recordings with adequate temporal and spatial resolution. The methods developed here will then provide an intermediate target for relating low-level implementation to high-level behavioral outputs, mediated by discrete and continuous states of neural activity.
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A Hierarchical recurrent state space model

We model the neural activity with a switching linear dynamical system (SLDS) with three extensions: (i) a recurrent model to capture how continuous latent states influence discrete state transition probabilities; (ii) a hierarchical model to share parameters across worms while also allowing for worm-to-worm variability; and (iii) an input model for capturing the effects of exogenous factors, like oxygen concentration, on discrete state dynamics. The graphical models corresponding to the standard SLDS and its extensions are shown in Fig. D.1, and Table A.1 summarizes the notation used in this section. We will introduce the SLDS first and then present each of these extensions in turn.

A.1 The standard SLDS

Switching linear dynamical system models (SLDS) break down complex, nonlinear time series data into sequences of simpler linear dynamical modes. By fitting an SLDS to data, we not only learn a flexible nonlinear generative model, but also learn to parse data sequences into coherent discrete units.

The generative model is as follows. At each time $t = 1, 2, \ldots, T_w$, for each worm $w$, there is a discrete latent state $z_t^{(w)} \in \{1, 2, \ldots, K\}$. The subscript indicates the time at which this state is evaluated, and the superscript indicates which worm this state corresponds to. The states follow Markovian dynamics,

$$
\pi_{z_t^{(w)}}(w), \{\pi_k\}_{k=1}^K \sim \pi_{z_t^{(w)}}(w)
$$

(1)

where $\{\pi_k\}_{k=1}^K$ is the Markov transition matrix and $\pi_k \in \Delta_K$ is its $k$th row, a point in the simplex of non-negative vectors that sum to one (i.e., a probability vector). To sample the state at time $t + 1$, we draw from a distribution $\pi_{z_t^{(w)}}(w)$, a row of a transition matrix.

In addition to the discrete states, each worm also has a continuous latent state $x_t^{(w)} \in \mathbb{R}^D$, where $D$ is the dimension of the continuous latent state. The continuous state captures the low-dimensional nature of neural activity and reflects correlations between neurons. The continuous states are assumed to follow conditionally affine dynamics, where the discrete state $z_t^{(w)}$ determines the linear dynamical system used
Table A.1: Table of generative model notation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>N</td>
<td>Number of worms</td>
</tr>
<tr>
<td>$G$</td>
<td>N</td>
<td>Number of groups of worms</td>
</tr>
<tr>
<td>$T_w$</td>
<td>N</td>
<td>Number of time bins of activity observed in worm $w$</td>
</tr>
<tr>
<td>$K$</td>
<td>N</td>
<td>Number of discrete latent states</td>
</tr>
<tr>
<td>$D$</td>
<td>N</td>
<td>Dimensionality of continuous latent states</td>
</tr>
<tr>
<td>$N$</td>
<td>N</td>
<td>Total number of observed neurons across all worms</td>
</tr>
<tr>
<td>$U$</td>
<td>N</td>
<td>Dimensionality of the input features</td>
</tr>
<tr>
<td>$z_t^{(w)}$</td>
<td>$\mathbb{R}^D$</td>
<td>Discrete latent state of worm $w$ at time $t$</td>
</tr>
<tr>
<td>$x_t^{(w)}$</td>
<td>$\mathbb{R}^N$</td>
<td>Continuous latent state of worm $w$ at time $t$</td>
</tr>
<tr>
<td>$y_t^{(w)}$</td>
<td>$\mathbb{R}^N$</td>
<td>Observed neural activity of worm $w$ at time $t$</td>
</tr>
<tr>
<td>$m_t^{(w)}$</td>
<td>${0, 1}^N$</td>
<td>Binary mask indicating which neurons are observed in worm $w$ at time $t$</td>
</tr>
<tr>
<td>$u_t^{(w)}$</td>
<td>$\mathbb{R}^U$</td>
<td>Featurized input to worm $w$ at time $t$</td>
</tr>
<tr>
<td>$e_t^{(w)}$</td>
<td>$\mathbb{R}^D$</td>
<td>Dynamics noise of worm $w$ at time $t$</td>
</tr>
<tr>
<td>$\delta_t^{(w)}$</td>
<td>$\mathbb{R}^N$</td>
<td>Emissions noise of worm $w$ at time $t$</td>
</tr>
<tr>
<td>$\tau_k$</td>
<td>$\Delta_K$</td>
<td>Transition probability (distribution over $K$ states) given that the preceding discrete state was $z_t^{(w)} = k$.</td>
</tr>
<tr>
<td>$A_k$, $b_k$, $Q_k$</td>
<td>$\mathbb{R}^{D\times D}$, $\mathbb{R}^D$, $\mathbb{R}^{D\times D}$</td>
<td>Parameters of linear Gaussian dynamical system for discrete state $k$</td>
</tr>
<tr>
<td>$C$, $s$</td>
<td>$\mathbb{R}^{N\times D}$, $\mathbb{R}^N$</td>
<td>Parameters of linear Gaussian observation model</td>
</tr>
<tr>
<td>$P_k$, $r_k$</td>
<td>$\mathbb{R}^K$, $\mathbb{R}^D$</td>
<td>Markov and recurrent transition weights given previous state is $k$</td>
</tr>
<tr>
<td>$f_k$</td>
<td>$\mathbb{R}^U$</td>
<td>Input weights modulating transition probability into state $k$</td>
</tr>
<tr>
<td>$X^{(w)}$</td>
<td>–</td>
<td>Per-worm parameters for $X \in {A, b, Q, \ldots}$</td>
</tr>
<tr>
<td>$X^{(g)}$</td>
<td>–</td>
<td>Per-group parameters for $X \in {f, \ldots}$</td>
</tr>
<tr>
<td>$\eta_1$, $\eta_2$, $\eta_3$</td>
<td>$\mathbb{R}_+$</td>
<td>Variances of hierarchical prior linking per-worm or per-group parameters to global mean.</td>
</tr>
<tr>
<td>$\nu_k$</td>
<td>$\mathbb{R}$</td>
<td>Degrees of freedom parameter for robust dynamics model of state $k$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>–</td>
<td>Set of all parameters</td>
</tr>
</tbody>
</table>
at time $t$:

$$x_{t+1}^{(w)} = A_{\pi_t} x_t^{(w)} + b_{\pi_t} + \epsilon_t^{(w)}, \quad \epsilon_t^{(w)} \overset{iid}{\sim} \mathcal{N}(0, Q_{\pi_t}^{(w)}),$$

(2)

where $A_k \in \mathbb{R}^{D \times D}$ is a dynamics matrix, $b_k \in \mathbb{R}^D$ is a bias vector, and $Q_k \in \mathbb{R}^{D \times D}_{\geq 0}$ is a positive definite covariance matrix, for $k = 1, 2, \ldots, K$. Again, the discrete states index into a set of linear dynamical system parameters and specify which dynamics to use when updating the continuous states.

Finally, at each time $t$ we have a linear Gaussian observation $y_t^{(w)} \in \mathbb{R}^N$, where $N$ is the number of neurons. We assume that the neural activity is standardized to have mean zero and unit variance. We model the activity as a noisy observation of the underlying latent continuous state,

$$y_t^{(w)} = C x_t^{(w)} + \delta_t^{(w)}, \quad \delta_t^{(w)} \overset{iid}{\sim} \mathcal{N}(0, S),$$

(3)

for $C \in \mathbb{R}^{N \times D}$ and $S = \text{diag}([s_1, \ldots, s_N])$ with $s_n > 0$. We denote the rows of $C$ by vectors $c_n$. For simplicity, we assume $C$ and $S$ are shared among all discrete states and all worms in our model. Overall, the system parameters consist of the discrete Markov transition matrix, the library of linear dynamical system matrices, and the neuron-specific emission parameters, which we write as

$$\theta = \{(\pi_k, A_k, Q_k, b_k)\}_{k=1}^K \cup \{c_n, s_n\}_{n=1}^N.$$

This specifies the complete data generating process for an entire population of neurons. In practice, however, we only observe a subset of this population. We indicate which entries in the data matrices are observed with a mask $m_t^{(w)} \in \{0, 1\}^N$, where $m_t^{(w)} = 1$ indicates that the corresponding entry $y_t^{(w)}$ is observed. Unobserved entries, for which $m_t^{(w)} = 0$, are treated as missing at random. With the diagonal covariance matrix of the observation noise, the neurons are conditionally independent given the underlying latent states, and the missing data entries effectively drop out of the joint probability density.
\[
p(p^w_t, x^w_t, y^w_t | w_t = 1) = \prod_{w=1}^W \prod_{t=1}^{T_w} p(z^w_t | x^w_{t-1}; \theta)p(x^w_t | x^w_{t-1}, z^w_t; \theta) \prod_{n=1}^N p(y^w_{tn} | x^w_t, \theta)^{m^w_{tn}}.
\]

We do not specify a prior distribution on the parameters \(\theta\) and instead estimate them via maximum likelihood.

### A.2 Extensions of the standard SLDS

To better model the \textit{C. elegans} data, we introduce three extensions to the standard SLDS.

**Recurrent model of discrete state transition probabilities.** The first extension allows for more complex transition probabilities. We replace (1) with

\[
p(z_{t+1} | z_t = j, x_t) \propto \exp \left\{ P_{jk} + r^w_k x_t \right\},
\]

where \(P \in \mathbb{R}^{K \times K}\) and \(r^w_k \in \mathbb{R}^D\) parameterize a map from previous discrete and continuous states to a distribution over next discrete states. The link function is the softmax function. Graphically, the recurrent model introduces an extra set of conditional dependencies in the probabilistic graphical model, as shown in Fig. D.1b. We recover the standard model when \(r^w_k \equiv 0\) for all \(k\); in that case, \(P\) parameterizes an unnormalized log transition matrix.

**Hierarchical model to allow limited variability across worms.** The second extension captures shared patterns across worms while still allowing for worm-to-worm variability. We do this in two ways. First, we allow the dynamics parameters to vary slightly from worm to worm. Let \((A_k, b_k)\) denote the global average affine dynamics parameters for state \(k\), and let \((A^w_k, b^w_k)\) be the affine dynamics parameters specific to worm \(w\). We tie the worm-specific parameters to the global parameters via a hierarchical
model,
\[
\text{vec}(A_k^{(w)}) \sim \mathcal{N}(\text{vec}(A_k), \eta_1^2 I),
\]
\[
b_k^{(w)} \sim \mathcal{N}(b_k, \eta_1^2 I),
\]
where \(\text{vec}(\cdot)\) denotes the vectorization operation, which unravels a matrix into a vector. This allows worm-specific dynamics parameters \((A_k^{(w)}, b_k^{(w)})\) but requires that they not deviate too far from the global mean \((A_k, b_k)\).

We do the same for the transition model,
\[
\text{vec}(P^{(w)}) \sim \mathcal{N}(\text{vec}(P), \eta_2^2 I),
\]
\[
r_k^{(w)} \sim \mathcal{N}(r_k, \eta_2^2 I).
\]

Fig. D.1c illustrates the complete probabilistic graphical model. Each worm has a set of discrete states \(z_{1:T}\), continuous states \(x_{1:T}\), and observations for a subset of neurons. The worms share a set of global dynamics parameters and emission matrices, but they also have worm-specific perturbations of the global dynamics, as well as worm-specific observation variances.

**Input-driven transition probabilities** Finally, we incorporate exogenous time-varying inputs \(u_t^{(w)} \in \mathbb{R}^U\) into the model by allowing them to modulate the transition probabilities. Specifically, our transition model now has the following conditionals,
\[
P\left(z_{t+1}^{(w)} = k \mid z_t^{(w)} = j, x_t^{(w)}, u_t^{(w)}\right) \propto \exp\left\{P_{jk} + r_k^T x_t^{(w)} + f_k^T u_{t+1}^{(w)}\right\},
\]
where \(f_k \in \mathbb{R}^U\) is an input weight that modulates transition probabilities as a function of the current input.

Under the hierarchical model, we allow group-specific input weights \(f_k^{(g)}\) where \(g\) denotes the number of group index of the worm. We weakly tie the group parameters via a shared prior, \(f_k^{(g)} \sim \mathcal{N}(f_k, \eta_3^2 I)\).

The graphical model of the hierarchical, recurrent, input-driven SLDS is shown in Fig. D.1d.
Robust dynamics model. In addition to the three extensions above, we also use heavy tailed dynamics noise models. While the SLDS can capture nonlinear dynamics by composing simple linear pieces, it is still an approximation to the true data-generating process. To account for some of this model misspecification, we introduce a robust extension of the SLDS by allowing for heavy-tailed noise in the dynamics. Specifically, we replace (2) with

$$x^{(w)}_{t+1} = A^{(w)}_{z} x^{(w)}_{t} + b_{z}^{(w)} + e^{(w)}_{t}, \quad \epsilon^{(w)}_{t} \sim \text{t}(0, Q^{(w)}_{z}, \nu^{(w)}_{z}),$$

where \( \text{t}(\cdot, \cdot, \cdot) \) denotes the multivariate-t distribution. This distribution has heavier tails than its Gaussian counterpart; it can be derived by a mixture of multivariate Gaussians with a \( \chi^{2} \)-distributed scaling of the covariance matrix. This does not incur a change in the graphical model structure.

B Two-step model fitting

To a first approximation, the hierarchical recurrent state space models developed here can be separated into two components: a dynamics model and an emission model. The dynamics model governs the prior distribution on the discrete and continuous states \( p(x, z; \theta) \), and the emission model specifies the conditional distribution over the data given the continuous states \( p(y | x; \theta) \). All of our models admit this factorization.

In practice, the emission model (the “likelihood”) contributes much more to the posterior distribution over the continuous states \( x \) than the dynamics model (the “prior”). This implies that we can get an adequate estimate of the continuous states by ignoring the prior, or by replacing it with a weak prior that admits simple posterior inference. For example, if we replace the prior on the continuous states with a simple factorized Gaussian model, \( p(x) = \prod_{t=1}^{T} \mathcal{N}(x_{t}; 0, I) \), the joint distribution \( p(x, y; \theta) \) is linear and Gaussian, and equivalent to linear factor analysis. The posterior mean of \( x \) can be found with a simple expectation maximization (EM) algorithm [Dempster et al., 1977], which accounts for missing entries in \( y \). See Paninski et al. [2010] for a neuroscience-focused review of similar models and methods.
Once we have obtained a reasonable estimate of $x$, we treat it as observed and estimate the discrete states $z$ and the parameters of the dynamics model using expectation maximization again. Here, the joint distribution $p(x, z; \theta)$ is equivalent to a (hierarchical, recurrent, input-driven, robust) autoregressive hidden Markov model (AR-HMM) [Hamilton, 1990, Berchtold, 1999]. Murphy [2012, Ch. 17&18] offers an overview of many state space models and extensions. The discrete states follow Markovian dynamics, as in the standard HMM, but the AR-HMM includes an extra dependency between observations. Namely, the observation $x_t$ depends on the preceding observation $x_{t-1}$ (and possibly earlier observations as well). The EM algorithm alternates between computing the posterior distribution $p(z | x; \theta)$, holding the parameters $\theta$ fixed, and then updating the parameters to the values that maximize the expected log probability under that posterior distribution. Formally, the parameters $\theta^{(i)}$ at iteration $i$ are updated via the following procedure,

\[
q(z) \leftarrow p(z | x; \theta^{(i)}) \quad \text{(E step)} \quad (8)
\]

\[
\theta^{(i+1)} \leftarrow \arg \max_{\theta} \mathbb{E}_{q(z)} [\log p(x, z; \theta)] \quad \text{(M step)} \quad (9)
\]

For more complex models, the M step (9) will not have a closed form solution. Instead, we use BFGS [Fletcher, 2013], a quasi-Newton optimization method, to solve for the next parameters.

Finally, it is useful to compute the most likely discrete state sequence $z^* = \arg \max_z p(z | x; \theta)$. This is efficiently computable via the Viterbi algorithm [Viterbi, 1967]. The code to fit these models is publicly available in the SSM package (https://github.com/slinderman/ssm).

### C End-to-end model fitting

The two-step procedure above is fast, simple, and works well for our purposes. For completeness, however, we developed an end-to-end variational inference algorithm [Blei et al., 2017] to simultaneously learn the parameters $\theta$ of the generative model and infer the posterior distribution over both the discrete states $z$ and continuous states $x$ given these parameters and the observed data $y$. The end-to-end methods developed here yield similar results to the two-step method described above. This section is not
required in order to understand the results in the main paper.

We seek parameters $\phi$ that minimize the Kullback-Leibler divergence between the approximate and true posterior, \( KL(q(x, z; \phi) \parallel p(x, z \mid y; \theta)) \). In doing so, we also maximize a lower bound on the marginal log likelihood, or “evidence,” of the data since

\[
-\text{KL}(q(x, z; \phi) \parallel p(x, z \mid y; \theta)) = E_{q(x, z; \phi)}[\log p(x, z \mid y; \theta) - \log q(x, z; \phi)] = E_{q(x, z; \phi)}[\log p(x, z, y; \theta) - \log q(x, z; \phi)] - \log p(y; \theta) \leq 0
\]

\[
\Rightarrow \mathcal{L}(\theta, \phi) \leq \log p(y; \theta). \tag{13}
\]

The left hand side of (13) is called the evidence lower bound (ELBO).

The tightness of this lower bound is determined by the quality of the posterior approximation, and the ELBO only equals the marginal log likelihood if the variational posterior equals the true posterior. The variational posterior will necessarily be approximate for nontrivial models like this, but we can still leverage the structure of the generative model to reduce this approximation error. In particular, we can compute the exact conditional distribution over the discrete states $z$ given the continuous latent states $x$ and use this in a structured variational approximation, $q(x, z; \phi, \theta) = q(x; \phi) p(z \mid x, \theta)$. Substituting this approximation into the ELBO yields

\[
\mathcal{L}(\theta, \phi) = E_{q(x; \phi)} \left[ E_{p(z \mid x; \theta)} \left[ \log \frac{p(x, z; \theta)}{p(z \mid x; \theta)} \right] + \log p(y \mid x; \theta) - \log q(x; \phi) \right] \tag{14}
\]

\[
= E_{q(x; \phi)} [\log p(x; \theta) + \log p(y \mid x; \theta) - \log q(x; \phi)]. \tag{15}
\]

The marginal probability $p(x; \theta)$ is easily computable with standard HMM message passing passing routines [Rabiner, 1989].

Still, the expectation with respect to $q(x; \phi)$ is not exactly computable. Instead, we obtain an unbiased
estimate of the ELBO using Monte Carlo,

\[ \mathcal{L}(\theta, \phi) \approx \frac{1}{S} \sum_{s=1}^{S} \left[ \log p(x^{(s)}; \theta) + \log p(y \mid x^{(s)}; \theta) - \log q(x^{(s)}; \phi) \right], \quad (16) \]

where \( x^{(i)} \sim q(x; \phi) \).

So far we have implicitly assumed that we can efficiently sample from \( q(x; \phi) \) and evaluate its density pointwise. We considered two possibilities. First, we used a mean-field variational approximation,

\[ q_{MF}(x; \phi) = \prod_{t=1}^{T} \mathcal{N}(x_t; m_t, R_t), \quad (17) \]

where the variational parameters are \( \phi = \{m_t, R_t\}_{t=1}^{T} \). While this method is simple and easy to implement, it fails to capture temporal correlations in the continuous latent states. To address this shortcoming, we also consider a structured variational family of the form,

\[ q_{\text{struct}}(x; \phi) = \frac{1}{Z(\phi)} \prod_{t=1}^{T} \mathcal{N}(x_t; m_t, R_t) \prod_{t=1}^{T-1} \mathcal{N}(x_t \mid A_t x_{t-1} + b_t, Q_t), \quad (18) \]

where the variational parameters are \( \phi = \{m_t, R_t\}_{t=1}^{T} \cup \{A_t, b_t, Q_t\}_{t=1}^{T-1} \). Since the dependencies are only pairwise, we can use a message passing algorithm—the Kalman filter [Kalman, 1960]—to compute the normalization constant \( Z(\phi) \) and sample the variational posterior in \( O(T) \) time.

Alternatively, we can view \( q_{\text{struct}}(x; \phi) \) as a multivariate Gaussian distribution on the entire sequence of continuous latent states \( x = [x_1^T, \ldots, x_T^T]^T \) with natural parameters \( J \in \mathbb{R}^{T \times TD} \) and \( h \in \mathbb{R}^{TD} \). \( J \) is the inverse covariance matrix of the multivariate Gaussian, and it has a block tridiagonal sparsity pattern,
reflecting the pairwise dependencies between continuous latent states:

\[
J = \begin{bmatrix}
J_{11} & J_{12} & 0 \\
J_{12}^T & J_{22} & J_{21} \\
& \ddots & \ddots & \ddots \\
0 & & J_{T-1,T} & J_{TT}
\end{bmatrix},
\]

where

\[
J_{t,t} = A_t^T Q_t^{-1} A_t + Q_{t-1}^{-1} + R_t^{-1}
\]

\[
J_{t,t+1} = -Q_t^{-1} A_t.
\]

The second natural parameter determines the mean via the relation \(E[x] = J^{-1} h\). In terms of the variational parameters above, we have

\[
h_t = -A_t^T Q_t^{-1} b_t + Q_{t-1}^{-1} b_{t-1} + R_t^{-1} m_t.
\]

We can evaluate the density of \(q_{\text{struct}}\) given the Cholesky factorization \(J = LL^T\) using,

\[
q(x; \phi) = (2\pi)^{-TD/2} |J|^{1/2} \exp \left\{ -\frac{1}{2} x^T J x + x^T h - \frac{1}{2} h^T J^{-1} h \right\}
\]

\[
= (2\pi)^{-TD/2} \left( \prod_{i=1}^{TD} L_{ii} \right) \exp \left\{ -\frac{1}{2} x^T J x + x^T h - \frac{1}{2} (L^{-1} h)^T L^{-1} h \right\}.
\]

The sparsity of \(J\) renders the quadratic form \(x^T J x\) efficiently computable, and the only challenge is computing the Cholesky factorization and solving \(L^{-1} h\). In general, the Cholesky factorization is \(O(T^3)\) and the solve is \(O(T^2)\), but due to the sparsity of \(J\), both can be computed in \(O(T)\) time.

Sampling from \(q(x; \phi)\) leverages the same operations. We can sample via the reparameterization,

\[
x = f(\epsilon; \phi) \triangleq L^{-T}(L^{-1} h + \epsilon), \quad \epsilon \sim \mathcal{N}(0, I).
\]
While routines for the Cholesky factorization and solves of block tridiagonal matrices are not natively available in most libraries, LAPACK does support banded matrices via `pbtrf` and `pbtrs`, and block tridiagonal matrices are a special case of banded matrices. Using banded routines incurs a small overhead but the convenience may be worthwhile. We have written C routines to convert block tridiagonal matrices to and from banded representations used by LAPACK.

The simplest method of optimizing the ELBO is via stochastic gradient ascent. We obtain an unbiased estimate of the gradient of the ELBO using the reparameterization above,

\[
\nabla \mathcal{L}(\theta, \phi) = \frac{1}{S} \sum_{s=1}^{S} \nabla \left[ \log p(y, f(x_s); \theta) - \log q(f(x_s); \phi) \right], \quad x_s \sim \mathcal{N}(0, I).
\]

The gradient is taken with respect to both \(\theta\) and \(\phi\).
D Supplementary Figures

Figure D.1: Graphical model of the standard switching linear dynamical system and its extensions. a. The standard SLDS has observed data variables $y_{1:T}^{(w)}$ for each worm $w = 1, \ldots, W$. Circles denote random variables, arrows denote conditional dependencies, and filled circles indicate which variables are observed. Under this model, the observed data is a linear function of underlying continuous latent states $x_{1:T}^{(w)}$ and discrete latent states $z_{1:T}^{(w)}$. The continuous states are driven by linear dynamics that switch depending on the discrete state. The model is parameterized by transition probabilities, linear dynamics, and a mapping from continuous states to observed data, all of which are summarized in $\theta$. b. The Recurrent SLDS extends the standard model with an extra set of dependencies (red arrows). Here, the discrete state transitions are determined not only by the previous discrete state, but also by the preceding continuous state. c. The Hierarchical Recurrent SLDS adds per-worm parameters $\theta^{(w)}$, which allow for slight worm-to-worm variability. They are tied together by a prior that specifies each worm’s parameters to be centered on the global parameters $\theta$. d. The final elaboration adds inputs $u_{1:T}^{(w)}$ to the model. For example, we consider the oxygen concentration and change in oxygen concentration as external drivers of state transition. At the same time, we allow the parameters of these input dependencies to vary based on the genetic strain and developmental stage of the worm by including them in $\theta^{(w)}$. 
Figure D.2: Selecting latent dimensionality and number of neuron clusters. We selected the latent dimension of $D = 10$ because it achieves $> 90\%$ variance explained (after reconstructing missing data). We chose the number of clusters based on where the increase in silhouette score starts to diminish. By this metric, two clusters would be ideal, but we opt for more clusters to further separate distinct functional groups of neurons.
Figure D.3: Manual segmentations can be approximately recovered without explicitly modeling dynamics, but turns are subdivided. We show the segmented trajectories under the manual discrete states, the hierarchical recurrent AR-HMM, and K-Means applied to the continuous states. Below, we show the overlap with the true states for the AR-HMM (left) compared to K-Means fit to all five worms (middle) and K-Means fit to each worm individually (right). We further quantify the overlap by calculating the mutual information between the true and inferred states under each model.
Figure D.4: Continuous latent states for each group of worms in the Nichols et al. [2017] data. Within each group, different colors correspond to different worms. This illustrates the persistent activity of prelethargus worms throughout each 18 minute trial and the elevated activity of npr-1 lethargus worms in the presence of increased oxygen.
Figure D.5: Example trajectories from each genetic strain and developmental stage in Nichols et al. [2017] data. As in Fig 1, we show the real data, the continuous states, and the inferred discrete states. We highlight reversals (orange) and turns (green/chartreuse). At 6 minutes into the recording the oxygen concentration is increased from 10% to 21%, eliciting a strong neural response in many worms.
Figure D.6: Change in neural activity for each discrete state inferred from the Nichols et al. [2017] data. This figure is analogous to Figure 4 of the main text.
## E Assessment of Neuron Functions

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AFD (ADF, RIA, AWB, AWA)</strong></td>
<td>Sensory processing (except for RIA)</td>
<td>Mori and Ohshima [1995]. Predicted from morphology [Ward et al., 1975, Ware et al., 1975].</td>
</tr>
<tr>
<td><strong>AIB</strong></td>
<td>Reversal</td>
<td>Luo et al. [2014], Kato et al. [2015], Laurent et al.</td>
</tr>
<tr>
<td><strong>ALA</strong></td>
<td>Quiescence</td>
<td>Van Buskirk and Sternberg [2007]</td>
</tr>
<tr>
<td><strong>AQR</strong></td>
<td>Sensory processing</td>
<td>Zimmer et al. [2009]</td>
</tr>
<tr>
<td><strong>AS01</strong></td>
<td>Forward and Reversal</td>
<td>Tolstenkov et al. [2018]</td>
</tr>
<tr>
<td><strong>ASG</strong></td>
<td>Sensory processing</td>
<td>Bargmann and Horvitz [1991]</td>
</tr>
<tr>
<td><strong>ASK</strong></td>
<td>Sensory processing</td>
<td>Bargmann and Horvitz [1991]</td>
</tr>
<tr>
<td><strong>AUA</strong></td>
<td>Sensory processing</td>
<td>Busch et al. [2012]</td>
</tr>
<tr>
<td><strong>AVA</strong></td>
<td>Reversal</td>
<td>Chalfie et al. [1985]</td>
</tr>
<tr>
<td><strong>AVB</strong></td>
<td>Forward</td>
<td>Chalfie et al. [1985], Rakowski et al. [2013]</td>
</tr>
<tr>
<td><strong>AVE</strong></td>
<td>Reversal</td>
<td>Kato et al. [2015]</td>
</tr>
<tr>
<td><strong>AVF</strong></td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td><strong>AWA</strong></td>
<td>Sensory processing</td>
<td>Bargmann et al. [1993]</td>
</tr>
<tr>
<td><strong>AWB</strong></td>
<td>Sensory processing</td>
<td>Troemel et al. [1997]</td>
</tr>
<tr>
<td><strong>AWC (ASH, ADF)</strong></td>
<td>Sensory processing</td>
<td>Bargmann et al. [1993]. Predicted from morphology [Ward et al., 1975, Ware et al., 1975].</td>
</tr>
<tr>
<td><strong>BAG</strong></td>
<td>Sensory processing</td>
<td>Zimmer et al. [2009]</td>
</tr>
<tr>
<td><strong>DA</strong></td>
<td>Reversal</td>
<td>Chalfie et al. [1985]</td>
</tr>
<tr>
<td><strong>DB</strong></td>
<td>Forward</td>
<td>Chalfie et al. [1985]</td>
</tr>
<tr>
<td><strong>IL2 (IL1, OLL)</strong></td>
<td>Sensory processing</td>
<td>Predicted from morphology [Ward et al., 1975, Ware et al., 1975].</td>
</tr>
<tr>
<td><strong>OLQ</strong></td>
<td>Sensory processing</td>
<td>Predicted from morphology [Ward et al., 1975, Ware et al., 1975].</td>
</tr>
<tr>
<td><strong>RIB</strong></td>
<td>Forward</td>
<td>Li et al. [2014], Kato et al. [2015]</td>
</tr>
<tr>
<td><strong>RID</strong></td>
<td>Forward</td>
<td>Lim et al. [2016]</td>
</tr>
<tr>
<td><strong>RIF (AVG, DD01)</strong></td>
<td>Unknown</td>
<td></td>
</tr>
<tr>
<td><strong>RIG (RIF, DB)</strong></td>
<td>Sensory processing / Unknown</td>
<td>Guillermin et al. [2017]</td>
</tr>
<tr>
<td><strong>RIM</strong></td>
<td>Reversal</td>
<td>Guo et al. [2009], Kato et al. [2015]</td>
</tr>
<tr>
<td>Neuron</td>
<td>Function</td>
<td>Reference(s)</td>
</tr>
<tr>
<td>--------</td>
<td>-----------</td>
<td>--------------</td>
</tr>
<tr>
<td>RIS</td>
<td>Forward and Quiescence</td>
<td>Turek et al. [2013], Nichols et al. [2017]</td>
</tr>
<tr>
<td>RIV</td>
<td>Ventral Turn</td>
<td>Gray et al. [2005]</td>
</tr>
<tr>
<td>RMED/V</td>
<td>Forward and Quiescence</td>
<td>Kato et al. [2015], Nichols et al. [2017]. Also implicated in head movement Shen et al. [2016].</td>
</tr>
<tr>
<td>RMEL/R</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>RMG</td>
<td>Sensory processing</td>
<td>A “hub interneuron.” Macosko et al. [2009]</td>
</tr>
<tr>
<td>SAAV</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>SABD</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>SABV</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>SIA (SIB)</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>SIB (SIA, RMD)</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>SMBV (RMF, SIA)</td>
<td>Unknown or other</td>
<td>SMB controls body posture but its relation to forward, reversal, turning etc. is unclear. Gray et al. [2005], Oranth et al. [2018]</td>
</tr>
<tr>
<td>SMDD</td>
<td>Dorsal Turn</td>
<td>Kato et al. [2015], Gray et al. [2005]</td>
</tr>
<tr>
<td>SMDV</td>
<td>Ventral Turn</td>
<td>Kato et al. [2015], Gray et al. [2005]</td>
</tr>
<tr>
<td>URA (URY)</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>URX</td>
<td>Sensory processing</td>
<td>Zimmer et al. [2009]</td>
</tr>
<tr>
<td>URY (URA)</td>
<td>Unknown or other</td>
<td></td>
</tr>
<tr>
<td>VA01, VA02</td>
<td>Reversal</td>
<td>Chalfie et al. [1985], Haspel et al. [2010]</td>
</tr>
<tr>
<td>VB01, VB02, VB03</td>
<td>Forward</td>
<td>Chalfie et al. [1985], Haspel et al. [2010]</td>
</tr>
</tbody>
</table>

*Table E.1: Assessment of neural function related to behaviors based on existing literature. Some neurons are difficult to identify with certainty; potential alternative identities are listed in the parentheses. The neuron functions are used for the cluster analysis in Figure 2.*