# No evidence for disruption of global patterns of nest predation in shorebirds 
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#### Abstract

Kubelka et al. (Science, 9 November 2018, p. 680-683) claim that climate change has disrupted patterns of nest predation in shorebirds. They report that predation rates have increased since the 1950s, especially in the Arctic. We describe methodological problems with their analyses and argue that there is no solid statistical support for their claims.


## Main text

Climate change affects organisms in a variety of ways (1-4), including through changes in interactions between species. A recent study (5, referred to as "the Authors") reports that a specific type of trophic interaction, namely depredation of shorebird nests, increased globally over the past 70 years. The Authors state that their results are "consistent with climateinduced shifts in predator-prey relationships". They also claim that the historical perception of a latitudinal gradient in nest predation, with the highest rates in the tropics, "has been recently reversed in the Northern Hemisphere, most notably in the Arctic." They conclude that "the Arctic now represents an extensive ecological trap... for migrating birds, with a predicted negative impact on their global population dynamics". These conclusions have far-reaching implications, for evolutionary and population ecology, and for shorebird conservation and related policy decisions (6). Therefore, such claims require robust evidence, strongly supported by the data. Here we dispute this evidence.
First, the Authors graphically show non-linear, spatio-temporal variation in predation rates (their Fig. 2AB and 3), and suggest that in recent years, predation has strongly increased in North temperate and especially Arctic regions, but less so in other areas. However, they only statistically test for linear changes in predation rates over time for all regions combined, and for each geographical region (their Table S2) or period (before- and after-2000; their Table S6) separately. To substantiate their conclusions, the Authors should have presented statistical evidence for an interaction between region/latitude and year/period on predation rate. Moreover, their analyses control for spatial auto-correlation, but failed to model nonindependence of data from the same site (pseudo-replication).
Using the Authors' data, we ran a set of mixed-effect models, structurally reflecting their results depicted in their Fig. 2AB and 3, but including location as a random factor (Table 1, (7)). These analyses show (a) that much of the variation in nest predation rate is explained by study site ( $>60 \%$, compared to species: $<5 \%$ ), implying a reduced effective sample size, (b) that all regions - except the South temperate - show similar predation rates, and (c) that nest predation rates increase over time similarly across all geographical areas (Fig. 1A-F). Linear models without interaction terms are much better supported than non-linear models with interactions (Table 1), indicating that predation rates in the Arctic are not increasing any faster than elsewhere (Fig. 1BCEF). Thus, these results provide no evidence that the rate at which nest predation increased over time varies geographically.
Second, for the period under study, not only the climate has changed, but also the research methods. Hence, it remains unclear whether nest predation rates have indeed increased over time and if so, why. The Authors used the Mayfield method $(8,9)$ to calculate daily nest predation rates, as the number of depredated nests divided by "exposure" (the total time all nests were observed in days). However, $59 \%$ of the 237 populations used by the Authors lacked information on exposure. The Authors circumvented this problem by estimating exposure based on the description of nest search intensity in the respective studies (10). The key question is when nests were found. The Authors decided that in 114 populations, nests were found such that $60 \%$ of the nesting period (egg laying and incubation combined) was "observed" ( $B=0.6$; nests searched once or twice a week). For 14 populations they used $B=0.9$ (nests searched daily or found just after laying) and for 11 populations $B=0.5$ (assuming nest found mid-way during the nesting period). However, the choice of $B$-value remains subjective (7) and for $38 \%$ of the 128 populations where the Authors used $B>0.5$, we found no information in the reference to suggest this was
appropriate. This issue is not trivial, because using higher $B$-values, i.e., assuming that nests were found earlier than they actually were, overestimates exposure and hence underestimates nest predation rates. Importantly, the proportion of populations with estimated exposure declines over time (7), particularly after 2000 and especially in the Arctic (Fig. 1G). The timing of the decline coincides with the Authors' definition of historic and recent data and with the suggested exponential rise of predation in the Arctic (their Fig. $2 A B$ and $3 A B$ ). Indeed, the results are sensitive to variation in estimated exposure during the "historic period" (Fig. 1H). Although the Authors correctly state that the estimated and true predation rates are highly correlated (using studies with quantitative information on exposure; see supplementary material in (5)), the true rate is typically underestimated for the higher $B$-values used by the Authors (Fig. 11). Given these issues, the main result - i.e. the apparent increase in daily nest predation rate over time, especially in the Arctic - may simply be an artifact. To further assess the robustness of the change in predation rate over time, we used only populations where nest predation rates were calculated based on known exposure ( $N=98$ ). These analyses reduced the effect of year by $\sim 50 \%(7)$ and resulted in weak, non-significant linear trends (Fig. 1CF), suggesting that there is little evidence for changing predation rates.


Figure 1 | Spatio-temporal variation in daily nest predation rates of shorebirds. (A-C) Predation rate in relation to year for different geographical regions; with interaction and using all populations (A), without interaction and using all populations (B), with interaction and using only the 88 populations with known exposure from the Arctic and North temperate region (C). The model behind ( $\mathbf{A}$ ) is $\sim 18$ times less supported by the data than the model behind (B) (Table 1). (D-F) Predation rate in relation to latitude for different periods: with interaction (period as two-level factor) and using all populations (D), without interaction (year as continuous variable) and using all populations (E), with interaction and using only the 98 populations with known exposure (F). The model behind ( $\mathbf{D}$ ) is $\sim 70$ times less supported than the model behind (E) (Table 1). (A-F, H) Lines and shaded areas represent model predictions with $95 \%$ confidence intervals based on posterior distribution of 5,000 simulated values. Note the weak ( $P>0.64$ ) temporal increase in (C) (estimate $[95 \% \mathrm{Cl}]=0.08[-0.07-0.2]$ from a linear model without interaction) and (F) ( 0.06 [-0.09-0.17]). See Table 1 for model description and comparison and ( 7 ) for details. ( $\mathbf{G}$ ) Temporal change in the percentage of populations in which exposure was estimated (following (10)) to calculate predation rate. Note the sharp decline in the Arctic compared to the other regions (for overall and region-specific changes, see (7)). (H) Modeled changes in predation rate over time assuming different values of $B$ (proportion of nesting period observed; higher values indicate nests found sooner after egg laying) for populations with unknown exposure and year <2000 (leaving the original estimates for all remaining populations). This exercise explores the sensitivity of the results to using older studies where the stage at which nests were found is less certain. (I) Relationship between true and estimated predation rate for different values of $B(N=65$ populations, as in (5)). The dashed line indicates a slope of one, i.e. estimated values equaling true values. (G,I) Lines and shaded areas represent locally estimated scatterplot smoothing with $95 \%$ confidence intervals. Circles in (G) represent data for 5-year intervals.

Finally, we note that nest searching effort and frequency of nest visits likely increased in recent years as researchers learned how best to obtain accurate estimates of nest survival (11-13). Researchers also intensified their activities, e.g. capturing adults to band, tag and collect samples, and placing monitoring equipment near nests, which may increase predation rate (14-15). Thus, an increase in the quality of data reporting as well as increased research activity around nests may have
further induced a time-dependent bias in estimates with an underestimation of true predation rates in the historic data (see above), and perhaps an overestimation in the contemporary data.

In summary, re-analysis of the Authors' data, evaluation of the quality and interpretation of the published data used, and considerations about changes in research methods over the past 70 years lead us to conclude that there is no robust evidence for a global disruption of nest predation rates due to climate change. We argue that the Authors' claim that the Arctic has become an ecological trap for breeding shorebirds is untenable.

Table 1 | Comparison of models explaining spatio-temporal variation in daily nest predation rate using the Authors' original data.

| Model ${ }^{\text {a }}$ | Predictors ${ }^{\text {b }}$ | Number of parameters ${ }^{\text {c }}$ | $\Delta A^{\prime} C^{\text {d }}$ | Model probability ${ }^{e}$ | Evidence ratio ${ }^{f}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| E | Year + Hemisphere + Latitude (absolute) | 5 | 0.00 | 0.26 | 1 |
|  | Year + Latitude (3 ${ }^{\text {rd }}$ polynomial) | 6 | 0.05 | 0.25 | 1.02 |
|  | Year + Geographical area | 7 | 0.51 | 0.2 | 1.29 |
| B | Year (quadratic) + Geographical area | 8 | 1.43 | 0.13 | 2.04 |
|  | Year $\times$ Hemisphere $\times$ Latitude (absolute) | 9 | 2.74 | 0.07 | 3.92 |
|  | Year $\times$ Latitude ( $3^{\text {rd }}$ polynomial) | 9 | 2.78 | 0.06 | 4.08 |
|  | Year $\times$ Geographical area | 11 | 6.31 | 0.01 | 23.36 |
| A | Year (quadratic) $\times$ Geographical area | 16 | 6.43 | 0.01 | 24.89 |
| D | Period $\times$ Latitude ( $3^{\text {rd }}$ polynomial) | 9 | 8.48 | 0 | 69.26 |
|  | Period $\times$ Hemisphere $\times$ Latitude (absolute) | 9 | 9.66 | 0 | 124.9 |
|  | Period + Hemisphere + Latitude (absolute) | 5 | 10.30 | 0 | 175.3 |
|  | Period + Latitude (3 ${ }^{\text {rd }}$ polynomial) | 6 | 11.50 | 0 | 319.7 |

${ }^{\text {a }}$ Letters and results in bold refer to panels in Fig. 1. A and D are the models reflecting Fig. 2A and 3 A in (5).
${ }^{\mathrm{b}}$ Each model is fitted with maximum likelihood and controlled for number of nests in a given population (In-transformed) and for multiple populations at a given site or for a given species using site and species as random intercepts. Daily predation rate (dependent variable) was In-transformed after adding 0.01 , following (5). Predictors are Year (mean year of the study), Hemisphere (Northern vs Southern), Latitude (degrees), Geographical area (Arctic, North temperate, North tropics, South tropics, South temperate), and Period (historic: 1944-1999 vs. recent: 2000-2016). Models that include Period (instead of Year) are not supported by the data (69-320 times less likely than the best modelf). Models including the interaction between time and geographical region/latitude do not improve the model fit or are much less supported by the data than models without the interaction. For model output and analyses of total predation rates see (7). Note that we used quadratic or third-order polynomial terms to mimic the relationships depicted in the Authors' figures (5).
${ }^{\text {c }}$ Number of model parameters without the random effects.
${ }^{d}$ The difference in Akaike information criterion between the first-ranked model (AIC $=349.8$ ) and the given model.
${ }^{\mathrm{e}}$ Akaike weight $\left(w_{i}\right)$ : the weight of evidence (probability) that a given model is the best approximating model.
${ }^{f}$ Evidence ratio: model weight of the first-ranked model relative to that of the given model, i.e., how many times the first-ranked model is more likely than the given model.
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## SUPPORTING INFORMATION

## General statistical procedures

$R$ version 3.5.1 $1^{1}$ was used for all statistical analyses, the 'coxme' $R$ package ${ }^{2}$ for replicating Kubelka et al.' $s^{3}$ models and the 'Ime4' R package ${ }^{4}$ for fitting all other mixed-effect models. We used the 'sim' function from the 'arm' R package and noninformative prior-distribution ${ }^{5,6}$ to create a sample of 5,000 simulated values for each model parameter (i.e. posterior distribution). We report effect sizes and model predictions by the medians, and the uncertainty of the estimates and predictions by the Bayesian $95 \%$ credible intervals represented by 2.5 and 97.5 percentiles ( $95 \% \mathrm{Cl}$ ) from the posterior distribution of the 5,000 simulated or predicted values. We estimated the variance components with the 'Imer' function from the 'Ime4' R package ${ }^{4}$. The models were fitted with restricted maximum likelihood and controlled for number of nests (Intransformed). Following Kubelka et al.'s procedure, dependent variable 'daily predation rate' was In-transformed (after adding 0.01 ) and 'total predation rate' was left as a proportion. We have checked whether the assumptions of all models were met (see the online material).

In all model comparisons we assessed the model fit by Akaike's Information Criterion using maximum likelihood and the 'AIC' function in $R^{7}$.

## Testing global patterns

Geographical zones - Using Kubelka et al.'s data and model (see their Table S2A), we first tested for the difference in patterns of predation rates between the geographical zones by testing for the interaction between 'mean year' of the study and five 'geographical zones' (Table S1A). We also specified a similar model, but with widely used 'Imer' function from 'Ime4' package ${ }^{4,8}$ including species as a single random factor (intercept; Table S1B). The results of the two models resulted in virtually identical estimates for the fixed effects, so in the subsequent analyses we specified all models only within the 'Imer' framework, while also fitting study site as random intercept to control for non-independence of data points (to avoid problems of pseudo-replication arising from using multiple data points collected from the same study site).

We then attempted to replicate Kubelka et al.'s tests (their Figure 2AB and Table S2), while explicitly testing the evidence for differences in predation rates across geographic zones (i.e. using interactions). We thus fitted 'mean year' (quadratic) in interaction with 'geographical zone' (five-level factor). We then compared this model with three simpler models (Table S2,S4, Table 1): first, identical to the previous model but without the interaction; second model with the linear term 'mean year' in interaction with 'geographical zone', and a third model without this interaction (i.e. models we expected to find, but did not find, in Kubelka et al.'s Table S2). As the presumed increase in the Arctic predation rates (Figure $2 \mathrm{AB}^{3}$ ) occurred only after the year 2000, we also used the best fitting of the two interaction models (Table 1, Table S4) on data limited to after the year 1999 (Table S5A, $N=94$ populations).

We found that predation rates were similar across geographical zones, except for the Southern Temperate zone, which had lower predation rates than the other zones (Figure 1AB, Table S2). Overall, the temporal change in predation rates was also similar across geographical zones (Figure 1AB, Table S2), even if we limit the data to the period after year 1999 when the change - according to Kubelka et al. - should have occurred (Table S5A). Importantly, the models without interaction were about 18 to 34 times more likely to be supported by the data than models with the interaction (Table 1 and S4).

Latitude - Using Kubelka et al.'s model (see their Table S6A), we first tested how patterns of predation rates changed over latitude by including a three-way interaction between 'hemisphere' (Northern or Southern), 'mean year' and 'absolute latitude' (Table S1C). We then also specified a similar model but using 'Imer' and species as a single random factor (intercept; Table S1D). The results of the two models were also identical, so in the subsequent analyses we specify all models only within 'Imer' framework, while fitting also study site as random intercept to to account for non-independence of data collected in the same study site.

We then attempted to replicate the Kubelka et al.'s tests (from their Figure 3 AB and Table S6), while explicitly testing whether temporal trends in predation rates varied with latitude (i.e. using interactions). We thus fitted (Table S3) one model with 'latitude' (third-order polynomial) in interaction with 'mean year' of the study; second model with three-way interaction of 'hemisphere' (Southern or Northern), 'absolute latitude' and 'mean year'; third model with 'latitude' (third-order polynomial) in interaction with 'period' (before or after year 2000); and fourth model with three-way interaction of 'hemisphere' (Southern or Northern), 'absolute latitude' and 'period' (before or after year 2000). We then compared these models to their simpler alternatives without any interactions (Table 2 and S4). Note that we have used a third-order polynomial of latitude to mimic the relationship Kubelka et al. depicted in their Fig.3.

In accordance with the results on geographical zones (Table S2), we found that predation rates were lower in the Southern hemisphere and increased globally over time, but without changing the latitudinal pattern (Table S3, S4 and 2). Importantly, the models without interactions were better supported by the data than models with interactions and models with 'period' (i.e. testing for the relationship presented by Kubelka et al.'s Figure 3) performed the worst of all models, receiving 60 to 130 times less empirical support than the best-supported models (Table 2 and S4).

Overall - Comparing the model for 'Geographical zones' together with the models for 'Latitude', we found that simple models without interactions fit the data better than models with interactions (Table 2 and S4).

Table S1 | Predation rates in relation to mean year of the study and geography without controlling for study site

| Model | Effect type | Response <br> Effect | $\ln$ (Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Estimate | 95\%CI |  | Estimate | 95\% CI |  |
| A. Zone 'Imekin' | Fixed | Intercept (Arctic) | -3.285 | -3.544 | -3.026 | 0.502 | 0.389 | 0.614 |
| (Kubelka's Table S2A |  | In (\# of nests) | -0.007 | -0.070 | 0.056 | -0.001 | -0.028 | 0.026 |
| but with interaction) |  | Mean year of the study | 0.274 | 0.160 | 0.389 | 0.111 | 0.063 | 0.16 |
|  |  | Zone - N. Temperate | -0.052 | -0.227 | 0.124 | -0.003 | -0.078 | 0.072 |
|  |  | Zone - N. Tropics | 0.102 | -0.199 | 0.404 | 0.055 | -0.076 | 0.185 |
|  |  | Zone - S. Temperate | -0.507 | -0.756 | -0.258 | -0.193 | -0.300 | -0.085 |
|  |  | Zone - S. Tropics | -0.179 | -0.493 | 0.136 | -0.045 | -0.179 | 0.089 |
|  |  | Mean year $\times$ N. Temperate | -0.076 | -0.231 | 0.08 | -0.016 | -0.082 | 0.05 |
|  |  | Mean year $\times N$. Tropics | -0.195 | -0.489 | 0.099 | -0.084 | -0.209 | 0.042 |
|  |  | Mean year $\times$ S. Temperate | -0.154 | -0.435 | 0.127 | -0.069 | -0.188 | 0.051 |
|  |  | Mean year $\times \mathrm{S}$. Tropics | -0.136 | -0.432 | 0.159 | -0.048 | -0.173 | 0.077 |
|  | Random <br> (species) | Reciprocal of \# of nests matrix | 8\% |  |  | 5\% |  |  |
|  |  | Phylogenetic matrix | 1\% |  |  | 1\% |  |  |
|  |  | Geographical distance matrix | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 91\% |  |  | 94\% |  |  |
| B. Zone 'Imer' | Fixed | Intercept (Arctic) | -3.247 | -3.513 | -2.984 | 0.522 | 0.410 | 0.637 |
|  |  | In (\# of nests) | -0.017 | -0.082 | 0.049 | -0.006 | -0.034 | 0.022 |
|  |  | Mean year of the study | 0.274 | 0.154 | 0.393 | 0.110 | 0.060 | 0.163 |
|  |  | Zone - N. Temperate | -0.040 | -0.225 | 0.145 | 0.003 | -0.079 | 0.084 |
|  |  | Zone - N. Tropics | 0.115 | -0.195 | 0.427 | 0.066 | -0.067 | 0.202 |
|  |  | Zone - S. Temperate | -0.507 | -0.760 | -0.239 | -0.191 | -0.302 | -0.081 |
|  |  | Zone - S. Tropics | -0.146 | -0.479 | 0.185 | -0.026 | -0.173 | 0.118 |
|  |  | Mean year $\times \mathrm{N}$. Temperate | -0.077 | -0.245 | 0.086 | -0.017 | -0.088 | 0.053 |
|  |  | Mean year $\times N$. Tropics | -0.202 | -0.508 | 0.101 | -0.088 | -0.219 | 0.039 |
|  |  | Mean year $\times$ S. Temperate | -0.161 | -0.464 | 0.128 | -0.073 | -0.193 | 0.049 |
|  |  | Mean year $\times$ S. Tropics | -0.131 | -0.43 | 0.181 | -0.039 | -0.167 | 0.091 |
|  | Random | Species (intercept) | 10\% |  |  | 13\% |  |  |
|  |  | Residual variance | 90\% |  |  | 87\% |  |  |
| C. Latitude 'Imekin' <br> (Kubelka's Table S6A but with interaction) |  | Intercept (Northern) | -3.263 | -3.525 | -3.001 | 0.517 | 0.402 | 0.632 |
|  |  | In (\# of nests) | -0.017 | -0.076 | 0.042 | -0.004 | -0.029 | 0.021 |
|  |  | Hemisphere (Southern) | -0.662 | -1.005 | -0.319 | -0.271 | -0.418 | -0.125 |
|  |  | Mean Year of the study | 0.218 | 0.144 | 0.291 | 0.094 | 0.063 | 0.125 |
|  |  | Latitude (absolute) | -0.014 | -0.100 | 0.072 | -0.010 | -0.048 | 0.028 |
|  |  | Year $\times$ Hemisphere | -0.229 | -0.628 | 0.170 | -0.114 | -0.283 | 0.054 |
|  |  | Latitude $\times$ Hemisphere | -0.256 | -0.539 | 0.027 | -0.109 | -0.230 | 0.011 |
|  |  | Year $\times$ Latitude | 0.072 | -0.007 | 0.152 | 0.027 | -0.007 | 0.061 |
|  |  | Year $\times$ Latitude $\times$ Hemisphere | -0.181 | -0.489 | 0.126 | -0.084 | -0.213 | 0.046 |
|  | Random <br> (species) | Reciprocal of \# of nests matrix | 11\% |  |  | 6\% |  |  |
|  |  | Phylogenetic matrix | 0\% |  |  | 0\% |  |  |
|  |  | Geographical distance matrix | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 89\% |  |  | 93\% |  |  |
| D. Latitude 'Imer' | Fixed | Intercept (Northern) | -3.21 | -3.482 | -2.943 | 0.547 | 0.429 | 0.665 |
|  |  | In (\# of nests) | -0.028 | -0.091 | 0.035 | -0.010 | -0.037 | 0.017 |
|  |  | Hemisphere (Southern) | -0.686 | -1.033 | -0.342 | -0.283 | -0.432 | -0.137 |
|  |  | Mean Year of the study | 0.210 | 0.133 | 0.288 | 0.090 | 0.058 | 0.123 |
|  |  | Latitude (absolute) | -0.015 | -0.105 | 0.073 | -0.015 | -0.054 | 0.025 |
|  |  | Year $\times$ Hemisphere | -0.255 | -0.657 | 0.147 | -0.125 | -0.292 | 0.046 |
|  |  | Latitude $\times$ Hemisphere | -0.279 | -0.566 | 0.017 | -0.117 | -0.242 | 0.004 |
|  |  | Year $\times$ Latitude | 0.075 | -0.006 | 0.158 | 0.030 | -0.006 | 0.065 |
|  |  | Year $\times$ Latitude $\times$ Hemisphere | -0.21 | -0.526 | 0.112 | -0.099 | -0.233 | 0.034 |
|  | Random | Species (intercept) | 12\% |  |  | 15\% |  |  |
|  |  | Residual variance | 88\% |  |  | 85\% |  |  |

Shown are model estimates and 95\% confidence intervals (CI) and random variances calculated from 'Imekin' model output ${ }^{2}$ ( $\mathbf{A}, \mathbf{C}$ ) and the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals (CI) from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $R^{6}(\mathbf{B}, \mathbf{D})$. Variance components were estimated by the 'Imer' function in $\mathrm{R}^{4}$. Mean year and absolute latitude were $z$-transformed (by subtracting the mean and dividing by standard deviation).
$N=237$ populations representing 111 species.

Table S2 | Predation rates in relation to mean year of the study and geographical zone, controlling for study site

| Model <br> A. Simple \& linear (Year + Zone) | $\frac{\text { Effect type }}{\text { Fixed }}$ | Response <br> Effect <br> Intercept (Arctic) | $\ln ($ Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Estimate | 95\%CI |  | $\begin{array}{r} \hline \text { Estimate } \\ \hline 0.435 \end{array}$ | 95\% Cl |  |
|  |  |  |  | -3.736 | -3.200 |  | 0.319 | 0.548 |
|  |  | In (\# of nests) | 0.047 | -0.009 | 0.104 | 0.021 | -0.003 | 0.045 |
|  |  | Mean year of the study | 0.147 | 0.064 | 0.225 | 0.065 | 0.032 | 0.098 |
|  |  | Zone - N. Temperate | -0.085 | -0.304 | 0.132 | -0.016 | -0.112 | 0.080 |
|  |  | Zone - N. Tropics | 0.069 | -0.250 | 0.395 | 0.044 | -0.090 | 0.186 |
|  |  | Zone - S. Temperate | -0.549 | -0.853 | -0.261 | -0.213 | -0.338 | -0.087 |
|  |  | Zone - S. Tropics | -0.219 | -0.569 | 0.130 | -0.061 | -0.212 | 0.089 |
|  | Random | Study site (intercept) | 61\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 2\% |  |  | 3\% |  |  |
|  |  | Residual variance | 36\% |  |  | 36\% |  |  |
| B. Interaction \& linear | Fixed | Intercept (Arctic) | -3.484 | -3.750 | -3.214 | 0.429 | 0.312 | 0.547 |
| (Year $\times$ Zone) |  | In (\# of nests) | 0.044 | -0.014 | 0.102 | 0.020 | -0.004 | 0.045 |
|  |  | Mean year of the study | 0.242 | 0.078 | 0.398 | 0.092 | 0.021 | 0.161 |
|  |  | Zone - N. Temperate | -0.059 | -0.286 | 0.169 | -0.008 | -0.104 | 0.09 |
|  |  | Zone - N. Tropics | 0.102 | -0.237 | 0.457 | 0.059 | -0.091 | 0.203 |
|  |  | Zone - S. Temperate | -0.514 | -0.826 | -0.203 | -0.198 | -0.329 | -0.067 |
|  |  | Zone - S. Tropics | -0.176 | -0.550 | 0.180 | -0.049 | -0.209 | 0.104 |
|  |  | Mean year $\times$ N. Temperate | -0.109 | -0.302 | 0.085 | -0.026 | -0.110 | 0.059 |
|  |  | Mean year $\times N$. Tropics | -0.138 | -0.468 | 0.180 | -0.049 | -0.190 | 0.092 |
|  |  | Mean year $\times$ S. Temperate | -0.219 | -0.538 | 0.107 | -0.095 | -0.232 | 0.043 |
|  |  | Mean year $\times$ S. Tropics | -0.138 | -0.498 | 0.212 | -0.034 | -0.186 | 0.116 |
|  | Random | Study site (intercept) | 63\% |  |  | 63\% |  |  |
|  |  | Species (intercept) | 2\% |  |  | 3\% |  |  |
|  |  | Residual variance | 35\% |  |  | 34\% |  |  |
| C. Simple \& quadratic | Fixed | Intercept (Arctic) | -3.454 | -3.724 | -3.174 | 0.443 | 0.329 | 0.557 |
| (Year (quadratic) + Zone) |  | In (\# of nests) | 0.043 | -0.016 | 0.101 | 0.019 | -0.005 | 0.043 |
|  |  | Mean year (1 ${ }^{\text {st }}$ polynomial) | 2.212 | 0.975 | 3.401 | 0.965 | 0.459 | 1.469 |
|  |  | Mean year ( $2^{\text {nd }}$ polynomial) | -0.600 | -1.696 | 0.514 | -0.384 | -0.870 | 0.095 |
|  |  | Zone - N. Temperate | -0.081 | -0.291 | 0.136 | -0.015 | -0.108 | 0.083 |
|  |  | Zone - N. Tropics | 0.073 | -0.249 | 0.400 | 0.049 | -0.087 | 0.184 |
|  |  | Zone - S. Temperate | -0.556 | -0.843 | -0.258 | -0.217 | -0.348 | -0.089 |
|  |  | Zone - S. Tropics | -0.215 | -0.563 | 0.144 | -0.06 | -0.209 | 0.091 |
|  | Random | Study site (intercept) | 62\% |  |  | 63\% |  |  |
|  |  | Species (intercept) | 2\% |  |  | 2\% |  |  |
|  |  | Residual variance | 36\% |  |  | 35\% |  |  |
| D. Interaction \& quadratic | Fixed | Intercept (Arctic) | -3.462 | -3.743 | -3.190 | 0.440 | 0.322 | 0.560 |
| (Year(quadratic) $\times$ Zone) |  | In (\# of nests) | 0.046 | -0.010 | 0.106 | 0.020 | -0.005 | 0.045 |
|  |  | Mean year ( $1^{\text {st }}$ polynomial) | 1.779 | -1.666 | 5.137 | 0.787 | -0.670 | 2.260 |
|  |  | Mean year (2 ${ }^{\text {nd }}$ polynomial) | 3.250 | -0.587 | 7.081 | 1.045 | -0.554 | 2.666 |
|  |  | Zone - N. Temperate | -0.096 | -0.329 | 0.134 | -0.017 | -0.113 | 0.083 |
|  |  | Zone - N. Tropics | 0.088 | -0.259 | 0.429 | 0.052 | -0.092 | 0.200 |
|  |  | Zone - S. Temperate | -0.575 | -0.905 | -0.256 | -0.224 | -0.360 | -0.090 |
|  |  | Zone - S. Tropics | -0.177 | -0.553 | 0.193 | -0.049 | -0.205 | 0.110 |
|  |  | Year ( $1^{\text {st }}$ poly) $\times$ N. Temperate | -0.501 | -4.455 | 3.504 | -0.131 | -1.799 | 1.542 |
|  |  | Year (2 ${ }^{\text {nd }}$ poly) $\times \mathrm{N}$. Temperate | -4.614 | -8.780 | -0.491 | -1.675 | -3.445 | 0.040 |
|  |  | Year ( $1^{\text {st }}$ poly) $\times \mathrm{N}$. Tropics | -0.769 | -7.280 | 5.586 | -0.244 | -2.887 | 2.558 |
|  |  | Year ( $2^{\text {nd }}$ poly) $\times \mathrm{N}$. Tropics | -1.629 | -10.729 | 7.659 | -0.659 | -4.500 | 2.925 |
|  |  | Year ( $1^{\text {st }}$ poly) $\times$ S. Temperate | -0.428 | -6.523 | 5.408 | -0.428 | -2.988 | 2.163 |
|  |  | Year ( $2^{\text {nd }}$ poly) $\times$ S. Temperate | -5.683 | -12.527 | 1.191 | -2.143 | -5.126 | 0.777 |
|  |  | Year ( $1^{\text {st }}$ poly) $\times$ S. Tropics | 0.385 | -5.306 | 6.282 | 0.321 | -2.273 | 2.806 |
|  |  | Year ( $2^{\text {nd }}$ poly) $\times$ S. Tropics | -8.370 | -15.921 | -1.033 | -3.294 | -6.445 | -0.188 |
|  | Random | Study site (intercept) | 66\% |  |  | 66\% |  |  |
|  |  | Species (intercept) | 1\% |  |  | 2\% |  |  |
|  |  | Residual variance | 33\% |  |  | 32\% |  |  |

Shown are the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $R^{6}$. Variance components were estimated by the 'Imer' function in $R^{4}$. Unless quadratics, mean year was $z$-transformed (by subtracting the mean and dividing by standard deviation).
$N=237$ populations representing 111 species.

Table S3year | Predation rates in relation to mean year and latitude of the study, controlling for study site and year

| Model | Effect type | Response <br> Effect | $\ln ($ Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Estimate | 95\%CI |  | Estimate | 95\% Cl |  |
| A. Simple \& linear | Fixed | Intercept (Northern) | -3.362 | -3.780 | -2.960 | 0.502 | 0.332 | 0.682 |
| Hemisphere + Year + Latitude (absolute) |  | In (\# of nests) | 0.039 | -0.020 | 0.097 | 0.019 | -0.006 | 0.043 |
|  |  | Hemisphere (Southern) | -0.423 | -0.660 | -0.180 | -0.173 | -0.271 | -0.070 |
|  |  | mean Year of the study | 0.156 | 0.077 | 0.233 | 0.068 | 0.034 | 0.102 |
|  |  | Latitude (absolute) | -0.002 | -0.010 | 0.003 | -0.001 | -0.004 | 0.001 |
|  | Random | Study site (intercept) | 61\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 3\% |  |  | 3\% |  |  |
|  |  | Residual variance | 36\% |  |  | 36\% |  |  |
| B. Interaction \& linear | Fixed | Intercept (Northern) | -3.413 | -3.830 | -2.990 | 0.485 | 0.305 | 0.656 |
| Hemisphere $\times$ Year $\times$ Latitude (absolute) |  | In (\# of nests) | 0.037 | -0.020 | 0.097 | 0.018 | -0.006 | 0.043 |
|  |  | Hemisphere (Southern) | 0.138 | -0.580 | 0.884 | 0.059 | -0.249 | 0.373 |
|  |  | mean Year of the study | 0.021 | -0.290 | 0.344 | 0.025 | -0.106 | 0.151 |
|  |  | Latitude (absolute) | -0.001 | -0.010 | 0.005 | -0.001 | -0.003 | 0.002 |
|  |  | Hemisphere $\times$ Mean year | 0.250 | -0.510 | 0.978 | 0.126 | -0.190 | 0.444 |
|  |  | Hemisphere $\times$ Latitude | -0.015 | -0.030 | 0.003 | -0.006 | -0.014 | 0.001 |
|  |  | Year $\times$ Latitude | 0.003 | 0 | 0.008 | 0.001 | -0.001 | 0.003 |
|  |  | Hemisphere $\times$ Year $\times$ Latitude | -0.010 | -0.030 | 0.010 | -0.005 | -0.014 | 0.003 |
|  | Random | Study site (intercept) | 61\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 3\% |  |  | 4\% |  |  |
|  |  | Residual variance | 35\% |  |  | 35\% |  |  |
| $C$ Simple \& $3^{\text {rd }}$ polynomial | Fixed | Intercept () | -3.552 | -3.810 | -3.300 | 0.41 | 0.301 | 0.517 |
| Year + Latitude( $3^{\text {rd }}$ polynomial) |  | In (\# of nests) | 0.044 | -0.020 | 0.103 | 0.02 | -0.005 | 0.045 |
|  |  | mean Year of the study | 0.146 | 0.066 | 0.224 | 0.064 | 0.030 | 0.099 |
|  |  | Latitude ( ${ }^{\text {st }}$ poly) | 2.127 | 0.787 | 3.395 | 0.789 | 0.258 | 1.333 |
|  |  | Latitude (2 ${ }^{\text {nd }}$ poly) | -0.807 | -2.120 | 0.493 | -0.421 | -0.995 | 0.119 |
|  |  | Latitude ( ${ }^{\text {rd }}$ poly) | 0.751 | -0.470 | 2.051 | 0.282 | -0.238 | 0.812 |
|  | Random | Study site (intercept) | 61\% |  |  | 61\% |  |  |
|  |  | Species (intercept) | 3\% |  |  | 3\% |  |  |
|  |  | Residual variance | 36\% |  |  | 36\% |  |  |
| D. Interaction \& $3^{\text {rd }}$ polynomial | Fixed | Intercept () | -3.552 | -3.800 | -3.290 | 0.412 | 0.302 | 0.522 |
| Year $\times$ Latitude( $3^{\text {rd }}$ polynomial) |  | In (\# of nests) | 0.041 | -0.020 | 0.098 | 0.019 | -0.007 | 0.044 |
|  |  | mean Year of the study | 0.152 | 0.070 | 0.231 | 0.064 | 0.030 | 0.098 |
|  |  | Latitude ( ${ }^{\text {st }}$ poly) | 1.965 | 0.643 | 3.253 | 0.739 | 0.180 | 1.303 |
|  |  | Latitude ( $2^{\text {nd }}$ poly) | -1.032 | -2.340 | 0.353 | -0.492 | -1.091 | 0.081 |
|  |  | Latitude ( $3^{\text {rd }}$ poly) | 0.806 | -0.430 | 2.061 | 0.322 | -0.214 | 0.853 |
|  |  | Year $\times$ Latitude ( $1^{\text {st }}$ poly) | 1.143 | -0.160 | 2.449 | 0.487 | -0.074 | 1.046 |
|  |  | Year $\times$ Latitude ( $2^{\text {nd }}$ poly) | 0.177 | -1.120 | 1.446 | -0.039 | -0.599 | 0.508 |
|  |  | Year $\times$ Latitude ( $3^{\text {rd }}$ poly) | 0.601 | -0.760 | 1.964 | 0.213 | -0.380 | 0.810 |
|  | Random | Study site (intercept) | 62\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 3\% |  |  | 4\% |  |  |
|  |  | Residual variance | 35\% |  |  | 34\% |  |  |

Shown are the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $\mathrm{R}^{6}$. Variance components were estimated by the 'Imer' function in $\mathrm{R}^{4}$. Mean year and absolute latitude were z transformed (by subtracting the mean and dividing by standard deviation). Mean year and absolute latitude were z-transformed (by subtracting the mean and dividing by standard deviation).
$N=237$ populations representing 111 species.

Table S3period | Predation rates in relation to mean year and latitude of the study, controlling for study site and year

| Model | Effect type | Response <br> Effect | $\ln$ (Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Estimate | 95\%CI |  | Estimate | 95\% CI |  |
| E. Simple \& linear | Fixed | Intercept (Northern \& after 2000) | -3.307 | -3.740 | -2.890 | 0.529 | 0.346 | 0.709 |
| Hemisphere + Period + |  | In (\# of nests) | 0.044 | -0.010 | 0.103 | 0.020 | -0.005 | 0.045 |
| Latitude (absolute) |  | Hemisphere (Southern) | -0.391 | -0.640 | -0.150 | -0.162 | -0.267 | -0.052 |
|  |  | Period (before 2000) | -0.176 | -0.340 | -0.010 | -0.065 | -0.135 | 0.003 |
|  |  | Latitude (absolute) | -0.002 | -0.010 | 0.004 | -0.001 | -0.004 | 0.001 |
|  | Random | Study site (intercept) | 62\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 5\% |  |  | 7\% |  |  |
|  |  | Residual variance | 33\% |  |  | 31\% |  |  |
| F. Interaction \& linear | Fixed | Intercept (Northern \& after 2000) | -3.673 | -4.210 | -3.130 | 0.380 | 0.148 | 0.612 |
| Hemisphere $\times$ period $\times$ |  | In (\# of nests) | 0.047 | -0.010 | 0.105 | 0.020 | -0.006 | 0.045 |
| Latitude (absolute) |  | Hemisphere (Southern) | 0.592 | -0.450 | 1.651 | 0.302 | -0.154 | 0.770 |
|  |  | Period (before 2000) | 0.364 | -0.260 | 0.999 | 0.165 | -0.114 | 0.429 |
|  |  | Latitude (absolute) | 0.005 | -0 | 0.013 | 0.002 | -0.002 | 0.005 |
|  |  | Hemisphere $\times$ Period | -0.647 | -2.130 | 0.798 | -0.352 | -0.980 | 0.277 |
|  |  | Hemisphere $\times$ Latitude | -0.030 | -0.060 | 0 | -0.014 | -0.027 | -0.001 |
|  |  | Period $\times$ Latitude | -0.011 | -0.020 | 0 | -0.005 | -0.009 | 0 |
|  |  | Hemisphere $\times$ Period $\times$ Latitude | 0.022 | -0.020 | 0.062 | 0.012 | -0.005 | 0.028 |
|  | Random | Study site (intercept) | 62\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 6\% |  |  | 8\% |  |  |
|  |  | Residual variance | 32\% |  |  | 30\% |  |  |
| G. Simple \& $3^{\text {rd }}$ polynomial | Fixed | Intercept (Northern) | -3.478 | -3.750 | -3.220 | 0.438 | 0.324 | 0.554 |
| Hemisphere + Year + |  | In (\# of nests) | 0.049 | -0.010 | 0.108 | 0.022 | -0.004 | 0.047 |
| Latitude(3 ${ }^{\text {rd }}$ polynomial) |  | Period (before 2000) | -0.159 | -0.330 | 0.004 | -0.059 | -0.129 | 0.009 |
|  |  | Latitude ( $1^{\text {st }}$ poly) | 2.044 | 0.727 | 3.370 | 0.753 | 0.162 | 1.319 |
|  |  | Latitude ( $2^{\text {nd }}$ poly) | -0.634 | -1.980 | 0.748 | -0.369 | -0.956 | 0.229 |
|  |  | Latitude ( $3^{\text {nd }}$ poly) | 0.918 | -0.390 | 2.202 | 0.370 | -0.169 | 0.913 |
|  | Random | Study site (intercept) | 62\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 5\% |  |  | 7\% |  |  |
|  |  | Residual variance | 33\% |  |  | 31\% |  |  |
| H. Interaction \& $\mathbf{3}^{\text {rd }}$ polynomial | Fixed | Intercept () | -3.472 | -3.750 | -3.210 | 0.443 | 0.333 | 0.559 |
| Hemisphere $\times$ Period $\times$ |  | In (\# of nests) | 0.048 | -0.010 | 0.108 | 0.020 | -0.005 | 0.045 |
| Latitude(3 ${ }^{\text {rd }}$ polynomial) |  | Period (before 2000) | -0.178 | -0.340 | -0.010 | -0.067 | -0.141 | 0.004 |
|  |  | Latitude ( $1^{\text {st }}$ poly) | 3.677 | 1.692 | 5.653 | 1.499 | 0.681 | 2.347 |
|  |  | Latitude (2 ${ }^{\text {nd }}$ poly) | -0.197 | -2.110 | 1.702 | -0.215 | -1.059 | 0.597 |
|  |  | Latitude ( $3^{\text {rd }}$ poly) | 1.962 | -0.200 | 4.085 | 0.878 | -0.070 | 1.798 |
|  |  | Year $\times$ Latitude ( $1^{\text {st }}$ poly) | -2.874 | -5.300 | -0.440 | -1.291 | -2.304 | -0.262 |
|  |  | Year $\times$ Latitude ( $2^{\text {nd }}$ poly) | -1.398 | -3.910 | 1.162 | -0.539 | -1.650 | 0.559 |
|  |  | Year $\times$ Latitude ( $3^{\text {rd }}$ poly) | -1.522 | -4.120 | 1.107 | -0.713 | -1.792 | 0.437 |
|  | Random | Study site (intercept) | 62\% |  |  | 62\% |  |  |
|  |  | Species (intercept) | 6\% |  |  | 8\% |  |  |
|  |  | Residual variance | 32\% |  |  | 30\% |  |  |

For description see Table S3year.

Table S4 | Model comparison for total nest predation rate.

| Model ${ }^{\text {a }}$ | Predictors | \# of parameters ${ }^{\text {b }}$ | AIC | $\triangle \mathrm{AIC}^{\text {c }}$ | $w_{i}^{\text {d }}$ | Cumulative $w_{i}^{\text {e }}$ | $E R^{\text {f }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Year + Hemisphere + Latitude (absolute) | 5 | -53.50 | 0.00 | 0.28 | 0.28 | 1.00 |
| 2 | Year + Latitude (3rd polynomial) | 6 | -52.99 | 0.51 | 0.21 | 0.49 | 1.29 |
| 3 | Year (quadratic) + Geographical area | 8 | -52.92 | 0.58 | 0.21 | 0.70 | 1.34 |
| 4 | Year + Geographical area | 7 | -52.42 | 1.08 | 0.16 | 0.86 | 1.71 |
| 5 | Year $\times$ Hemisphere $\times$ Latitude (absolute) | 9 | -50.86 | 2.64 | 0.07 | 0.93 | 3.75 |
| 6 | Year $\times$ Latitude (3rd polynomial) | 9 | -50.00 | 3.50 | 0.05 | 0.98 | 5.76 |
| 7 | Year $\times$ Geographical area | 11 | -46.40 | 7.10 | 0.01 | 0.99 | 34.87 |
| 8 | Year (quadratic) $\times$ Geographical area | 16 | -45.76 | 7.74 | 0.01 | 0.99 | 47.90 |
| 9 | Period $\times$ Latitude (3rd polynomial) | 9 | -43.88 | 9.62 | 0 | 1 | 122.81 |
| 10 | Period $\times$ Hemisphere $\times$ Latitude (absolute) | 9 | -43.28 | 10.22 | 0 | 1 | 165.44 |
| 11 | Period + Hemisphere + Latitude (absolute) | 5 | -41.87 | 11.63 | 0 | 1 | 334.46 |
| 12 | Period + Latitude (3rd polynomial) | 6 | -40.27 | 13.23 | 0 | 1 | 746.23 |

${ }^{\text {a }}$ Each model is fitted with maximum likelihood and controlled for number of nests in a given population (In-transformed) and for multiple populations at given site or for a given species using site and species as random intercepts (i.e. all models have same random structure). Predictors are Year (mean year of the study), Hemisphere (Northern vs Southern), Latitude (degrees), Geographical area (Arctic, North temperate, North tropics, South tropics, South temperate,), and Period (historic: 1944-1999 vs. recent: 2000-2016). Models that include Period (instead of Year) are not supported by the data (69-320 times less likely than the best model). Models including the interaction between time and geographical/latitude do not improve the model fit or are much less supported by the data than models without the interaction. For model outputs see Table S2-3.
${ }^{b}$ Number of model parameters without the random effects. ${ }^{\text {The }}$ difference in AICc between the first-ranked model and the given model.
${ }^{d}$ Akaike weight - the weight of evidence that a given model is the best approximating model (i.e., probability of the model).
${ }^{e}$ Cumulative Akaike weight, ${ }^{\mathrm{f}}$ Evidence ratio - model weight of the first-ranked model relative to that of the given model (i.e., how many times is the firstranked model more likely than the given model).

Table S5 | Predation rates in relation to mean year of the study and geographical zone for limited datasets

| Model | Effect type | Response | $\ln ($ Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Effect | Estimate | 95\%CI |  | Estimate | 95\% Cl |  |
| A. Interaction \& linear | Fixed | Intercept (Arctic) | -3.254 | -3.649 | -2.867 | 0.541 | 0.383 | 0.697 |
| (Year $\times$ Zone) |  | In (\# of nests) | 0.041 | -0.038 | 0.120 | 0.016 | -0.015 | 0.048 |
| Data with year >1999 |  | Mean year of the study | 0.199 | 0.026 | 0.378 | 0.060 | -0.010 | 0.129 |
| $N=94$ populations |  | Zone - N. Temperate | -0.170 | -0.520 | 0.184 | -0.054 | -0.206 | 0.095 |
|  |  | Zone - N. Tropics | -0.081 | -0.516 | 0.341 | -0.035 | -0.214 | 0.153 |
|  |  | Zone - S. Temperate | -0.644 | -1.081 | -0.193 | -0.276 | -0.468 | -0.078 |
|  |  | Zone - S. Tropics | -0.278 | -0.770 | 0.211 | -0.08 | -0.295 | 0.132 |
|  |  | Mean year $\times$ N. Temperate | -0.102 | -0.410 | 0.212 | -0.011 | -0.139 | 0.118 |
|  |  | Mean year $\times N$. Tropics | 0.057 | -0.320 | 0.422 | 0.046 | -0.112 | 0.198 |
|  |  | Mean year $\times$ S. Temperate | -0.122 | -0.493 | 0.255 | -0.019 | -0.175 | 0.139 |
|  |  | Mean year $\times \mathrm{S}$. Tropics | -0.598 | -1.209 | 0.009 | -0.217 | -0.479 | 0.043 |
|  | Random | Study site (intercept) | 73\% |  |  | 79\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 3\% |  |  |
|  |  | Residual variance | 27\% |  |  | 18\% |  |  |
| B. Mean year > 1970 | Fixed | Intercept (Arctic) | -3.536 | -3.792 | -3.269 | 0.419 | 0.308 | 0.528 |
| Data with year >1970 |  | In (\# of nests) | 0.044 | -0.015 | 0.104 | 0.021 | -0.004 | 0.045 |
| $N=226$ populations |  | Mean year of the study | 0.071 | -0.017 | 0.159 | 0.029 | -0.009 | 0.067 |
|  | Random | Study site (intercept) | 65\% |  |  | 66\% |  |  |
|  |  | Species (intercept) | 3\% |  |  | 3\% |  |  |
|  |  | Residual variance | 32\% |  |  | 32\% |  |  |

Shown are the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $\mathrm{R}^{6}$. Variance components were estimated by the 'Imer' function in $\mathrm{R}^{4}$. Mean year was $z$-transformed (by subtracting the mean and dividing by standard deviation).

## Exploring the temporal change in predation rates

The general increase in predation rates found by Kubelka et al. — and confirmed in our analyses - can arise if field protocols and/or statistical methods change over time. In Kubelka et al.'s dataset, $59 \%$ (total $\mathrm{N}=237$ ) of populations lack the number of exposure days (i.e. the total number of days that nests were followed from finding until the nest finished (hatched, depredated, failed to other causes) that are needed to calculate daily predation rates according to Mayfield ${ }^{9}$, the method used by the Kubelka et al. ${ }^{3}$. Kubelka et al. derive such exposure days using nesting period (egg-laying + incubation period) of the species and a conversion coefficient introduced by Beintema ${ }^{10}$, which indicates how much of the incubation period (in case of Kubelka et al. of the nesting period) was observed, i.e. indicating when the nests were generally found. Kubelka et al. assumed that 0.9 of nesting period was observed if nests were found close to laying or nests searched daily, 0.6 if nests were found early in the nesting period or nests searched once-twice a week, or 0.5 if nests were found in the middle of the nesting period ( $N_{0.5}=11, N_{0.6}=114, N_{0.9}=14$ populations). In other words, Kubelka et al. assumed that the vast majority of nests were found earlier than in the middle of the nesting period. However, such an assumption might be too optimistic for many populations. Even in a recent, intensive research scheme with multiple nest surveys per week by $\sim 2-6$-person teams at various Arctic sites, nests are rarely found at laying (mean across sites $=0.35$ of nesting period, range: $0.22-0.49 ; N=10,716$ nests from 16 sites monitored after 2000; Figure S1; using open-access data from the Arctic Shorebird Demographics Network ${ }^{11}$ ). Importantly, the need to use 'Beintema conversions' might have changed over time. We have thus explored five ways how such 'Beintema conversions' affect the temporal change in predation rates. Note that one Arctic population was indicated as transformed in the Kubelka et al.'s dataset but lacked the actual transformation value. Nevertheless, its exposure was indicated in the Kubelka et al.'s dataset and present also in the original reference, i.e. this population should have been indicated as not transformed and we use it in the subsequent analyses as such.
First, we visualized how the number of populations that required a 'Beintema conversion' changed over time (Figure 1G and S2; using locally estimated scatterplot smoothing). We reveal a steady decline in the number of studies lacking exposure data, i.e. studies where Kubelka et al. used the Beintema conversion. The decline is particularly dramatic after 2000, which corresponds with Kubelka et al.'s distinction between before and after 2000 period, and especially in Arctic which corresponds with reported exponential increase in the predation rates in Arctic.
Second, we used the Kubelka et al.'s populations with known (i.e., termed "true" below) number of exposure days, known nesting period length, and known fates $(N=65)$ and estimated daily predation rates with varying conversion coefficients ( 0.5 $\times$ observed proportion of nesting period $\times$ nesting period $\times$ (number of nests depredated or failed to other causes) + (observed proportion of nesting period $\times$ nesting period $\times$ (number of hatched and infertile clutches). We then visualized the new daily predation rates against the original values to investigate how this method over- or under-estimates the daily predation rates. Despite the strong correlation between true daily predation rates (i.e. those extracted from the literature) and the newly derived ones ${ }^{3}$, we found severe over- and under-estimation depending on the 'proportion of nesting period' assumed for the calculations (Figure 1 I and S3). If we assume that only $0.1-0.4$ of the nesting period is observed, the predation rates are severely over-estimated for all (in case of 0.4 for most) original values (Figure 1 l and SB ). Assuming that nests are observed for half of the nesting period, overestimates the low true values and underestimates the larger ones. Assuming that nests are observed for longer than half of nesting period ( $>0.5$ ), further overestimates the predation rates, including the lower true values.

Third, we explored how the increase in predation rates over time (Figure 1A-F) changes if we vary proportion of observed nesting period (i.e. Beintema's coefficient) from 0.1 to 0.9 for populations with mean year <2000 and lacking exposure days (i.e. populations where Kubelka at al. used Beintema coefficient to calculate exposure). In other words, we assumed that intensive nest searching used by Kubelka (i.e. nests found before or during mid- nesting period) is always valid for data >2000, but uncertain for data <2000. To each dataset we fitted a model with 'mean year' of the study as a fixed effect, controlling for number of nest (In-transformed) and site and species as random intercepts. We then plotted the model predictions (Figure 1H). This exercise revealed sensitivity of the data to the 'Beintema conversion' (Figure 1H) with conversion factors <0.5 (which were never used by Kubelka) generating statistically non-significant year effects, sometimes even in the opposite direction than reported by Kubelka et al.

Fourth, we tested for the effect of mean year on predation rates by using only data with known exposure days or predation rates ( $N=98$ populations; Table S6). First, we fitted two models: first with latitude ( $3^{\text {rd }}$ polynomial) in interaction with year, and second with three-way interaction of hemisphere, latitude (absolute) and year. Then, we fitted an additional two models using only Arctic ( $N=46$ populations) and North Temperate zone ( $N=42$ ) data (the other zones contained only 0-5 populations): first model with mean year (quadratic) in interaction with geographical zone, the second model with linear mean year in interaction with geographical zones. We then also fitted the same four models but without interactions (Table S6). We found no support for interactions, the geographical effect or the year effect (Table S6, Figure 1CF).
Fifth, we explored how the mean year effect changes when we exclude 10 sparsely distributed data points < 1970 (as all above mentioned models underestimate the effect of these populations). Using model with mean year as a predictor (same as Kubelka et al. in Table S2a) and site and species as random intercepts reduced the original Kubelka et al.'s year effect by $59 \%$ (Table S5B), revealing the influence of the 10 early data points.


Figure S1 \| Nest age (proportion of the nesting period elapsed) at the time of nest discovery. Points indicate means, bars $95 \%$ Cis for each of 16 sites in the Arctic Shorebird Demographics Network in Russia, Alaska, and Canada (2003-2014). Numbers indicate number of nests. Horizontal dotted line indicates 0.5 (midpoint of the nesting period). For further information on these sites and nest-searching protocols see ${ }^{11,12}$.


Figure S2 | Temporal change in percentage of populations needing 'Beintema conversion' to estimate exposure. Dots represent percentages for 5-year intervals, lines and shaded areas locally estimated scatterplot smoothing with $95 \%$ confidence intervals


Figure S3 | The assumption about the proportion of nesting period being observed influences daily predation rate estimation. Each dot represents one of 65 populations with true daily predation rates from the literature and all information needed to estimate daily predation rates for various proportions of the nesting period that is on average assumed to be observed (panel titles; note that the last panel uses proportions specific to each population as used by Kubelka et al.). Red dashed line indicates no difference between true values ( $x$-axis) and estimated values (y-axis). Blue line with shaded area indicates locally estimated scatterplot smoothing with $95 \% \mathrm{Cls}$. Note that points and lines below the dashed lines indicates underestimation and above overestimation of the true values.
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Table S6a | Predation rates in relation to mean year of the study and region (Arctic or N. temperate) using non-transformed data

| Model <br> A. Simple \& linear (Year + Zone) | $\begin{gathered} \text { Effect type } \\ \hline \text { Fixed } \end{gathered}$ | Response <br> Effect <br> Intercept (Arctic) | $\ln ($ Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{array}{r} \text { Estimate } \\ \hline-3.379 \end{array}$ | 95\%CI |  | $\begin{array}{r} \text { Estimate } \\ \hline 0.500 \end{array}$ | 95\% Cl |  |
|  |  |  |  | -3.733 | -3.019 |  | 0.353 | 0.652 |
|  |  | In (\# of nests) | 0.058 | -0.018 | 0.132 | 0.020 | -0.013 | 0.052 |
|  |  | Mean year of the study | 0.098 | -0.062 | 0.262 | 0.042 | -0.027 | 0.107 |
|  |  | Zone - N. Temperate | -0.137 | -0.476 | 0.211 | -0.029 | -0.165 | 0.109 |
|  | Random | Study site (intercept) | 80\% |  |  | 78\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 20\% |  |  | 22\% |  |  |
| B. Interaction \& linear | Fixed | Intercept (Arctic) | -3.376 | -3.739 | -3.014 | -6.283 | -20.350 | 7.204 |
| (Year $\times$ Zone) |  | In (\# of nests) | 0.055 | -0.020 | 0.133 | 0.020 | -0.012 | 0.051 |
|  |  | Mean year of the study | 0.142 | -0.096 | 0.368 | 0.003 | -0.003 | 0.010 |
|  |  | Zone - N. Temperate | -0.139 | $-0.489$ | 0.203 | 1.278 | -19.782 | 21.860 |
|  |  | Mean year $\times \mathrm{N}$. Temperate | -0.09 | -0.425 | 0.242 | -0.001 | -0.011 | 0.010 |
|  | Random | Study site (intercept) | 81\% |  |  | 78\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 19\% |  |  | 22\% |  |  |
| C. Simple \& quadratic | Fixed | Intercept (Arctic) | -3.379 | -3.737 | -3.009 | 0.495 | 0.345 | 0.650 |
| (Year (quadratic) + Zone) |  | In (\# of nests) | 0.058 | -0.018 | 0.133 | 0.021 | -0.012 | 0.053 |
|  |  | Mean year (1 $1^{\text {st }}$ polynomial) | 1.008 | -0.539 | 2.488 | 0.380 | -0.256 | 1.036 |
|  |  | Mean year (2 ${ }^{\text {nd }}$ polynomial) | 0.390 | -0.843 | 1.627 | 0.022 | -0.494 | 0.540 |
|  |  | Zone - N. Temperate | -0.119 | -0.483 | 0.247 | -0.029 | -0.171 | 0.114 |
|  | Random | Study site (intercept) | 80\% |  |  | 78\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 20\% |  |  | 22\% |  |  |
| D. Interaction \& quadratic | Fixed | Intercept (Arctic) | -3.383 | -3.736 | -3.015 | 0.496 | 0.344 | 0.651 |
| (Year (quadratic) $\times$ Zone) |  | In (\# of nests) | 0.056 | -0.020 | 0.133 | 0.020 | -0.012 | 0.052 |
|  |  | Mean year (1 ${ }^{\text {st }}$ polynomial) | 1.218 | -1.026 | 3.389 | 0.389 | -0.496 | 1.302 |
|  |  | Mean year ( $2^{\text {nd }}$ polynomial) | 0.359 | -1.486 | 2.218 | 0.058 | -0.708 | 0.820 |
|  |  | Zone - N. Temperate | -0.125 | -0.493 | 0.241 | -0.031 | -0.175 | 0.116 |
|  |  | Year ( $1^{\text {st }}$ poly) $\times \mathrm{N}$. Temperate | -0.530 | -4.003 | 2.969 | -0.049 | -1.477 | 1.371 |
|  |  | Year ( $2^{\text {nd }}$ poly) $\times$ N. Temperate | -0.075 | -2.858 | 2.641 | -0.071 | -1.216 | 1.039 |
|  | Random | Study site (intercept) | 81\% |  |  | 79\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 19\% |  |  | 21\% |  |  |

Shown are the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $\mathrm{R}^{6}$. Variance components were estimated by the 'Imer' function in $\mathrm{R}^{4}$. Mean year was z-transformed (by subtracting the mean and dividing by standard deviation).
$N=89$ populations representing 43 species.

Table S6b | Predation rates in relation to mean year of the study and latitude using non-transformed data

| Model | Effect type | Response <br> Effect | $\ln ($ Daily predation rate +0.01 ) |  |  | Total predation rate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Estimate | 95\%CI |  | Estimate | 95\% Cl |  |
| E. Simple \& linear | Fixed | Intercept (Northern) | -3.384 | -3.730 | -3.035 | 0.505 | 0.357 | 0.648 |
| Hemisphere + Year + Latitude (absolute) |  | In (\# of nests) | 0.042 | -0.030 | 0.115 | 0.015 | -0.015 | 0.046 |
|  |  | Hemisphere (Southern) | -0.533 | -1.174 | 0.133 | -0.277 | -0.530 | -0.014 |
|  |  | mean Year of the study | 0.077 | -0.074 | 0.227 | 0.034 | -0.025 | 0.096 |
|  |  | Latitude (absolute) | 0.021 | -0.169 | 0.212 | -0.006 | -0.081 | 0.071 |
|  | Random | Study site (intercept) | 80\% |  |  | 77\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 20\% |  |  | 23\% |  |  |
| F. Interaction \& linear | Fixed | Intercept (Northern) | -3.425 | -3.783 | -3.039 | 0.497 | 0.344 | 0.647 |
| Hemisphere $\times$ Year $\times$ Latitude (absolute) |  | In (\# of nests) | 0.046 | -0.028 | 0.119 | 0.016 | -0.015 | 0.048 |
|  |  | Hemisphere (Southern) | -2.179 | -4.576 | 0.237 | -0.897 | -1.900 | 0.140 |
|  |  | mean Year of the study | 0.093 | -0.074 | 0.265 | 0.041 | -0.028 | 0.108 |
|  |  | Latitude (absolute) | 0.074 | -0.139 | 0.292 | 0.012 | -0.075 | 0.097 |
|  |  | Hemisphere $\times$ Mean year | 1.587 | -1.321 | 4.386 | 0.572 | -0.604 | 1.735 |
|  |  | Hemisphere $\times$ Latitude | -0.708 | -1.649 | 0.266 | -0.262 | -0.652 | 0.142 |
|  |  | Year $\times$ Latitude | 0.079 | -0.128 | 0.285 | 0.014 | -0.071 | 0.097 |
|  |  | Hemisphere $\times$ Year $\times$ Latitude | 0.64 | -0.530 | 1.806 | 0.241 | -0.247 | 0.730 |
|  | Random | Study site (intercept) | 80\% |  |  | 78\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 20\% |  |  | 22\% |  |  |
| G. Simple \& $3^{\text {rd }}$ polynomial | Fixed | Intercept () | -3.420 | -3.762 | -3.090 | 0.485 | 0.343 | 0.629 |
| Year + Latitude( $3^{\text {rd }}$ polynomial) |  | In (\# of nests) | 0.044 | -0.030 | 0.117 | 0.015 | -0.016 | 0.047 |
|  |  | mean Year of the study | 0.078 | -0.079 | 0.230 | 0.035 | -0.028 | 0.096 |
|  |  | Latitude ( $1^{\text {st }}$ poly) | 1.592 | 0.287 | 2.862 | 0.666 | 0.141 | 1.165 |
|  |  | Latitude ( $2^{\text {nd }}$ poly) | -0.248 | -1.770 | 1.273 | -0.235 | -0.876 | 0.356 |
|  |  | Latitude ( ${ }^{\text {rd }}$ poly) | 0.071 | -1.252 | 1.422 | -0.026 | -0.546 | 0.511 |
|  | Random | Study site (intercept) | 80\% |  |  | 77\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 20\% |  |  | 23\% |  |  |
| H. Interaction \& $3^{\text {rd }}$ polynomial | Fixed | Intercept () | -3.450 | -3.794 | -3.097 | 0.477 | 0.327 | 0.628 |
| Year $\times$ Latitude(3 ${ }^{\text {rd }}$ polynomial) |  | In (\# of nests) | 0.045 | -0.031 | 0.119 | 0.016 | -0.017 | 0.047 |
|  |  | mean Year of the study | 0.094 | -0.068 | 0.250 | 0.040 | -0.023 | 0.103 |
|  |  | Latitude ( ${ }^{\text {st }}$ poly) | 1.702 | -0.115 | 3.542 | 0.700 | -0.020 | 1.459 |
|  |  | Latitude ( $2^{\text {nd }}$ poly) | -0.216 | -1.936 | 1.505 | -0.257 | -0.946 | 0.430 |
|  |  | Latitude ( $3^{\text {rd }}$ poly) | 0.027 | -1.758 | 1.754 | -0.040 | -0.756 | 0.680 |
|  |  | Year $\times$ Latitude ( $1^{\text {st }}$ poly) | 0.582 | -1.209 | 2.307 | 0.155 | -0.550 | 0.865 |
|  |  | Year $\times$ Latitude ( $2^{\text {nd }}$ poly) | 0.669 | -1.084 | 2.423 | 0.157 | -0.554 | 0.890 |
|  |  | Year $\times$ Latitude ( $3^{\text {rd }}$ poly) | -0.107 | -2.318 | 2.070 | -0.081 | -1.002 | 0.828 |
|  | Random | Study site (intercept) | 81\% |  |  | 78\% |  |  |
|  |  | Species (intercept) | 0\% |  |  | 0\% |  |  |
|  |  | Residual variance | 19\% |  |  | 22\% |  |  |

Shown are the posterior estimates (medians) of the effect sizes with the $95 \%$ credible intervals from a posterior distribution of 5,000 simulated values generated by the 'sim' function in $\mathrm{R}^{6}$. Variance components were estimated by the 'Imer' function in $\mathrm{R}^{4}$. Mean year and absolute latitude were z transformed (by subtracting the mean and dividing by standard deviation).
$N=98$ populations representing 49 species.

## Estimating repeatability of extracting information from the sources about 'Beintema conversion'

For $38 \%$ of 128 populations (where Kubelka et al. assumed that more than $50 \%$ of nesting period was observed) we were unable to find information in the reference to suggest such assumpiton was appropriate. For sources where we found some relevant information about nest searching intensity and about when within nesting period most nests were found, a different person extracted the information a new for 73 sources. The conclusions differed in $30 \%$ of the sources.

## Exploring within-population changes in predation rates over time

Kubelka et al. tested for within-population change between periods (before and after 2000) in 9 populations at 7 sites and found a significant effect of period on the daily predation rates, where daily predation rates increased after 2000 . We reviewed the references used by Kubelka et al. using their criteria for including populations ( $\geq 2$ years and $\geq 12$ nests with known fate for each period). We found information for a total of 23 populations. The 23 included 7 of the 9 included by Kubelka et al; for the remaining two, we were unable to obtain the necessary information for one (Vanellus vanellus in Czech Republic; Kubelka in litt.) and we found that the other population included only 13 nests after 2000 and the observation period was not known for most of those, so we excluded that population from further consideration Calidris melanotos at Kuparuk, Alaska ${ }^{11}$ ). One population not included by Kubelka et al. was from a low latitude ( $28^{\circ} \mathrm{N}$ ); we excluded this population because, Kubelka et al. report the increased predation rates only for higher latitudes. For the remaining 22 populations (Table S7), we calculated daily predation rates based on the information we found in the literature or unpublished datasets, using the Beintema transformation when necessary (using 0.5 when we found no information to indicate that most nests were found prior to the midpoint of incubation, or 0.6 if nest-searching was conducted at least weekly or nest age at discovery was less than half of the nesting period). Our predation rate values occasionally differed from Kubelka et al.'s when we found additional data (years or nests) that were excluded by the Kubelka et al. or when we applied a different value for the Beintema transformation (Table S7).

We repeated Kubelka et al.'s assessment of within-population change in predation rates for our 22 populations by applying the same linear mixed-effects model, including fixed effects of period and latitude (scaled by subtracting the mean and dividing by standard deviation) and random effects of species and locality. Like Kubelka et al.., we applied the model with package Ime4 in R (Bates et al. 2014; R Core Team 2018). With our expanded dataset, we likewise found a positive effect of period $\left(\beta_{\text {period }}=0.29,95 \% \mathrm{Cl}=0.05\right.$ to $0.53, p=0.03$ ), indicating an increase in daily predation rates after 2000 , although $46 \%$ smaller than the increase estimated by Kubelka et al. ( $\beta_{\text {period }}=0.54,95 \% \mathrm{Cl}=0.11$ to 0.97).

With the 22 populations, we then explored the consequences of the Beintema transformation for the apparent withinpopulation change. We applied the above model separately to two groups: first, the populations for which the Beintema transformation was consistently needed (applied to both periods, or never applied; $N=13$ populations at 5 sites; Figure S4a); and second, the populations that required the transformation in only one period, which was before 2000 in all cases ( $N=9$ populations at 3 sites; Figure S4b). For population with the consistent transformation, the effect of period dropped by $50 \%$ from our initial effect ( $\beta_{\text {period }}=0.29$ ) and became statistically non-significant ( $\beta_{\text {period }}=0.14,95 \% \mathrm{Cl}=-0.11$ to $0.39, p=0.28$ ). For populations where the transformation was necessary only for the period before year 2000, the effect increased by $34 \%$ from our initial effect and remained significant ( $\beta_{\text {period }}=0.49, \mathrm{SE}=0.20, p=0.02$ ). This suggests that using the Beintema transformation during only one of the two periods could explain the apparent effect of period on daily predation rates in the larger dataset.

Finally, for the 9 populations that required the transformation only before 2000, we conducted a sensitivity analysis for the value of the Beintema coefficient (B). Originally, we used $B=0.5$ for all 9 populations because nest-searching was conducted less than weekly or no information was provided. However, as discussed above, at least in Arctic populations values higher than $B=0.6$ (when nests are on average found just before the midpoint of the nesting period) are unlikely to be valid even in modern studies (see above), and $B=0.5$ is sometimes more appropriate even with extensive nest-searching effort (Figure S1). Values lower than $B=0.5$ were not considered by Kubelka et al., but would be appropriate if nests were found late in incubation or near hatching (Beintema 1996), which is likely for studies with less than weekly nest searching effort or for cryptic species. We thus varied Beintema coefficient from 0.1 to 0.4 to evaluate the sensitivity of the change in predation rate between periods to the assumptions made for the Beintema transformation. We then fitted the same model as above, using each value of $B$ in turn. For this sensitivity analysis, we excluded one population for which the pre-2000 values were calculated from two different references, only one of which required the transformation (Whimbrel Numenius phaeopus at Churchill, Manitoba). We found that all values $<0.5$ resulted in a nonsignificant effect of period ( $p \geq 0.14$ ), and in the most extreme case $(B=0.1)$, the direction of the effect was opposite to the one found by Kubelka et al. and of the same magnitude (Figure S5, Table S8). In other words, smaller $B$ values often produced higher daily predation estimates for before 2000 data than for after 2000 data (Figure S5), which often resulted in a conclusion that predation rate was not higher after 2000 than before 2000.

With no information provided in the sources for nest-searching frequency or age at which nests were found, it is impossible to tell which $B$ value is most appropriate for many published studies. However, it seems likely that values of $B<0.5$ would sometimes be appropriate for the studies from the 1960s and 1970s, especially if nests were found opportunistically or with low nest-searching effort. Given the sensitivity of the apparent change in daily predation rates to the value of $B$ that was selected, and the lack of any change in daily predation rates in populations for which predation rates were known or $B$ was applied consistently, the apparent increase in predation rates after 2000 detected by Kubelka et al. might have been a methodological artefact.


Figure S4 | Population-specific change in nest predation over time. a,b. Populations that either consistently required the Beintema transformation in both periods, or consistently reported observation time explicitly (a), and populations that required the Beintema transformation in only one period (always before 2000; b). Points indicate means, bars $95 \%$ Cls. Colour indicates before 2000 (blue) and after 2000 (red), lines connect the same populations and numbers next to red points indicate the latitude of each population.


Figure S5 | Population-specific daily predation rate according to species, location and conversion coefficient B. a-h, Each panel represents one population that required the Beintema transformation in only one period (always before 2000). Points indicate means, bars $95 \%$ Cls (calculated following ${ }^{13}$ ). Colour indicates before 2000 (blue) and after 2000 (red), numbers next to blue points indicate the various values of conversion coefficient ( $B=0.2,0.3,0.4$, or 0.5 ) used to estimated daily predation rate for before 2000 data. $B=0.1$ was tested but often produced much higher predation rate values and is not shown for clarity. For two populations ( $\mathbf{e}, \mathbf{g}$ ), predation rate before 2000 was always zero regardless of the conversion coefficient because zero nests were depredated. Details for each population are provided in Table S7.

Table S7| Shorebird populations used in re-analysis of within-population changes in daily predation rate from historic (<2000) to recent ( $\mathbf{2} \mathbf{2 0 0 0}$ ) periods.

| Species ${ }^{\text {a }}$ | Location | Latitude | Longitude | Period | DPR | SEM | $N$ years | Mean year | N nests | Exposure | $B^{\text {b }}$ | Included by Kubelka et al. ${ }^{\text {c }}$ | Source ${ }^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Charadrius semipalmatus | Canada | 58.698 | -93.942 | historic | 0 | 0 | 4 | 1966 | 15 | 196.0 | 0.5 | - | 1 |
|  |  |  |  | recent | 0.012 | 0.003 | 2 | 2014 | 67 | 1003.0 | - | - | 2 |
| Limosa haemastica | Canada | 58.698 | -93.942 | historic | 0.006 | 0.006 | 4 | 1966 | 12 | 155.2 | 0.5 | Yes | 1 |
|  |  |  |  | recent | 0.036 | 0.013 | 3 | 2013 | 20 | 201.5 | - | Yes | 2 |
| Numenius phaeopus | Canada | 58.698 | -93.942 | historic | 0.023 | NA | 16 | 1970 | 90 | 1121.0 | 0.5 | Yes ${ }^{1}$ | 1, 3 |
|  |  |  |  | recent | 0.085 | 0.005 | 4 | 2012 | 149 | 1620.5 | - | Yes ${ }^{2}$ | 2 |
| Tringa nebularia | Scotland | 58.533 | -4.232 | historic | 0.020 | 0.005 | 43 | 1993 | 71 | 918.3 | 0.5 | Yes ${ }^{1}$ | 4, 5 |
|  |  |  |  | recent | 0.029 | 0.010 | 7 | 2004 | 24 | 275.9 | 0.5 | Yes | 5 |
| Arenaria interpres | Greenland | 74.478 | -20.555 | historic | 0.034 | 0.011 | 4 | 1998 | 38 | 338.5 | - | - | 6 |
|  |  |  |  | recent | 0.069 | 0.006 | 16 | 2008 | 150 | 1238.0 | - | - | 6 |
| Philomachus pugnax | Russia | 72.906 | 106.104 | historic | 0.075 | 0.009 | 6 | 1996 | 79 | 810.9 | 0.6 | - | 7 |
|  |  |  |  | recent | 0.061 | 0.005 | 12 | 2006 | 176 | 1952.3 | 0.6 | - | 2, 7 |
| Calidris alba | Greenland | 74.478 | -20.555 | historic | 0.015 | 0.007 | 4 | 1998 | 35 | 387.3 | - | Yes | 6 |
|  |  |  |  | recent | 0.052 | 0.008 | 7 | 2003 | 58 | 642.7 | - | Yes ${ }^{1}$ | 6 |
| Calidris mauri | Alaska | 64.449 | -164.977 | historic | 0.020 | 0.002 | 6 | 1996 | 219 | 3184.5 | - | Yes ${ }^{1}$ | 2 |
|  |  |  |  | recent | 0.033 | 0.003 | 6 | 2012 | 288 | 3767.0 | - | Yes ${ }^{1}$ | 2 |
| Calidris temminckii | Finland | 65.021 | 24.72 | historic | 0.059 | 0.004 | 19 | 1992 | 464 | 3031.8 | 0.5 | Yes ${ }^{2}$ | 8 |
|  |  |  |  | recent | 0.018 | 0.002 | 8 | 2004 | 153 | 2845.8 | 0.9 | Yes ${ }^{1}$ | 9 |
| Calidris melanotos | Russia | 72.906 | 106.104 | historic | 0.075 | 0.004 | 6 | 1996 | 248 | 2675.4 | 0.6 |  | 7 |
|  |  |  |  | recent | 0.071 | 0.003 | 12 | 2006 | 364 | 4058.9 | 0.6 | - | 2, 7 |
| Calidris melanotos | Russia | 68.610 | 171.241 | historic | 0.032 | 0.011 | 9 | 1976 | 23 | 247.0 | 0.5 | - | 10 |
|  |  |  |  | recent | 0.055 | 0.024 | 3 | 2013 | 14 | 121.5 | - | - | 2 |
| Calidris alpina | Canada | 58.698 | -93.942 | historic | 0 | 0 | 4 | 1966 | 13 | 162.5 | 0.5 | Yes | 1 |
|  |  |  |  | recent | 0.023 | 0.003 | 4 | 2012 | 110 | 1493.5 | - | Yes ${ }^{3}$ | 2 |
| Calidris alpina | Greenland | 74.478 | -20.555 | historic | 0.012 | 0.007 | 4 | 1998 | 28 | 332.1 | - | - | 6 |
|  |  |  |  | recent | 0.034 | 0.004 | 16 | 2008 | 184 | 2037.3 | - | - | 6 |
| Calidris alpina | Russia | 72.906 | 106.104 | historic | 0.059 | 0.006 | 6 | 1996 | 129 | 1335.0 | 0.6 | - | 7 |
|  |  |  |  | recent | 0.060 | 0.004 | 12 | 2006 | 180 | 2104.5 | 0.6 | - | 2, 7 |
| Calidris alpina | Russia | 68.610 | 171.241 | historic | 0.032 | 0.008 | 9 | 1976 | 51 | 506.2 | 0.5 | - | 10 |
|  |  |  |  | recent | 0.051 | 0.013 | 3 | 2013 | 45 | 388.0 | - | - | 2 |
| Calidris minuta | Russia | 72.906 | 106.104 | historic | 0.070 | 0.012 | 6 | 1996 | 49 | 477.8 | 0.6 | - | 7 |
|  |  |  |  | recent | 0.048 | 0.003 | 12 | 2006 | 228 | 2709.9 | 0.6 | - | 2, 7 |
| Calidris minutilla | Canada | 58.698 | -93.942 | historic | 0.010 | 0.004 | 4 | 1966 | 56 | 612.0 | 0.5 | - | 1 |
|  |  |  |  | recent | 0.003 | 0.004 | 3 | 2013 | 21 | 255.0 | - | - | 2 |
| Calidris pusilla | Alaska | 64.449 | -164.977 | historic | 0.031 | 0.004 | 6 | 1996 | 187 | 2273.5 | - | - | 2 |
|  |  |  |  | recent | 0.051 | 0.004 | 5 | 2012 | 213 | 2396.5 | - | - | 2 |
| Calidris pusilla | Alaska | 70.380 | -149.534 | historic | 0.012 | 0.002 | 4 | 1990 | 179 | 1962.2 | 0.5 | - | 11 |
|  |  |  |  | recent | 0.004 | 0.005 | 2 | 2012 | 21 | 303.0 | - | - | 2 |
| Phalaropus lobatus | Alaska | 64.449 | -164.977 | historic | 0.031 | 0.009 | 3 | 1994 | 46 | 476.0 | - | - | 2 |
|  |  |  |  | recent | 0.056 | 0.006 | 5 | 2012 | 149 | 1379.5 | - | - | 2 |
| Phalaropus lobatus | Russia | 68.610 | 171.241 | historic | 0.040 | 0.009 | 9 | 1976 | 52 | 455.6 | 0.5 | - | 10 |
|  |  |  |  | recent | 0.062 | 0.021 | 2 | 2013 | 16 | 133.0 | - | - | 2 |
| Phalaropus fulicarius | Russia | 72.906 | 106.104 | historic | 0.074 | 0.006 | 6 | 1996 | 135 | 1354.3 | 0.6 | - | 7 |
|  |  |  |  | recent | 0.044 | 0.003 | 12 | 2006 | 317 | 3395.6 | 0.6 | - | 2, 7 |

${ }^{a}$ Taxonomic order in the IOC World Bird List has changed recently, so we ordered species to follow Table S4 of Kubelka et al. for ease of comparison.
${ }^{\mathrm{b}} B=$ value used in the Beintema transformation (see text) to calculate exposure days; shown only when the transformation was necessary.
" "Yes" indicates populations included in Kubelka et al. with the following caveats: 1) fewer years and nests, 2) fewer nests from the same years, 3) assumed all nests that failed to unknown causes were depredated. In some cases, Kubelka et al. also used a different value for $B$ (see their supporting data for the corresponding value). Populations not included by Kubelka et al., all of which met their criteria for inclusion, are indicated with "-".
${ }^{d}$ Sources from Kubelka et al: 1) Jehl 1971, 2) Arctic Shorebird Demographics Network 2016, 3) Skeel 1983, 4) Christian \& Hancock 2009, 5) Hancock in litt., 6) Hansen in litt., 7) Soloviev et al. 2010, 8) Rönkä et al. 2003, 9) Thompson et al. 2014, 10) Kondrjatev 1982, 11) Moitoret et al. 1996.

Table S8 | Daily predation rates in relation to period and Beintema conversion coefficient.

| $B$ | $\beta_{\text {period }}$ | Intercept | $\beta_{\text {latitude }}$ |
| :--- | :--- | :--- | :--- |
| 0.5 | $\mathbf{0 . 5 0 ( 0 . 1 9 )}$ | $-5.17(6.31)$ | $0.02(0.10)$ |
| 0.4 | $0.31(0.20)$ | $-6.42(6.28)$ | $0.04(0.10)$ |
| 0.3 | $0.16(0.22)$ | $-6.67(7.47)$ | $0.05(0.10)$ |
| 0.2 | $-0.07(0.26)$ | $-7.04(6.69)$ | $0.06(0.10)$ |
| 0.1 | $-0.51(0.33)$ | $-7.72(6.97)$ | $0.07(0.11)$ |

Results of linear mixed-effects models testing for an effect of period on daily predation rates under various assumptions for Beintema coefficients ( $B=0.5$, $0.4,0.3,0.2$, or 0.1 ). Values in parentheses are SEs; bold values indicate estimates significantly different from zero. Latitude was scaled by subtracting the mean and dividing by 1 SD.
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