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Abstract

Individual characteristics in human decision-making are often quantified by fitting
a parametric cognitive model to subjects’ behavior and then studying differences
between them in the associated parameter space. However, these models often fit
behavior more poorly than recurrent neural networks (RNNs), which are more flex-
ible and make fewer assumptions about the underlying decision-making processes.
Unfortunately, the parameter and latent activity spaces of RNNs are generally high-
dimensional and uninterpretable, making it hard to use them to study individual
differences. Here, we show how to benefit from the flexibility of RNNs while
representing individual differences in a low-dimensional and interpretable space.
To achieve this, we propose a novel end-to-end learning framework in which an
encoder is trained to map the behavior of subjects into a low-dimensional latent
space. These low-dimensional representations are used to generate the parameters
of individual RNNs corresponding to the decision-making process of each subject.
We introduce terms into the loss function that ensure that the latent dimensions are
informative and disentangled, i.e., encouraged to have distinct effects on behav-
ior. This allows them to align with separate facets of individual differences. We
illustrate the performance of our framework on synthetic data as well as a dataset
including the behavior of patients with psychiatric disorders.

1 Introduction

There is substantial commonality among humans (and other animals) in the way that they learn from
experience in order to make decisions. However, there is often also considerable variability in the
choices of different subjects in the same task [Carroll and Maxwell, 1979]. Such variability is rooted
in the structure of the underlying processes; for example, subjects can differ in their tendencies to
explore new actions [e.g., Frank et al., 2009] or in the weights they give to past experiences [e.g.,
den Ouden et al., 2013]. If meaningfully disentangled, these factors would crisply characterise
the decision-making processes of the subjects, and would provide a low-dimensional latent space
that could be used for many other tasks including studying the behavioral heterogeneity of subjects
endowed with the same psychiatric labels. However, extracting such representations from behavioral
data is challenging, as choices emerge from a complex set of interactions between latent variables
and past experiences, making disentanglement difficult.

One promising approach proposed for learning low-dimensional representations of behavioral data is
through the use of cognitive modelling [e.g., Navarro et al., 2006, Busemeyer and Stout, 2002]; for
example using a reinforcement learning framework [e.g., Daw, 2011]. In this approach, a parametrised
computational model is assumed to underlie the decision-making process, and the parameters of this
model – such as the tendency to explore and the learning rate – are found by fitting each subject’s
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rnt�1
<latexit sha1_base64="Y9gtPiZym8euQvLji49w3e56mrQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBC8GHZF0GPAi8cI5iHJGmYnk2TIzOwy0yuEJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VJVJY9P1vb2V1bX1js7BV3N7Z3dsvHRw2bJwaxusslrFpRdRyKTSvo0DJW4nhVEWSN6PRzdRvPnFjRazvcZzwUNGBFn3BKDrpwTzqbobnwaRbKvsVfwayTIKclCFHrVv66vRiliqukUlqbTvwEwwzalAwySfFTmp5QtmIDnjbUU0Vt2E2O3hCTp3SI/3YuNJIZurviYwqa8cqcp2K4tAuelPxP6+dYv86zIROUuSazRf1U0kwJtPvSU8YzlCOHaHMCHcrYUNqKEOXUdGFECy+vEwaF5XArwR3l+UqyeMowDGcwBkEcAVVuIUa1IGBgmd4hTfPeC/eu/cxb13x8pkj+APv8weEUZAZ</latexit><latexit sha1_base64="Y9gtPiZym8euQvLji49w3e56mrQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBC8GHZF0GPAi8cI5iHJGmYnk2TIzOwy0yuEJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VJVJY9P1vb2V1bX1js7BV3N7Z3dsvHRw2bJwaxusslrFpRdRyKTSvo0DJW4nhVEWSN6PRzdRvPnFjRazvcZzwUNGBFn3BKDrpwTzqbobnwaRbKvsVfwayTIKclCFHrVv66vRiliqukUlqbTvwEwwzalAwySfFTmp5QtmIDnjbUU0Vt2E2O3hCTp3SI/3YuNJIZurviYwqa8cqcp2K4tAuelPxP6+dYv86zIROUuSazRf1U0kwJtPvSU8YzlCOHaHMCHcrYUNqKEOXUdGFECy+vEwaF5XArwR3l+UqyeMowDGcwBkEcAVVuIUa1IGBgmd4hTfPeC/eu/cxb13x8pkj+APv8weEUZAZ</latexit><latexit sha1_base64="Y9gtPiZym8euQvLji49w3e56mrQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBC8GHZF0GPAi8cI5iHJGmYnk2TIzOwy0yuEJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VJVJY9P1vb2V1bX1js7BV3N7Z3dsvHRw2bJwaxusslrFpRdRyKTSvo0DJW4nhVEWSN6PRzdRvPnFjRazvcZzwUNGBFn3BKDrpwTzqbobnwaRbKvsVfwayTIKclCFHrVv66vRiliqukUlqbTvwEwwzalAwySfFTmp5QtmIDnjbUU0Vt2E2O3hCTp3SI/3YuNJIZurviYwqa8cqcp2K4tAuelPxP6+dYv86zIROUuSazRf1U0kwJtPvSU8YzlCOHaHMCHcrYUNqKEOXUdGFECy+vEwaF5XArwR3l+UqyeMowDGcwBkEcAVVuIUa1IGBgmd4hTfPeC/eu/cxb13x8pkj+APv8weEUZAZ</latexit><latexit sha1_base64="Y9gtPiZym8euQvLji49w3e56mrQ=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBC8GHZF0GPAi8cI5iHJGmYnk2TIzOwy0yuEJV/hxYMiXv0cb/6Nk2QPmljQUFR1090VJVJY9P1vb2V1bX1js7BV3N7Z3dsvHRw2bJwaxusslrFpRdRyKTSvo0DJW4nhVEWSN6PRzdRvPnFjRazvcZzwUNGBFn3BKDrpwTzqbobnwaRbKvsVfwayTIKclCFHrVv66vRiliqukUlqbTvwEwwzalAwySfFTmp5QtmIDnjbUU0Vt2E2O3hCTp3SI/3YuNJIZurviYwqa8cqcp2K4tAuelPxP6+dYv86zIROUuSazRf1U0kwJtPvSU8YzlCOHaHMCHcrYUNqKEOXUdGFECy+vEwaF5XArwR3l+UqyeMowDGcwBkEcAVVuIUa1IGBgmd4hTfPeC/eu/cxb13x8pkj+APv8weEUZAZ</latexit>

xn
t

<latexit sha1_base64="z1pJ4w9Pi+nIN6Fl1KSMaK855Xc=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZibSE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/90SlYrF40POEehEeCxYygrWRfLs+jLCeBGE2y/1M54+ZyH274TSdBdA6cUvSgBJt3/4ajmKSRlRowrFSA9dJtJdhqRnhNK8NU0UTTKZ4TAeGChxR5WWL7Dk6N8oIhbE0T2i0UH9vZDhSah4FZrJIqla9QvzPG6Q6vPEyJpJUU0GWh8KUIx2jogg0YpISzeeGYCKZyYrIBEtMtKmrZkpwV7+8TrqXTddpuvdXjRYq66jCKZzBBbhwDS24gzZ0gMAMnuEV3qzcerHerY/laMUqd07gD6zPHyZOlQo=</latexit><latexit sha1_base64="z1pJ4w9Pi+nIN6Fl1KSMaK855Xc=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZibSE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/90SlYrF40POEehEeCxYygrWRfLs+jLCeBGE2y/1M54+ZyH274TSdBdA6cUvSgBJt3/4ajmKSRlRowrFSA9dJtJdhqRnhNK8NU0UTTKZ4TAeGChxR5WWL7Dk6N8oIhbE0T2i0UH9vZDhSah4FZrJIqla9QvzPG6Q6vPEyJpJUU0GWh8KUIx2jogg0YpISzeeGYCKZyYrIBEtMtKmrZkpwV7+8TrqXTddpuvdXjRYq66jCKZzBBbhwDS24gzZ0gMAMnuEV3qzcerHerY/laMUqd07gD6zPHyZOlQo=</latexit><latexit sha1_base64="z1pJ4w9Pi+nIN6Fl1KSMaK855Xc=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZibSE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/90SlYrF40POEehEeCxYygrWRfLs+jLCeBGE2y/1M54+ZyH274TSdBdA6cUvSgBJt3/4ajmKSRlRowrFSA9dJtJdhqRnhNK8NU0UTTKZ4TAeGChxR5WWL7Dk6N8oIhbE0T2i0UH9vZDhSah4FZrJIqla9QvzPG6Q6vPEyJpJUU0GWh8KUIx2jogg0YpISzeeGYCKZyYrIBEtMtKmrZkpwV7+8TrqXTddpuvdXjRYq66jCKZzBBbhwDS24gzZ0gMAMnuEV3qzcerHerY/laMUqd07gD6zPHyZOlQo=</latexit><latexit sha1_base64="z1pJ4w9Pi+nIN6Fl1KSMaK855Xc=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZibSE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/90SlYrF40POEehEeCxYygrWRfLs+jLCeBGE2y/1M54+ZyH274TSdBdA6cUvSgBJt3/4ajmKSRlRowrFSA9dJtJdhqRnhNK8NU0UTTKZ4TAeGChxR5WWL7Dk6N8oIhbE0T2i0UH9vZDhSah4FZrJIqla9QvzPG6Q6vPEyJpJUU0GWh8KUIx2jogg0YpISzeeGYCKZyYrIBEtMtKmrZkpwV7+8TrqXTddpuvdXjRYq66jCKZzBBbhwDS24gzZ0gMAMnuEV3qzcerHerY/laMUqd07gD6zPHyZOlQo=</latexit>

vn
t

<latexit sha1_base64="0fjG2cQx/rMWU+q6cx6mecOOfLw=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZSbGE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/N6NSsVg86HlCvQiPBQsZwdpIvl0fRlhPgjCb5X6m88dM5L7dcJrOAmiduCVpQIm2b38NRzFJIyo04Vipgesk2suw1IxwmteGqaIJJlM8pgNDBY6o8rJF9hydG2WEwliaJzRaqL83MhwpNY8CM1kkVateIf7nDVId3ngZE0mqqSDLQ2HKkY5RUQQaMUmJ5nNDMJHMZEVkgiUm2tRVMyW4q19eJ93Lpus03furRguVdVThFM7gAly4hhbcQRs6QOAJnuEV3qzcerHerY/laMUqd07gD6zPHyM0lQg=</latexit><latexit sha1_base64="0fjG2cQx/rMWU+q6cx6mecOOfLw=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZSbGE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/N6NSsVg86HlCvQiPBQsZwdpIvl0fRlhPgjCb5X6m88dM5L7dcJrOAmiduCVpQIm2b38NRzFJIyo04Vipgesk2suw1IxwmteGqaIJJlM8pgNDBY6o8rJF9hydG2WEwliaJzRaqL83MhwpNY8CM1kkVateIf7nDVId3ngZE0mqqSDLQ2HKkY5RUQQaMUmJ5nNDMJHMZEVkgiUm2tRVMyW4q19eJ93Lpus03furRguVdVThFM7gAly4hhbcQRs6QOAJnuEV3qzcerHerY/laMUqd07gD6zPHyM0lQg=</latexit><latexit sha1_base64="0fjG2cQx/rMWU+q6cx6mecOOfLw=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZSbGE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/N6NSsVg86HlCvQiPBQsZwdpIvl0fRlhPgjCb5X6m88dM5L7dcJrOAmiduCVpQIm2b38NRzFJIyo04Vipgesk2suw1IxwmteGqaIJJlM8pgNDBY6o8rJF9hydG2WEwliaJzRaqL83MhwpNY8CM1kkVateIf7nDVId3ngZE0mqqSDLQ2HKkY5RUQQaMUmJ5nNDMJHMZEVkgiUm2tRVMyW4q19eJ93Lpus03furRguVdVThFM7gAly4hhbcQRs6QOAJnuEV3qzcerHerY/laMUqd07gD6zPHyM0lQg=</latexit><latexit sha1_base64="0fjG2cQx/rMWU+q6cx6mecOOfLw=">AAAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtDJPppB06mYSZSbGE/IobF4q49Ufc+TdO2iy09cDA4Zx7uWdOkHCmtON8W5WNza3tnepubW//4PDIPq53VZxKQjsk5rHsB1hRzgTtaKY57SeS4ijgtBdMbwu/N6NSsVg86HlCvQiPBQsZwdpIvl0fRlhPgjCb5X6m88dM5L7dcJrOAmiduCVpQIm2b38NRzFJIyo04Vipgesk2suw1IxwmteGqaIJJlM8pgNDBY6o8rJF9hydG2WEwliaJzRaqL83MhwpNY8CM1kkVateIf7nDVId3ngZE0mqqSDLQ2HKkY5RUQQaMUmJ5nNDMJHMZEVkgiUm2tRVMyW4q19eJ93Lpus03furRguVdVThFM7gAly4hhbcQRs6QOAJnuEV3qzcerHerY/laMUqd07gD6zPHyM0lQg=</latexit>

⇡n
t (.)

<latexit sha1_base64="cVeNfIfCNk9OlOgZcv92kD5PAUU=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBahXkIigh4LXjxWsB/YxrLZbtqlm03YnQil9F948aCIV/+NN/+N2zYHbX0w8Hhvhpl5YSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3cz81hPXRiTqHscpD2I6UCISjKKVHrqp6OGjqrrnvXLFc705yCrxc1KBHPVe+avbT1gWc4VMUmM6vpdiMKEaBZN8WupmhqeUjeiAdyxVNOYmmMwvnpIzq/RJlGhbCslc/T0xobEx4zi0nTHFoVn2ZuJ/XifD6DqYCJVmyBVbLIoySTAhs/dJX2jOUI4toUwLeythQ6opQxtSyYbgL7+8SpoXru+5/t1lpUbyOIpwAqdQBR+uoAa3UIcGMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AI3qkA8=</latexit><latexit sha1_base64="cVeNfIfCNk9OlOgZcv92kD5PAUU=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBahXkIigh4LXjxWsB/YxrLZbtqlm03YnQil9F948aCIV/+NN/+N2zYHbX0w8Hhvhpl5YSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3cz81hPXRiTqHscpD2I6UCISjKKVHrqp6OGjqrrnvXLFc705yCrxc1KBHPVe+avbT1gWc4VMUmM6vpdiMKEaBZN8WupmhqeUjeiAdyxVNOYmmMwvnpIzq/RJlGhbCslc/T0xobEx4zi0nTHFoVn2ZuJ/XifD6DqYCJVmyBVbLIoySTAhs/dJX2jOUI4toUwLeythQ6opQxtSyYbgL7+8SpoXru+5/t1lpUbyOIpwAqdQBR+uoAa3UIcGMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AI3qkA8=</latexit><latexit sha1_base64="cVeNfIfCNk9OlOgZcv92kD5PAUU=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBahXkIigh4LXjxWsB/YxrLZbtqlm03YnQil9F948aCIV/+NN/+N2zYHbX0w8Hhvhpl5YSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3cz81hPXRiTqHscpD2I6UCISjKKVHrqp6OGjqrrnvXLFc705yCrxc1KBHPVe+avbT1gWc4VMUmM6vpdiMKEaBZN8WupmhqeUjeiAdyxVNOYmmMwvnpIzq/RJlGhbCslc/T0xobEx4zi0nTHFoVn2ZuJ/XifD6DqYCJVmyBVbLIoySTAhs/dJX2jOUI4toUwLeythQ6opQxtSyYbgL7+8SpoXru+5/t1lpUbyOIpwAqdQBR+uoAa3UIcGMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AI3qkA8=</latexit><latexit sha1_base64="cVeNfIfCNk9OlOgZcv92kD5PAUU=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBahXkIigh4LXjxWsB/YxrLZbtqlm03YnQil9F948aCIV/+NN/+N2zYHbX0w8Hhvhpl5YSqFQc/7dgpr6xubW8Xt0s7u3v5B+fCoaZJMM95giUx0O6SGS6F4AwVK3k41p3EoeSsc3cz81hPXRiTqHscpD2I6UCISjKKVHrqp6OGjqrrnvXLFc705yCrxc1KBHPVe+avbT1gWc4VMUmM6vpdiMKEaBZN8WupmhqeUjeiAdyxVNOYmmMwvnpIzq/RJlGhbCslc/T0xobEx4zi0nTHFoVn2ZuJ/XifD6DqYCJVmyBVbLIoySTAhs/dJX2jOUI4toUwLeythQ6opQxtSyYbgL7+8SpoXru+5/t1lpUbyOIpwAqdQBR+uoAa3UIcGMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AI3qkA8=</latexit>

So
ftm

ax

Wn
<latexit sha1_base64="tbRvGnsdsQDMw9rly7QaZKhdu1A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPBi8eK9gPaWDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOKMGivdtx9l3616NW8Oskr8glShQKPvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHVR872af3dZrZMijjKcwCmcgw9XUIdbaEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+ACofjZk=</latexit><latexit sha1_base64="tbRvGnsdsQDMw9rly7QaZKhdu1A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPBi8eK9gPaWDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOKMGivdtx9l3616NW8Oskr8glShQKPvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHVR872af3dZrZMijjKcwCmcgw9XUIdbaEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+ACofjZk=</latexit><latexit sha1_base64="tbRvGnsdsQDMw9rly7QaZKhdu1A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPBi8eK9gPaWDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOKMGivdtx9l3616NW8Oskr8glShQKPvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHVR872af3dZrZMijjKcwCmcgw9XUIdbaEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+ACofjZk=</latexit><latexit sha1_base64="tbRvGnsdsQDMw9rly7QaZKhdu1A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPBi8eK9gPaWDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+mfntJ1SaJ/LBTFIMYjqUPOKMGivdtx9l3616NW8Oskr8glShQKPvfvUGCctilIYJqnXX91IT5FQZzgROK71MY0rZmA6xa6mkMeogn586JWdWGZAoUbakIXP190ROY60ncWg7Y2pGetmbif953cxE10HOZZoZlGyxKMoEMQmZ/U0GXCEzYmIJZYrbWwkbUUWZselUbAj+8surpHVR872af3dZrZMijjKcwCmcgw9XUIdbaEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+ACofjZk=</latexit>

Learning networkEncoder DecoderInput sequences

Latent space

an1 . . . a
n
Tn

<latexit sha1_base64="fv2VJikq0gzlJIqz81/fun8OtTA=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoabTkzTp6Rm6e4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRQ8epoqxOYxGrVoCaCS5Z3XAjWCtRDKNAsGYwup36zQemNI9lzYwT1o1wIHnIKRor+cUT9L2e7PRjown6Wa0nJz0rl9yyOwNZJd6ClGCBql/8si/QNGLSUIFatz03Md0MleFUsEmhk2qWIB3hgLUtlRgx3c1m20/IuVX6JIyVLWnITP09kWGk9TgKbGeEZqiXvan4n9dOTXjTzbhMUsMknX8UpoKYmEyjIH2uGDVibAlSxe2uhA5RITU2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcKj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHJA2U6A==</latexit><latexit sha1_base64="fv2VJikq0gzlJIqz81/fun8OtTA=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoabTkzTp6Rm6e4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRQ8epoqxOYxGrVoCaCS5Z3XAjWCtRDKNAsGYwup36zQemNI9lzYwT1o1wIHnIKRor+cUT9L2e7PRjown6Wa0nJz0rl9yyOwNZJd6ClGCBql/8si/QNGLSUIFatz03Md0MleFUsEmhk2qWIB3hgLUtlRgx3c1m20/IuVX6JIyVLWnITP09kWGk9TgKbGeEZqiXvan4n9dOTXjTzbhMUsMknX8UpoKYmEyjIH2uGDVibAlSxe2uhA5RITU2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcKj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHJA2U6A==</latexit><latexit sha1_base64="fv2VJikq0gzlJIqz81/fun8OtTA=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoabTkzTp6Rm6e4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRQ8epoqxOYxGrVoCaCS5Z3XAjWCtRDKNAsGYwup36zQemNI9lzYwT1o1wIHnIKRor+cUT9L2e7PRjown6Wa0nJz0rl9yyOwNZJd6ClGCBql/8si/QNGLSUIFatz03Md0MleFUsEmhk2qWIB3hgLUtlRgx3c1m20/IuVX6JIyVLWnITP09kWGk9TgKbGeEZqiXvan4n9dOTXjTzbhMUsMknX8UpoKYmEyjIH2uGDVibAlSxe2uhA5RITU2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcKj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHJA2U6A==</latexit><latexit sha1_base64="fv2VJikq0gzlJIqz81/fun8OtTA=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoabTkzTp6Rm6e4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRQ8epoqxOYxGrVoCaCS5Z3XAjWCtRDKNAsGYwup36zQemNI9lzYwT1o1wIHnIKRor+cUT9L2e7PRjown6Wa0nJz0rl9yyOwNZJd6ClGCBql/8si/QNGLSUIFatz03Md0MleFUsEmhk2qWIB3hgLUtlRgx3c1m20/IuVX6JIyVLWnITP09kWGk9TgKbGeEZqiXvan4n9dOTXjTzbhMUsMknX8UpoKYmEyjIH2uGDVibAlSxe2uhA5RITU2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcKj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHJA2U6A==</latexit>

rn1 . . . rnTn
<latexit sha1_base64="mD7D/vope84WJ97ZseRjUi+SqsI=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoafTkzTp6Rm6a4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSKFQdf9dnJr6xubW/ntws7u3v5B8fCoYeJUM15nsYx1K6CGS6F4HQVK3ko0p1EgeTMY3U795gPXRsSqhuOEdyM6UCIUjKKV/OKJ9r2e6vRjNET7Wa2nJj0rl9yyOwNZJd6ClGCBql/8si+wNOIKmaTGtD03wW5GNQom+aTQSQ1PKBvRAW9bqmjETTebbT8h51bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9qbif147xfCmmwmVpMgVm38UppJgTKZRkL7QnKEcW0KZFnZXwoZUU4Y2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcGj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHWWCVCg==</latexit><latexit sha1_base64="mD7D/vope84WJ97ZseRjUi+SqsI=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoafTkzTp6Rm6a4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSKFQdf9dnJr6xubW/ntws7u3v5B8fCoYeJUM15nsYx1K6CGS6F4HQVK3ko0p1EgeTMY3U795gPXRsSqhuOEdyM6UCIUjKKV/OKJ9r2e6vRjNET7Wa2nJj0rl9yyOwNZJd6ClGCBql/8si+wNOIKmaTGtD03wW5GNQom+aTQSQ1PKBvRAW9bqmjETTebbT8h51bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9qbif147xfCmmwmVpMgVm38UppJgTKZRkL7QnKEcW0KZFnZXwoZUU4Y2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcGj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHWWCVCg==</latexit><latexit sha1_base64="mD7D/vope84WJ97ZseRjUi+SqsI=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoafTkzTp6Rm6a4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSKFQdf9dnJr6xubW/ntws7u3v5B8fCoYeJUM15nsYx1K6CGS6F4HQVK3ko0p1EgeTMY3U795gPXRsSqhuOEdyM6UCIUjKKV/OKJ9r2e6vRjNET7Wa2nJj0rl9yyOwNZJd6ClGCBql/8si+wNOIKmaTGtD03wW5GNQom+aTQSQ1PKBvRAW9bqmjETTebbT8h51bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9qbif147xfCmmwmVpMgVm38UppJgTKZRkL7QnKEcW0KZFnZXwoZUU4Y2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcGj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHWWCVCg==</latexit><latexit sha1_base64="mD7D/vope84WJ97ZseRjUi+SqsI=">AAAB/XicbVDJSgNBEK2JW4xbXG5eGoPgKcyIoMeAF48RskGWoafTkzTp6Rm6a4Q4BH/FiwdFvPof3vwbO8tBEx8UPN6r6q56QSKFQdf9dnJr6xubW/ntws7u3v5B8fCoYeJUM15nsYx1K6CGS6F4HQVK3ko0p1EgeTMY3U795gPXRsSqhuOEdyM6UCIUjKKV/OKJ9r2e6vRjNET7Wa2nJj0rl9yyOwNZJd6ClGCBql/8si+wNOIKmaTGtD03wW5GNQom+aTQSQ1PKBvRAW9bqmjETTebbT8h51bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9qbif147xfCmmwmVpMgVm38UppJgTKZRkL7QnKEcW0KZFnZXwoZUU4Y2sIINwVs+eZU0LsueW/bur0oVsogjD6dwBhfgwTVU4A6qUAcGj/AMr/DmPDkvzrvzMW/NOYuZY/gD5/MHWWCVCg==</latexit>

rN1 . . . rNTN
<latexit sha1_base64="srr8sEw4ycMopJQiQ1Ny4wzUqY4=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn0jf7dd6g1grJP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/xZGUqg==</latexit><latexit sha1_base64="srr8sEw4ycMopJQiQ1Ny4wzUqY4=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn0jf7dd6g1grJP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/xZGUqg==</latexit><latexit sha1_base64="srr8sEw4ycMopJQiQ1Ny4wzUqY4=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn0jf7dd6g1grJP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/xZGUqg==</latexit><latexit sha1_base64="srr8sEw4ycMopJQiQ1Ny4wzUqY4=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn0jf7dd6g1grJP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/xZGUqg==</latexit>

aN1 . . . aNTN
<latexit sha1_base64="XYyd4N2putHSsXz1S7O8C9/K6Po=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn2Df7dd6g1grhP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/kD6UiA==</latexit><latexit sha1_base64="XYyd4N2putHSsXz1S7O8C9/K6Po=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn2Df7dd6g1grhP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/kD6UiA==</latexit><latexit sha1_base64="XYyd4N2putHSsXz1S7O8C9/K6Po=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn2Df7dd6g1grhP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/kD6UiA==</latexit><latexit sha1_base64="XYyd4N2putHSsXz1S7O8C9/K6Po=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFN65Khb6gTcNkOmmHTiZhZiLUUPwVNy4Ucet/uPNvnLZZaOuBC4dz7p259wQJZ0o7zrdVWFvf2Nwqbpd2dvf2D+zDo5aKU0lok8Q8lp0AK8qZoE3NNKedRFIcBZy2g/HtzG8/UKlYLBp6klAvwkPBQkawNpJvn2Df7dd6g1grhP2s0a9N+zXfLjsVZw60StyclCFH3be/zAskjajQhGOluq6TaC/DUjPC6bTUSxVNMBnjIe0aKnBElZfNt5+ic6MMUBhLU0Kjufp7IsORUpMoMJ0R1iO17M3E/7xuqsMbL2MiSTUVZPFRmHKkYzSLAg2YpETziSGYSGZ2RWSEJSbaBFYyIbjLJ6+S1mXFdSru/VW5ivI4inAKZ3ABLlxDFe6gDk0g8AjP8Apv1pP1Yr1bH4vWgpXPHMMfWJ8/kD6UiA==</latexit>

a11 . . . a
1
T 1

<latexit sha1_base64="FghIiq3JCriLrng5S7nJ2TEvEcg=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIRQZcFNy4r9AXtdMikaRuayQzJHaEOxV9x40IRt/6HO//GtJ2Fth64cDjn3uTeEyZSGPC8b6ewtr6xuVXcLu3s7u0fuIdHTROnmvEGi2Ws2yE1XArFGyBA8naiOY1CyVvh+Hbmtx64NiJWdZgk3I/oUImBYBSsFLgnNCA90u3HYDANsnqPTHskcMtexZsDrxKSkzLKUQvcL/sCSyOugElqTId4CfgZ1SCY5NNSNzU8oWxMh7xjqaIRN342336Kz63Sx4NY21KA5+rviYxGxkyi0HZGFEZm2ZuJ/3mdFAY3fiZUkgJXbPHRIJUYYjyLAveF5gzkxBLKtLC7YjaimjKwgZVsCGT55FXSvKwQr0Lur8pVnMdRRKfoDF0ggq5RFd2hGmoghh7RM3pFb86T8+K8Ox+L1oKTzxyjP3A+fwAKWJQx</latexit><latexit sha1_base64="FghIiq3JCriLrng5S7nJ2TEvEcg=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIRQZcFNy4r9AXtdMikaRuayQzJHaEOxV9x40IRt/6HO//GtJ2Fth64cDjn3uTeEyZSGPC8b6ewtr6xuVXcLu3s7u0fuIdHTROnmvEGi2Ws2yE1XArFGyBA8naiOY1CyVvh+Hbmtx64NiJWdZgk3I/oUImBYBSsFLgnNCA90u3HYDANsnqPTHskcMtexZsDrxKSkzLKUQvcL/sCSyOugElqTId4CfgZ1SCY5NNSNzU8oWxMh7xjqaIRN342336Kz63Sx4NY21KA5+rviYxGxkyi0HZGFEZm2ZuJ/3mdFAY3fiZUkgJXbPHRIJUYYjyLAveF5gzkxBLKtLC7YjaimjKwgZVsCGT55FXSvKwQr0Lur8pVnMdRRKfoDF0ggq5RFd2hGmoghh7RM3pFb86T8+K8Ox+L1oKTzxyjP3A+fwAKWJQx</latexit><latexit sha1_base64="FghIiq3JCriLrng5S7nJ2TEvEcg=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIRQZcFNy4r9AXtdMikaRuayQzJHaEOxV9x40IRt/6HO//GtJ2Fth64cDjn3uTeEyZSGPC8b6ewtr6xuVXcLu3s7u0fuIdHTROnmvEGi2Ws2yE1XArFGyBA8naiOY1CyVvh+Hbmtx64NiJWdZgk3I/oUImBYBSsFLgnNCA90u3HYDANsnqPTHskcMtexZsDrxKSkzLKUQvcL/sCSyOugElqTId4CfgZ1SCY5NNSNzU8oWxMh7xjqaIRN342336Kz63Sx4NY21KA5+rviYxGxkyi0HZGFEZm2ZuJ/3mdFAY3fiZUkgJXbPHRIJUYYjyLAveF5gzkxBLKtLC7YjaimjKwgZVsCGT55FXSvKwQr0Lur8pVnMdRRKfoDF0ggq5RFd2hGmoghh7RM3pFb86T8+K8Ox+L1oKTzxyjP3A+fwAKWJQx</latexit><latexit sha1_base64="FghIiq3JCriLrng5S7nJ2TEvEcg=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIRQZcFNy4r9AXtdMikaRuayQzJHaEOxV9x40IRt/6HO//GtJ2Fth64cDjn3uTeEyZSGPC8b6ewtr6xuVXcLu3s7u0fuIdHTROnmvEGi2Ws2yE1XArFGyBA8naiOY1CyVvh+Hbmtx64NiJWdZgk3I/oUImBYBSsFLgnNCA90u3HYDANsnqPTHskcMtexZsDrxKSkzLKUQvcL/sCSyOugElqTId4CfgZ1SCY5NNSNzU8oWxMh7xjqaIRN342336Kz63Sx4NY21KA5+rviYxGxkyi0HZGFEZm2ZuJ/3mdFAY3fiZUkgJXbPHRIJUYYjyLAveF5gzkxBLKtLC7YjaimjKwgZVsCGT55FXSvKwQr0Lur8pVnMdRRKfoDF0ggq5RFd2hGmoghh7RM3pFb86T8+K8Ox+L1oKTzxyjP3A+fwAKWJQx</latexit>

r11 . . . r
1
T 1
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Figure 1: The model comprises an encoder (shown in red) and decoder (blue). The encoder is the
composition of an RNN and a series of fully-connected layers. The encoder maps each whole input
sequence (in the rectangles on the left) into a point in the latent space (depicted by (z1, z2)-coordinates
in the middle) based on the final state of the RNN. The latent representation for each input sequence is
in turn fed into the decoder (shown in blue). The decoder generates the weights of an RNN (called the
learning network here) and is shown by the dotted lines on the right side. The learning network is the
reconstruction of the closed-loop dynamical process of the subject which generated the corresponding
input sequence based on experience. This takes as inputs the previous reward, rnt−1, previous action,
ant−1, and its previous state, xnt−1, and outputs its next state (xnt ). xnt is then multiplied by matrix
Wn to generate unnormalised probabilities (logits) vnt for taking each action in the next trial, which
are converted (through a softmax) to actual probabilities, πnt (.). The negative-log-likelihoods of the
true actions are used to define the reconstruction loss, LRE, which along with LDIS and LSEP are used
to train the model. The LDIS term induces disentanglement at the group level, and LSEP separates the
effects each dimension of the latent space on the output of the learning network.

choices. Their individual parameters are treated as the latent representations of each subject. This
approach has been successful at identifying differences between subjects in various conditions [e.g.,
Yechiam et al., 2005]; however, it is constrained by its reliance on the availability of a suitable
parametric model that can capture behavior and behavioral variability across subjects. In practice,
this often leads to manually designing and comparing a limited number of alternative models which
may not fit the behavioral data closely.

An alternative class of computational models of human decision-making involves Recurrent Neural
Networks (RNNs) [e.g., Dezfouli et al., 2018a,b, Yang et al., 2019]. RNNs can model a wide range
of dynamical systems [Siegelmann and Sontag, 1995] including human decision-making processes,
and make fewer restrictive assumptions about the underlying dynamical processes. However, unlike
cognitive models, RNNs typically: (i) have large numbers of parameters, which (ii) are hard to
interpret. This renders RNNs impractical for studying and modelling individual differences.

Here we develop a novel approach which benefits from the flexibility of RNNs, while representing
individual differences in a low-dimensional and interpretable space. For the former, we use an
autoencoder framework [Rumelhart et al., 1985, Tolstikhin et al., 2017] in which we take the behaviors
of a set of subjects as input and automatically build a low-dimensional latent space which quantifies
aspects of individual differences along different latent dimensions (Figure 1). As in an hyper-networks
[Ha et al., 2016, Karaletsos et al., 2018], the coordinates of each subject within this latent space are
then used to generate the parameters of an RNN which models the decision-making processes of
that subject. To address interpretability, we introduce a novel contribution to the autoencoder’s loss
function which encourages the different dimensions of the latent space to have separate effects on
predicted behavior. This allows them to be interpreted independently. We show that this model is
able to learn and extract low-dimensional representations from synthetically-generated behavioral
data in which we know the ground truth, and we then apply it to experimental data.

2 The model

Data. The dataD ≡ {Dn}Nn=1 compriseN input sequences, in which each sequence n ∈ {1 . . . N}
consists of the choices of a subject on a sequential decision-making task. In input sequence n ∈

2

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 6, 2019. ; https://doi.org/10.1101/658252doi: bioRxiv preprint 

https://doi.org/10.1101/658252
http://creativecommons.org/licenses/by-nc/4.0/


{1, . . . , N} the subject performs Tn trials, Dn ≡ {(ant , rnt )}T
n

t=1, with action ant ∈ C on trial t
chosen from a set C ≡ {Ck}Kk=1, and reward rnt ∈ <.

Encoder and decoder. We treat decision-making as a (partly stochastic) dynamical system that
maps past experiences as input into outputs in the form of actions. As such, the dataset D may be
considered to contain samples from the output of potentially N different dynamical systems. The aim
is then to turn each sequence Dn into a vector, zn, in a latent space, in such a way that zn captures
the characteristic properties of the corresponding dynamical system (whilst avoiding over-fitting the
particular choices). In this respect, the task is to find a low-dimensional representation for each of the
dynamical systems in an unsupervised manner. We take an autoencoder-inspired model to achieve
this, in which an encoder network is trained to process an entire input sequence into a vector in the
latent space. A decoder network then takes as input this vector and recovers an approximation to the
original dynamical system. Along with additional factors that we describe below, the model is trained
by minimising a reconstruction loss which measures how well the generated dynamical system can
predict the observed sequence of actions. The latent representation is thus supposed to capture the
“essence” of the input sequence. This is because the latent space is low-dimensional compared to the
original sequence and acts as an information bottleneck; as such the encoder has to learn to encode
the most informative aspects of each sequence.

The model architecture is presented in Figure 1. The first part is an encoder RNN (shown in red), and
is responsible for extracting the characteristic properties of the input sequence. It takes the whole
sequence as input and outputs its terminal state. This state is mapped into the latent space through a
series of fully-connected feed-forward layers. The encoder is:

znM×1 ≡ enc(an1...T , r
n
1...T ; Θenc), n = 1 . . . N, (1)

in which Θenc are the weights of the RNN and feed-forward layers, and M is the dimensionality of
the latent space (see Supplementary Material for the details of the architecture).

The second part of the model is a feed-forward decoder network (shown in blue) with weights Θdec,
which takes the latent representation as input, and outputs a vector Φn,

Φn ≡ dec(zn; Θdec). (2)

As in a hyper-network, vector Φn contains the weights of a second RNN called the learning network,
itself inspired by [e.g., Dezfouli et al., 2018a,b], and described below. The learning network apes the
process of decision-making, taking past actions and rewards as input, and returning predictions of the
probability of the next action. Making Φn such that the learning network reconstructs the original
sequence is what forces zn to encode the characteristics of each subject.

Learning network. The learning network is based on the Gated Recurrent Unit architecture [GRU;
Cho et al., 2014] with Nc cells. This realizes a function fn, which at time-step t maps the previous
state xnt−1, action ant−1 and reward rnt−1, into a next state,

xnt ≡ fn(ant−1, r
n
t−1,x

n
t−1; Φn), (3)

with predictions for the probabilities of actions arising from a weight matrix Wn ∈ <K×Nc

vnt ≡Wnxnt , πnt (at ≡ Ci; an1...t−1, rn1...t−1) =
ev

n
t [i]∑

k=1...K e
vn
t [k]

, (4)

where vnt represent the logit scores for each action (unnormalised probabilities), and πt(.) are the
probabilities of taking each action at time t. vnt [i] represents the ith element of vnt . For Nc GRU cells
and K actions, function fn requires J = 3N2

c + 3KNc + 6Nc parameters. Φn consists of these plus
the KNc parameters of Wn. Note that this RNN, which models humans decision-making processes,
should not be confused with the RNN in the encoder, which extracts and maps each input sequence
into the latent space.

Summary. The encoder network takes an input sequence and maps it into its latent representation.
The decoder network then takes the latent representation and generates the weights of an RNN that is
able to predict the actions taken in the input sequence. The next section describes in detail how the
network weights Θenc and Θdec are learned end-to-end.
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3 Training objective

The training loss function has three components: (i) a reconstruction loss which penalizes discrepan-
cies between the predicted and actual input sequence, (ii) a group-level disentanglement loss which
encourages sequences to spread independently across the dimensions of the input sequence, (iii) a
separation loss which favors dimensions of the latent space that have disentangled effects on the
behavior generated by the learning networks.

Reconstruction loss. Each sequence Dn in D is passed through the encoder to obtain the cor-
responding latent representation. The latent representation is then passed through the decoder to
generate the weight vector Φn of the learning network. We then assess how well the n-th learn-
ing network can predict the actions taken in Dn. The total reconstruction loss is based on the
negative-log-likelihood:

LRE ≡ −
1

N

N∑
n=1

Tn∑
t=1

log πnt (ant ; an1...t−1, r
n
1...t−1). (5)

Disentanglement loss. The second term in the loss function favors disentangled representations
by seeking to ensure that each dimension of the latent space corresponds to an independent factor of
contribution in the variation across input sequences. This is achieved by maximising the similarity
between the empirical encoding distribution (i.e., {zn}) and a prior distribution p(z), taken to
be isotropic Gaussian (see the Supplementary Material for details). Maximising this similarity
encourages the dimensions of the latent representation to be independent across input sequences.
Define q̂(z) as the empirical distribution of zn, and g(z) as a Gaussian with the same mean and
covariance as that of q̂(z). We combine two popular measures of the dissimilarity between the
encoding distribution and p(z):

LDIS = λ1MMD(q̂(z), p(z)) + KL(g(z)‖p(z)), (6)

where MMD is the Maximum Mean Discrepancy [Tolstikhin et al., 2017] and KL is the Kullback-
Leibler divergence (the Gaussian approximation makes the KL computations tractable and robust) and
λ1 is a hyper-parameter. We expected the MMD term to suffice; however, we found that combining
the two yielded better results.

Separation loss. Crudely speaking, the disentanglement loss focuses on regularising the encoder;
however, to make the latent representation behaviorally interpretable, it is also necessary to regularize
the decoder. Gaining insight into the effect of one dimension on the behavioral predictions of the
learning network is hard if this is affected by the other dimensions. Therefore, we introduce an
additional separation loss designed to discourage interactions.

For simplicity, assume the decision-making task involves only two actions, C1 and C2, and that the
latent space has two dimensions, z1 and z2 (M = 2; see Supplementary Material for the general
case). As noted before vnt (C1) and vnt (C2) are the logits corresponding to the probability of taking
action C1 and C2 at trial t for input sequence n. Denote by unt the relative logits of the actions,
unt = vnt (C1)− vnt (C2). The amount that unt changes by changing the first dimension, z1 is∣∣∣∣∂unt∂z1

∣∣∣∣ . (7)

Ideally, the effect of changing z1 on behavior will be independent from the effect of z2 on behavior,
which will allow us later to interpret z1 independently from z2. We capture the amount of interaction
(inseparability) between the effect of z1 and z2 on changing unt as

dnt =

∣∣∣∣ ∂2unt∂z1∂z2

∣∣∣∣ . (8)

This would be zero if the relative logit comprises additively separable functions, i.e., unt = g1(z1) +
g2(z2) for two functions g1 and g2. Even without this, minimizing dnt can help make each dimension
have a separate effect on behavior. We therefore consider the following loss term,

L̂SEP =
1

N

N∑
n=1

Tn∑
t=1

∣∣∣∣ ∂2unt∂z1∂z2

∣∣∣∣ . (9)
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The calculation of the above term is computationally intensive as it requires computing the second-
order derivative for each time step and sequence pair (O(NTn) second-order derivative calculations).
Instead, we use the following approximation,

L̂SEP ≈ LSEP =
1

N

N∑
n=1

∣∣∣∣∣
Tn∑
t=1

∂2unt
∂z1∂z2

∣∣∣∣∣ =
1

N

N∑
n=1

∣∣∣∣∣ ∂2

∂z1∂z2

Tn∑
t=1

unt

∣∣∣∣∣ , (10)

which can be calculated more efficiently (O(N) second-order derivative calculations)1. We note that
the loss is defined using logits instead of the probabilities, since probability predictions are bounded
and cannot be separated as πnt (C1)− πnt (C2) = g1(z1) + g2(z2) in the general case.

We now define the combined loss function as follows,

L = LRE + λ2LDIS + λ3LSEP, (11)

in which λ2 and λ3 are hyper-parameter.

The model parameters Θenc and Θdec were trained based on the above objective function and using
gradient descent optimisation method [Kingma and Ba, 2014]. See Supplementary Material for
details.

4 Results

SYNTHETIC data. To illustrate that our method can learn the underlying ground truth dynamical
system, we generated Q−learning agents [Watkins, 1989] with various parameter values and simu-
lated their behaviour on a bandit task involving two stochastically-rewarded actions, C1 and C2. The
actions of the agents and the rewards they received comprise the dataset D. The Q−learning agent
was specified by two parameters, values for which were drawn randomly (see Supplementary Material
for more details). One parameter is the inverse temperature or reward sensitivity, β, which determines
the propensity to explore, equivalently controlling the impact of receiving a reward from an action on
repeating that action in future trials. The other parameter is κ, which determines the tendency of an
agent to repeat the last taken action in the next trial irrespective of whether it was rewarded [e.g., Lau
and Glimcher, 2005]. Values κ > 0 favor repeating an action in next trial (perseveration) and values
κ < 0 favor switching between the actions. We generated N = 1500 agents (saving 30% for testing).
The test data was used for determining the optimal number of training iterations (early stopping).
Each agent selected 150 actions (Tn = 150).

We trained our model using the data (see Figure S3 for the trajectory of the loss function and Figure S4
for the distribution of the latent representations). As shown in Figure 2(a), and as intended, these
representations turned out to have an interpretable relationship with the parameters that actually
determined behavior: the exploration parameter β is mainly related to z2 and the perseveration
parameter κ to z1. This outcome arose because of the LSEP term in the loss function. A similar graph
before introducing the LSEP is shown in Figure S1(a), which shows that without this term, z1 and z2
have mixed relationships with κ and β.

We then sought to interpret each dimension of the latent space in behavioral terms. To do this,
we used the decoder to generate learning networks corresponding to different values of the latent
representations and interpreted these dimensions by analysing the behaviour of the simulated networks
on a fixed input sequence. In the fixed input sequence, the agent always performs action C1 (see
Figure S5 for the simulations using both C1 and C2 as the previous action), and receives just one
non-zero reward at the trial marked by the red vertical line. Using the same sequence for all networks
requires running simulations off-policy (i.e., the network predicts the next choice, but does not execute
it). This setting provides the same input to the model in all conditions, allowing us to diagnose exactly
what affects the output of the model. The simulations are shown in Figure 2(b). Each panel in the
figure shows the simulation of the generated network for 10 trials.

In Figure 2(b)-left panel, z2 is fixed at zero as z1 is allowed to vary. As the figure shows, by changing
the z1 dimension, the probability of taking the same action (in this case C1) in the next trial is affected,
i.e., high values of z1 are associated with the high probability of perseveration, and in the low values
of z1 there is a high chance of switching to the other action in the next trial. This is consistent with

1We use the automatic differentiation in Tensorflow [Abadi et al., 2016].
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Figure 2: SYNTHETIC data. (a) Relationship between the dimensions of the latent representations (z1,
z2) and the parameters used to generate the data (κ and β). z1 captures the perseveration parameter
(κ) and z2 captures the rate of exploration (β). The smoothed black lines were calculated using
method ‘gam‘ in R [Wood, 2011] and the shaded area represents confidence intervals. (b) Off-policy
simulations of the model for different values of z1 (left-panel; z2 = 0) and z2 (right-panel; z1 = 0).
The plots show the probability of selecting C1 in each trial when C1 had actually been chosen on all
the previous trials. A single reward is provided, shown by the vertical red line. (c) Model simulations
similar to the ones in panel (b) but using the actual Q−learning model. In the left panel β = 3 and in
the right panel κ = 0.

the correspondence between z1 and the perseveration parameter κ. Note that after receiving the
reward, the probability of taking C1 increases (since C1 was the previous action and it was rewarded),
however, the size of the increment is not affected by changes in z1, i.e., z1 is controlling perseveration
but not sensitivity of behaviour to reward.

In contrast in Figure 2(b)-right panel, z1 is fixed at zero as z2 is in turn allowed to vary. As the
panels show, by changing z2 the probability of repeating an action is not affected, but the sensitivity
of action probabilities to the reward is affected. That is, at the higher values of z2 there is a high
probability of repeating the rewarded action (C1 in this case). Therefore, z1 and z2 have separate
effects on behaviour corresponding to the perseveration and reward sensitivity. This separation is a
consequence of introducing the LSEP term. In Figure S1(b) we show the same simulations but without
introducing the LSEP into the loss function, which shows that the effects of z1 and z2 on behaviour
are not separated (see Figure S2 for how the behaviour of model changes during training). Figure 2(c)
shows the same simulations as panel (b) but using the original Q-learning model which was used to
generate the data (for different values of β and κ). As the figure shows the model closely reflects the
behaviour of Q−learning model, as expected.

BD dataset. This dataset [Dezfouli et al., 2018a] comprises behavioural data from 34 patients with
depression, 33 with bipolar disorder and 34 matched healthy controls. As in the synthetic data above,
subjects performed a bandit task with two stochastically-rewarded actions (C1 and C2) (Figure 3(a)).
Each subject completed the task 12 times using different reward probabilities for each action. The
dataset thus contains N = 12 (sequences) ×101 (participants) = 1212, which we used for training
the model. Out of the 12 sequences of each subject, 8 were used for training and 4 for testing
to determine the optimal number of training iterations (see Figure S7 for the training curves and
Supplementary Material for more details).

We considered a two-dimensional latent space z={z1, z2}; the resulting coordinates for all sequences
are shown in Figure 3(b). We made two predictions about z: first, we expected that the latent
representations for the sequences for a single subject should be mutually similar as they come from
the same decision-making system. We therefore compared the mean pairwise distances separating
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the latent representations within and between subjects (see Supplementary Material for details).
Figure 4(a) shows that this prediction is indeed correct (p < 0.001 using Wilcoxon rank sum test).

Second, we expected that the decision-making differences between the three groups to be reflected
in their latent representations. Figure 4(b) shows the mean latent representations for the subjects
organized by group. Although the groups differ along the z2 dimension (p < 0.001 comparing bipolar
and healthy groups along z2 and using independent t-test, and p < 0.05 comparing depression and
healthy groups); the z1 dimension is evidently capturing variations that are unrelated to the existing
diagnostic categories (p > 0.1).

These results also highlight the substantial heterogeneity of the population. Some bipolar patients with
high z2 are apparently more behaviorally similar to average depressed patients or healthy controls
than to the average bipolar patients. We would not have been able to extract this information by fitting
a single RNN to each whole group (as was done in previous work).

We then followed the same scheme as for the synthetic data to provide an interpretation for the
dimensions of latent space. The results of off-policy simulations are shown in Figure 4(c) (see
Figure S6 for simulations using both actions). First, both left and right panels show that, after
receiving the reward from an action, subjects show a tendency to switch to the other action. This
is inconsistent with predictions of conventional Q−learning, but was also found to be evident in
model agnostic analyses [Dezfouli et al., 2018a] (where it is also reconciled with gaining rather
than losing reward). The current model is able to capture this since it uses RNNs for representing
decision-making processes, which do not make such an assumption.

Second, as Figure 4(c)-left shows, the z1 dimension – which is not different between the groups –
is mostly related to reward sensitivity, as it controls (albeit rather weakly) the action probabilities
after receiving the reward. On the other hand, the z2 dimension – which is significantly different
between the groups – is more involved in perseveration/switching behaviour between the actions, i.e.,
it controls the probability of staying on the same action. For low z2, the probability of repeating the
previous taken (in this case C1) is below 0.5, implying that the subjects in this part of the latent space
tend to switch. In order to confirm this, we simulated the model on-policy – in which the actions are
selected by the model – for different values of z1 and z2. As the results in Figure 4(d) show, for low
z2, the model indeed oscillates between the two actions. The z2 dimension is significantly lower in
the bipolar group than healthy controls, which is consistent with the previous report indicating an
oscillatory behavioural characteristic in this group.

Finally, panel (c)-right shows that reward sensitivity and perseveration are not completely independent,
i.e., when z2 is low, favoring switching, the effect of reward on probabilities is also more significant,
implying that these two traits covary.

40 seconds (free-responses)

M&M=0
Shapes=0

M&M=1
Shapes=0

was small (that is, at intermediate values of D near or equal to
zero), we compared the predictive value of P and D over choice at
different levels of P and D in a logistic regression. Figure 2b shows
we were able successfully to identify conditions under which P
and D are differentiated: at small differences in action values (the
middle tertile of D values), P was a significant predictor, whereas
D was not. Conversely, Fig. 2c shows that P and D were
significant predictors across all tertiles of P values (pso0.001).
This result confirms that when choices were made in the presence
of small differences in action value, P values better discriminated
the best action.

Dorsolateral prefrontal cortex tracks the relative advantage. To
identify the neural regions involved in the computation of the
relative advantage values that guided choice, we defined a stick
function for each response and parametrically modulated this by

P in a response-by-response fashion for each participant. As we
used a free-response task and the interval between choices was
not systematically jittered, we cannot determine whether the
model variables had separate effects at the time of each choice (or
between choice and feedback). We can only determine whether
neural activity was related to the time course of the model vari-
ables across the 40-s block as subjects tried to learn the best action
(for example, Fig. 2a). An SPM one-sample t-test with the
parametric regressor representing P revealed neural activity
positively related to P in a single large cluster in the right middle
frontal gyrus, with the majority of voxels overlapping BA9
(dlPFC22,23; peak voxel: 44, 25, 37; t¼ 5.98, family-wise cluster
(FWEc) P¼ 0.012). Figure 2a shows the cortical regions where
the BOLD response covaried with the P values of each response,
implicating these regions in encoding the relative likelihood that
the left action is best (QLeft4QRight).
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Figure 1 | Experimental stimuli, behavioural choices and causal ratings. (a) Before the choice, no stimuli indicated which button was more likely to
lead to reward. When the participant made a choice, the button chosen was highlighted (green) and on rewarded trials the reward stimulus was presented
for 1,000 ms duration. After each block of trials, the participant rated how causal each button was. (b) Mean response rate (responses per second)
was higher for the high-contingency action (blue) over low-contingency action (red) in each condition. (c) Causal ratings were higher for the high-
contingency action (blue) over low-contingency action (red) in each condition. Response rate and causal rating significantly varied with contingency,
Po0.001. Vertical bars represent s.e.m.

Table 1 | Model comparisons between the hybrid model and its special cases.

Hybrid Q-learning Relative advantage

Negative log likelihood 5421 5506 5558
Aggregate LRT favouring hybrid — X2

40¼ 170*** X2
20¼ 274***

No. of favouring hybrids — 13 8
Pseudo R2 0.608 0.602 0.597

Shown for each model: negative log likelihood; test statistic and P-value for a likelihood ratio test against the hybrid (full) model, aggregated across subjects; the number of subjects favoring the hybrid
model on a likelihood ratio test (Po0.05); and the degree to which the model explained the choice data averaged over the individual fits (pseudo R2). ***Po1E-16.
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Figure 3: BD dataset. (a) The decision-making task. On each trial, subjects pressed a left (C1) or right
(C2) key and had a chance of getting a reward (M&M chocolate or BBQ shapes). The task lasted for
40 seconds and the responses were self-paced. Each participant completed the task 12 times with a
12-second delay between them and different probabilities of reward. (b) Distribution of z values for
each group. Each dot represents an input sequence.
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Figure 4: BD dataset. (a) The distances between the latent representations for single subjects (Within)
and between the subjects (Between). Each dot represents a subject; the bars show the means and the
error-bars, 1SEM. (b) The mean of the latent representations for each subject across the dimensions
of the latent space. Each dot represents a subject and bars and error-bars show means and 1SEM. (c)
Off-policy simulations of the model for different values of z1 (left-panel; z2 = 0) and z2 (right-panel;
z1 = 0). The plots show the probability of selecting C1 in each trial when C1 had actually been
chosen on all the previous trials. A single reward is provided, shown by the vertical red line. (d)
On-policy simulations of the model. The actions are selected by the model based on which action has
the higher probability of being taken (the first action was set to C1).

In summary, the model was able capture behavioural properties which are not consistent with cognitive
models such as Q−learning. It was also able to capture individual differences which could not be
extracted by fitting a single RNN to the whole group.

5 Related work

There is a wealth of work using RNNs as models of decision-making, for unsupervised dimension
reduction of dynamical systems, and for sequence-to-sequence mappings. For the first, a key focus
has been learning-to-learn [e.g., Wang et al., 2016, Song et al., 2017] – i.e., creating RNNs that can
themselves learn to solve a battery of tasks. However, these generative models have not been coupled
with recognition, for instance to capture individual differences. Techniques based on autoencoders
have explored low-dimensional latent spaces for modelling neural activity trajectories in the brain
[e.g., Pandarinath et al., 2018]. However, like influential sequence-sequence models for translation
[Bowman et al., 2015], these focus on building an open loop account for the state of the brain within
a trajectory, or the state characterizing a particular input sentence, whereas we focus on the trait
characteristic of a closed-loop controller that has to interact with an external environment itself. Our
combination of an autoencoder and hyper-network [Ha et al., 2016, Karaletsos et al., 2018] is, to our
knowledge, novel, and might find other applications in the analysis of other dynamical systems such
as time-series data.

6 Conclusion and discussion

We proposed a flexible autoencoder-based framework for modelling individual differences in decision-
making tasks. The autoencoder maps the sequence of actions and rewards taken and received by a
subject to a position in a low-dimensional latent space which is decoded to determine the weights of
a ‘learning network’ RNN that characterizes how that subject behaves as a plastic decision-maker.
The latent space was disentangled by adding a specific component to the loss function.
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The model can be extended in various directions. One is to pin down (part of) the learning network as
a conventional, parameterized, RL agent, to facilitate further interpretation of the latent dimensions.
Another is to include tasks with non-trivial (Markovian or non-Markovian) state information partially
signalled by stimuli.
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Disentangled behavioral representations
Supplementary Material

Amir Dezfouli, Hassan Ashtiani, Omar Ghattas, Richard Nock, Peter Dayan, Cheng Soon Ong

S1 The model

S1.1 Model architecture

The recurrent neural network in the encoder network consists of Nenc bidirectional LSTM cells
[Hochreiter and Schmidhuber, 1997, Schuster and Paliwal, 1997]. The final output vectors of the
RNN (backward and forward) are concatenated (which will be of dimensionality 2Nenc) and fed into
four feed-forward fully-connected layers, with Nenc, Nenc, 10, and 2 neurons respectively. The last
layer corresponds to the latent representations (in our case, with 2 neurons). The activation function
for the layers are Rectified linear units [ReLU; Nair and Hinton, 2010], ReLU, soft-plus [Dugas et al.,
2001] and linear respectively. The decoder network is composed of four fully-connected feed-forward
layers with 100, 100, 100, 69 neurons respectively and with tanh activation function in all the layers.
The outputs of the last layer (69 outputs) are used as the weights of the GRU-based learning network
and the mapping Wn from this network to the policy. The GRU network has 3 cells, which requires
63 weights, and Wn has 3 (GRU outputs) ×2 (actions) elements.

The learning network is small to avoid its being able to predict the input signal without relying on
the latent representations, a phenomenon known as posterior collapse in variational autoencoders
[e.g., Bowman et al., 2015, Kingma et al., 2016]. To assess the extent of posterior collapse, we
calculated a random reconstruction error during training by assessing how well a network generated
based on the latent representation of one sequence could predict the actions of another. If the learning
network is weak enough that it cannot ignore the latent representation, then its performance should be
compromised by this shuffling. Figures S3 and S7 show that the random reconstruction loss is indeed
higher than the training loss for both the SYNTHETIC and BD data, which indicates that posterior
collapse has been successfully inhibited.

S1.2 LDIS term

LDIS is composed of two components: an MMD term and a KL term,

LDIS = λ1MMD(q̂(z), p(z)) + KL(g(z)‖p(z)). (12)

For the calculation of the MMD term, a Gaussian Radial basis function (RBF) kernel was used to turn
the samples zn into a smooth distribution. The kernel hyperparameters that maximized the MMD
were used. 2

In principle, the MMD term should suffice to force the latent distribution to follow the prior distribu-
tion p(z). However, there are other measures of discrepancy between distributions, and the possibility
of combining various such. We found it best to include contributions from the KL divergence between
p(z) and a Gaussian match (g(z)) of the mean (mz) and covariance (Covz) of q̂(z).

Theoretically, combining the two losses in fact makes sense from a geometric standpoint. Under some
assumptions, the MMD term can be related to integral probability metrics and then Kantorovich-
Rubinstein formula [Villani, 2009, Particular case 5.16]: it is thus an optimal transport dissimilarity
between the supports of q̂ and p (the data manifold). On the other hand, since g and p are Gaussian, it
is also a known result that the KL divergence between two Gaussians equals a sum of the LogDet
divergence between their covariance matrices [Kulis et al., 2009] and a Mahalanobis divergence

2Employing the implementation: https://github.com/tensorflow/models/blob/master/research/domain
_adaptation/domain_separation/losses.py
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between their averages [Amari., 1985]: it thus defines an information geometric distortion between
their parameters [Amari and Nagaoka, 2000] (the statistical manifold).

S1.3 Training the model

LSEP can itself induce a local optimum form of collapse associated with ignoring one of the latent
dimensions. If, for instance, |∂unt /∂z1| is uniformly small, then

∣∣∣ ∂2un
t

∂z1∂z2

∣∣∣, and thus LSEP will be
small. This can persist as the gradients of the weights that pass through the ignored latent dimension
will continue to remain small throughout the training process and therefore the weights will not get
updated.

Thus, we trained the model in stages. In stage 1, we started by setting λ3 = 0 (eliminating LSEP)
and chose the optimal number of training iterations using cross-validation (early-stopping). Then, in
stage 2, we introduced LSEP term using a small λ3 (λ3 ≤ 1), whist ensuring that the reconstruction
loss was not materially affected, thus avoiding collapse.

All the gradients were calculated using automatic differentiation and the models were optimised
using Adam optimiser [Kingma and Ba, 2014]. In the stage 1 of training, all the parameters (Θenc
and Θdec) were optimised together. In the stage 2 of training (in which LSEP was introduced), Θenc
and Θdec were optimised iteratively. That is, Θdec was optimised for 50 times and then Θenc was
optimised for 200 times, and then this loop was iterated.

Since some subjects might have a bias towards one of the actions (C1 or C2), we randomly counter-
balanced C1 and C2 between the encoder and decoder in order to prevent the latent representations
from being affected by such biases.

We used an Accelerator Cluster for running the experiments (with NVidia Tesla P100 (SXM2)).

S1.4 Model parameters

For BD data we set Nenc = 20. For SYNTHETIC data, we observed that Nenc = 20 did not fit the
behaviour adequately (i.e., reconstruction error was still decreasing after >60000 training iterations
without increasing the test reconstruction error), and therefore we used a more powerful encoder by
choosing Nenc = 50 for SYNTHETIC experiment.

In stage 1 of the optimisation (i.e., loss without LSEP term – see above) the hyper-parameters were
λ1 = 50, λ2 = 1 and λ3 = 0. For the second stage of the optimisation the hyper-parameters were
λ1 = 50, λ2 = 1, λ3 = 1 for SYNTHETIC experiment. For BD experiment we found that λ3 = 1 at
stage 2 of training causes an increase in the reconstruction loss during optimisation, which was then
avoided by decreasing λ3 to 0.1. The other two parameters were also decreased to λ1 = 2, λ2 = 0.5.
In this settings the LSEP decreased without materially increasing LRE during stage 2 optimisation.

S1.5 On-policy simulations

For the on-policy simulations, the actions were selected by model based on the probabilities predicted
by the model. The first action that was fed to the model was C1 and the remaining actions were
selected by the model.

S2 SYNTHETIC data

For generating synthetic data, the agents learned and selected actions as follows. At each time step
t, after agent n selected action ant and received reward rnt , the Q-value of action ant was updated
according to Qt+1(ant ) = (1− α)Qt(a

n
t ) + αrnt . α is the learning rate, and was fixed to 0.2 for all

the agents. The action in the next trial was selected according to the following probability,

p(ant+1 = C1) ∝ eβ
nQt+1(C1)+κ

n
I[ant =C1], p(ant+1 = C2) ∝ eβ

nQt+1(C2)+κ
n
I[ant =C2], (13)

in which I[.] is the indicator function.

The perseveration parameter for agent n was drawn randomly from a Gaussian distribution,

κn ∼ N (0, 1). (14)
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The inverse temperature parameter was selected randomly according to,

εn ∼ N (0, 36), βn = |εn|. (15)

We generated 1500 agents, each of which selected 150 actions. 30% of agents were used for testing.
The actions paid off probabilistically as either {p(r= 1|a=C1) = 0.1, p(r= 1|a=C2) = 0.5}, or
{p(r=1|a=C2)=0.1, p(r=1|a=C1)=0.5}, counterbalanced randomly across the agents.

S3 BD dataset

In this dataset, each subject completed the task 12 times (12 blocks), so each generated 12 input
sequences. Of those sequences, a randomly selected 8 were used for training the model and the
remaining 4 for testing. On average, participants completed 109.45, 114.91, 102.79 trials per block
in healthy, depression, and bipolar groups respectively.

To generate Figure 4(a), we calculated the mean pairwise distance between the latent representations
of each subject i (diwithin), and the pairwise distance between the latent representations of each subject
i to the other subjects (dibetween). For calculating diwithin, note that there are 12 latent representations
for each subject. For each of these representations, we calculated the total of 66 non-trivial, unique,
distances arising from the representation of input sequence i to that of the input sequence j (∀j > i).
Denote by zik the latent representation for the kth input sequence of subject i,

diwithin =
1

66

12∑
k=1

12∑
l=k+1

‖zik − zil‖2. (16)

For calculating dibetween, we calculated the distance between latent representations of subject i and
each subject j (i 6= j),

dibetween =
1

(66 + 12)(N − 1)

N∑
j=1,j 6=i

12∑
k=1

12∑
l=k

‖zik − zjl‖2. (17)

Note that there are 66 + 12 pair of distances between each two subjects, as the distance is symmetric.

S4 Generalized separation loss

In Section 3 we introduced the separation loss for the special case of only two actions and two latent
variables. In this section we extend this notion to address a more general setting. Recall that πnt (.)
was the vector of probabilities that the learning network assigns to the actions (at trial t and for the
subject n). Let πnt (Cmax) be the maximum value of these action probabilities, and let πnt (Calt) be the
second highest of these action probability. Define

unt = log

(
πnt (Cmax)

πnt (Calt)

)
, (18)

which basically measures the learning network’s confidence in its preferred action (compared to the
“alternative” second best action). Note that Eq. 18 is consistent with the definition that we had for unt
in Section 3 since for the special case of two actions we have

unt = log

(
πnt (Cmax)

πnt (Calt)

)
= log

 ev
n
t (Cmax)∑

i e
vn
t (Ci)

e
vn
t (Calt)∑

i e
vn
t (Ci)

 = log

(
ev

n
t (Cmax)

ev
n
t (Calt)

)
= vnt (Cmax)− vnt (Calt), (19)

where Cmax and Calt are the actions corresponding to πnt (max) and πnt (alt) respectively. Ideally, the
effect of different zi’s on changing the behaviour (i.e., the preferred action) should be independent of
each other. The following notion, which is analogous to Eq. 8, captures the pairwise interactions
between zi and zj on changing the preferred action

13

.CC-BY-NC 4.0 International licensea
certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under 

The copyright holder for this preprint (which was notthis version posted June 6, 2019. ; https://doi.org/10.1101/658252doi: bioRxiv preprint 

https://doi.org/10.1101/658252
http://creativecommons.org/licenses/by-nc/4.0/


dnt (i, j) =

∣∣∣∣ ∂2unt∂zi∂zj

∣∣∣∣ . (20)

In order to be able to interpret each latent variable independently, we minimize these pairwise
interactions over all the choices of zi and zj . In particular, we aim at minimizing the following loss
function

L̂SEP =
1

M(M − 1)N

N∑
n=1

Tn∑
t=1

∑
zi,zj
zi 6=zj

∣∣∣∣ ∂2unt∂zi∂zj

∣∣∣∣ . (21)

where M was the dimensionality of the latent space. Note that for the special case of M = 2, Eq. 21
simply recovers the definition that we already had in Eq. 9

1

2N

N∑
n=1

Tn∑
t=1

∑
zi,zj
zi 6=zj

∣∣∣∣ ∂2unt∂zi∂zj

∣∣∣∣ =
2

2N

N∑
n=1

Tn∑
t=1

(∣∣∣∣ ∂2unt∂z1∂z2

∣∣∣∣+

∣∣∣∣ ∂2unt∂z2∂z1

∣∣∣∣) =
1

N

N∑
n=1

Tn∑
t=1

∣∣∣∣ ∂2unt∂z1∂z2

∣∣∣∣ .
(22)
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Figure S1: This figure is similar to Figure 2 but without optimising the loss function with LSEP term.
(a) Relationship between the dimensions of the latent representations (z1, z2) and the parameters
used to generate the data (κ and β). The black lines were calculated using method ‘gam‘ in R [Wood,
2011] and the shaded area shows confidence intervals. (b) Off-policy simulations of the model for
different values of z1 (left-panel; z2 = 0) and z2 (right-panel; z1 = 0). The plots show the probability
of selecting C1 in each trial when C1 had actually been chosen on all the previous trials. A single
reward is provided, shown by the vertical red line. (c) Model simulations similar to the ones in panel
(b) but using the actual Q−learning model. In the left panel β = 3 and in the right panel κ = 0.
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Figure S2: SYNTHETIC dataset. Off-policy simulations during model training, which shows how the
effect of z1 and z2 on behaviour are separated after the introduction of LSEP term. Note that iteration
0 is the beginning of the introduction of LSEP term in the loss function. Each iteration consists of 50
updates of decoder parameters and 200 updates of encoder parameters. Note that this is only stage 2
of the training and after the introduction of LSEP term into the loss function.
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Figure S3: SYNTHETIC data. Training, test, and random reconstruction loss. Random reconstruction
loss quantifies the specificity of the latent representations to each input sequence, allowing us to
detect posterior collapse. To calculate this loss, the learning network for a sequence is generated
based on the encoded latent representation of a radomly-selected different sequence. If the latent
representations are specific to the input sequences we expect this random reconstruction loss to
increase by training, which is the case as shown in the graph. Note that the graph only shows stage 1
of the training. See text for more description.
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Figure S4: SYNTHETIC data. Distribution of z values.
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Figure S5: SYNTHETIC data. Off-policy simulations of the model. The top panel is similar to
Figure 2(b). The bottom panel is similar to top panel, but the action fed to the model as the previous
action was C2 (instead of C1 which was fed to the model in the top panel).
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Figure S6: BD data. Off-policy simulations of the model. The top panel is similar to Figure 4(c). The
bottom panel is similar to the top panel, but action C2 was fed to the model as the previous action
(instead of C1 which was fed the model in the top panel).
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Figure S7: BD data. Training, test, and random reconstruction loss. Random reconstruction loss
quantifies the specificity of the latent representations to each input sequence, allowing us to detect
posterior collapse. To calculate this loss, the learning network for a sequence is generated based on the
encoded latent representation of a radomly-selected different sequence. If the latent representations
are specific to the input sequences we expect this random reconstruction loss to increase by training,
which is the case as shown in the graph. Note that the graph only shows stage 1 of the training. See
text for more description.
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