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Figure S6:BD data. Off-policy simulations of the model. The top panel is similar to Figure 4(c). The
bottom panel is similar to the top panel, but actionC2 was fed to the model as the previous action
(instead ofC1 which was fed the model in the top panel).
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Figure S7:BD data. Training, test, and random reconstruction loss. Random reconstruction loss
quanti�es the speci�city of the latent representations to each input sequence, allowing us to detect
posterior collapse. To calculate this loss, the learning network for a sequence is generated based on the
encoded latent representation of a radomly-selecteddifferentsequence. If the latent representations
are speci�c to the input sequences we expect this random reconstruction loss to increase by training,
which is the case as shown in the graph. Note that the graph only shows stage 1 of the training. See
text for more description.
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