Single-cell based elucidation of molecularly-distinct glioblastoma states and drug sensitivity
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Abstract

Glioblastoma heterogeneity and plasticity remain controversial, with proposed subtypes representing the average of highly heterogeneous admixtures of independent transcriptional states. Single-cell, protein-activity-based analysis allowed full quantification of >6,000 regulatory and signaling proteins, thus providing a previously unattainable single-cell characterization level. This helped identify four novel, molecularly distinct subtypes that successfully harmonize across multiple GBM datasets, including previously published bulk and single-cell profiles and single cell profiles from seven orthotopic PDX models, representative of prior subtype diversity. GBM is thus characterized by the plastic coexistence of single cells in two mutually-exclusive developmental lineages, with additional stratification provided by their proliferative potential. Consistently, all previous subtypes could be recapitulated by single-cell mixtures drawn from newly identified states. Critically, drug sensitivity was predicted and validated as highly state-dependent, both in single-cell assays from patient-derived explants and in PDX models, suggesting that successful treatment requires combinations of multiple drugs targeting these distinct tumor states.

Significance

We propose a new, 4-subtype GBM classification, which harmonizes across bulk and single-cell datasets. Single-cell mixtures from these subtypes effectively recapitulate all prior classifications, suggesting that the latter are a byproduct of GBM heterogeneity. Finally, we predict single-cell level activity of three clinically-relevant drugs, and validate them in patient-derived explant.
Introduction

Glioblastoma (GBM) represents the most common malignant brain tumor in adults and is associated with a dismal outcome (Ohgaki and Kleihues, 2005). Prognosis of GBM was shown to be associated with molecular features, including gene expression, as well as genetic and epigenetic variants (Ceccarelli et al., 2016; Freije et al., 2004; Liang et al., 2005; Murat et al., 2008; Nutt et al., 2003; Phillips et al., 2006; Verhaak et al., 2010; Wang et al., 2017). Based on these features, GBM has been clustered into distinct subtypes based on two largely non-overlapping schemas arising from bulk-tissue studies, including (Phillips et al., 2006) and (Ceccarelli et al., 2016; Verhaak et al., 2010), with further refinements in (Wang et al., 2017). Specifically, cluster analysis using outcome-associated genes identified three subtypes including proneural (PNP), mesenchymal (MESP), and proliferative (PROP) (Phillips et al., 2006). In contrast, by further leveraging genetic and epigenetic information, complementary analyses identified four subtypes, including proneural (PNW), mesenchymal (MESW), classical (CLW), and neural (NEUW) (Verhaak et al., 2010). The latter was later attributed to normal tissue infiltration (Gill et al., 2014) and subsequently dropped (Wang et al., 2017). However, despite ultimately proposing the same number of subtypes, the two classification schemas are largely non-overlapping when applied to the same GBM cohorts. Specifically, while samples classified as MESW (Wang) and MESP (Phillips) are reasonably concordant, those classified in the other subtypes have only minimal overlap.

We propose that—once microenvironment and normal tissue infiltration are discarded—the major difference in subtype classification arises from two key contributions: (a) the plastic coexistence of single cell populations representing distinct transcriptional states within each tumor (Burrell et al., 2013) and (b) the use of ad hoc gene sets for classifier training purposes. Indeed, both the Phillips and the Wang classifiers rely on upfront bioinformatic filters to select small, informative genes subsets, based on either outcome (Phillips et al., 2006) or on subtraction of microenvironment contributions (Wang et al., 2017).

This issue could be effectively resolved by leveraging single-cell based classifiers, which would not be affected by tissue heterogeneity. However, while several single-cell GBM datasets have become available (Darmanis et al., 2017; Patel et al., 2014; Tirosh et al., 2016; Wang et al., 2017; Yuan et al., 2018), rather than being used to generate more universal, single-cell classifiers that could harmonize across all datasets, these studies either clustered the data for further classification using prior, bulk-tissue classifiers or focused on biologically-relevant
subpopulations identified by classical developmental markers. Indeed, we argue that single cell RNASEq profiles lack sufficient depth to allow training high-quality single cell classifiers, while bulk-tissue subtypes are largely ineffective for single-cell classification, resulting in high rate of ambiguously or non-statistically significantly classified cells. This suggests that single-cell GBM subtypes capable of generalizing to multiple datasets are still elusive and that bulk-tissue classifiers are poorly suited to single-cell analysis. To address this issue, we propose a novel, fully unsupervised clustering approach based on protein-activity rather than gene expression, which can be applied to either single cells or bulk tissue, producing results that are not only consistent with, but also recapitulate the activity of critical lineage marker proteins, playing critical roles in GBM biology, despite the fact that their encoding genes may be undetectable in single cell transcriptomes.

Training a single-cell classifier must address a critical “gene-dropout” issue, associated with the shallow nature of single-cell RNA-sequencing (scRNA-Seq) (Kharchenko et al., 2014). This severely limits both the number and, more importantly, the dynamics of gene expression, with the majority of genes either not detected or detected by a single mRNA read (Kolodziejczyk et al., 2015). To address this issue, we decided to rely on a fully unsupervised classification methodology, based on the metaVIPER algorithm (Alvarez et al., 2016; Ding et al., 2018a). MetaVIPER computes the activity of all proteins that mechanistically regulate the transcriptional state of the cell—including transcription factors (TFs) and co-factors (co-TFs)—based on the expression of their transcriptional targets, as inferred by ARACNe (Accurate Reconstruction of Cellular Networks algorithm) (Basso et al., 2005). This has critical consequences, as while Pearson correlation between a 30M- and a 50K-read gene expression profile (typical of single cells) is quite low ($\rho < 0.3$), correlation between metaVIPER-inferred protein activity at the two depths is very high ($\rho > 0.85$) (Alvarez et al., 2016; Ding et al., 2018a). This makes the analysis extremely robust and allows full quantitative characterization of >6,000 regulatory and signaling proteins, independent of whether their encoding gene is detectable in single-cell transcriptomes.

Several studies have shown that protein activity profiles produced by metaVIPER—or by its precursors VIPER and MARINA—represent more robust descriptors of transcriptional cell state compared to gene expression (Alvarez et al., 2016; Aubry et al., 2015; Bisikirska et al., 2016; Brichta et al., 2015; Della Gatta et al., 2012; Ikiz et al., 2015; Kushwaha et al., 2015; Lefebvre et al., 2010; Repunte-Canonigo et al., 2015; Rodriguez-Barrueco et al., 2015; Talos et al., 2017), including in GBM (Carro et al., 2010; Chen et al., 2014; Ding et al., 2018a). Here, we show that
unsupervised metaVIPER-based cluster analysis produces four distinct GBM subtypes that harmonize across both single cells and bulk tissue profiles.

The molecular subtypes identified by the analysis are markedly distinct from prior classifications and represent a novel stratification of the disease that fully integrates bulk and single-cell analyses. However, to show their consistency with legacy studies, we show that all prior subtypes are effectively recapitulated by cell mixtures drawn from the newly identified subtypes. This was accomplished using single-cell profiles from six orthotopic, fluorescently-labeled patient-derived xenograft (PDX) models established at the Mayo Clinic, which were specifically selected to represent the full gamut of prior subtypes. Prior subtypes may thus reflect tissue heterogeneity more than transcriptional identity.

Consistent with these findings, a single-cell-based classifier was able to unambiguously classify >90% of the single cells from three distinct cohorts, while prior classification schemas only achieve ~50%. Moreover, compared to previous clustering efforts, protein-activity-based analysis significantly improved both cluster tightness—as assessed by silhouette score—and cross-cohort reproducibility. Furthermore, metaVIPER analysis of single cell could effectively quantify the activity of proteins playing a critical role in GBM, including those reported by (Carro et al., 2010) and (Wang et al., 2017), most of which were either not detectable by transcriptional analysis or had inconsistent cross-subtype expression. Finally, the analysis identified novel determinants of tumor cell state that contribute to better understanding of their biology.

Critically, the four new transcriptional states identified by metaVIPER-based cluster analysis were predicted to have differential sensitivity to therapeutic agents by OncoTreat analysis (Alvarez et al., 2018), thus providing a key rationale for the need of combination therapy to manage this disease. To experimentally validate these predictions, we focused of three clinically-relevant drugs—etoposide (a topoisomerase II inhibitor), R04929097 (a gamma-secretase inhibitor), and panobinostat (a pan-HDAC inhibitor). Analysis of single cells from patient-derived tumor explants and PDX models treated with these drugs fully confirmed their predicted subtype-specific activity.
Results

A workflow of the approach used to harmonize tumor subtype identification across distinct bulk-tissue and single-cell GBM datasets is shown in Fig1SupFig. Specifically, individual gene expression profiles were first transformed into protein activity profiles using the metaVIPER algorithm, using ARACNe-inferred networks from five distinct GBM datasets (see Fig2SupTable and Methods). Unsupervised analysis of multiple datasets shows use of protein-activity significantly outperforms gene expression, both in terms of cluster tightness, as assessed by silhouette score ($SS$) analysis, and in terms of reproducibility across datasets.

Characterizing inter-tumor heterogeneity by cross-cohort analysis: We first compared the subtypes proposed by Phillips (Phillips et al., 2006) and Wang (Wang et al., 2017) to subtypes produced by cluster analysis of metaVIPER-inferred protein-activity. Notably, the latter is fully unsupervised as it uses all transcription factors and co-factors, without any outcome or biology-based filtering. For consistency with the Wang and Phillips analyses we chose $K = 3$ (i.e., 3-cluster analysis). Consistent with prior studies (Alvarez et al., 2018; Califano and Alvarez, 2017), protein-activity-based clusters produced much tighter clusters (based on silhouette scores, $SS$), than gene-expression (Figure 1AB vs. DE). Specifically, following gene expression clustering, we observed $SS \leq 0.25$ for most of Phillips and Wang samples (76% and 96%, respectively), compared to only 23% and 35% of samples clustered by protein-activity-based analysis. Typically, $SS = 0.25$ is used as a threshold for effective cluster analysis (Rousseeuw, 1987).

To further compare Phillips and Wang subtypes, we used their published classifiers to annotate the complementary cohort (i.e. Wang cohort with Phillips classifier and vice-versa). Then, for each dataset, we used Gene Set Enrichment Analysis (GSEA) (Subramanian et al., 2005) to compare the enrichment of the top 50 most differentially expressed genes in each Phillips cluster in genes differentially expressed in each Wang cluster, and vice-versa (see Methods). We chose 50 genes to both have sufficient power for GSEA analysis and to avoid bias due to different size gene-sets. Finally, we integrated p-values from complementary analyses in the two datasets (e.g., PN$^P$ vs PN$^W$ was integrated with PN$^W$ vs. PN$^P$) using the Stouffer’s test. The analysis produced a 3x3 heatmap comparing the genes identified by the two classification schemas in both cohorts (Figure 1C). As previously reported, the only subtype with statistically significant cross-cohort enrichment was the mesenchymal one ($-\log p = 4.5$), suggesting poor cross-cohort reproducibility of gene expression-based clustering. This was also reflected by the
equally dismal overlap of samples classified based on the Wang and Phillips subtypes across the two datasets (Figure 1GH).

In contrast, protein-activity based clusters showed significant and highly-specific overlap of differentially-active proteins by GSEA analysis. Specifically, clusters C1\(^W\), C2\(^W\), and C3\(^W\) (Wang dataset) matched clusters C3\(^P\), C2\(^P\), and C1\(^P\) (Phillips dataset), respectively (\(p < 0.05\)), with no additional matches, producing a one-to-one correspondence (Figure 1F). Based on protein-activity, C1\(^P\) and C3\(^W\) were mostly comprised of samples previously classified as mesenchymal. However, C2\(^P\) and C2\(^W\) included a mix of multiple subtypes, enriched in proneural and classical samples, respectively. Similarily, C3\(^P\) and C1\(^W\) included a mix of mesenchymal/proliferative and proneural/classical samples, respectively, thus making the new classification quite distinct from prior ones.

For the previous analysis, we assessed a \(K = 3\) cluster solution for compatibility with prior classifications. However, unbiased cluster optimality analysis (Rousseeuw, 1987) identified a \(K = 2\) cluster solution as the best choice for both gene-expression and protein-activity-based cluster analysis (Fig2SupFig A-D). Indeed, protein-activity-based, 2-cluster analysis produced much more significant subtype separation in both datasets (Fig2SupFig EF), with high average silhouette scores (\(\bar{SS}_P = 0.45\) and \(\bar{SS}_W = 0.38\), for the Wang and Phillips data respectively), suggesting the existence of only two major transcriptional states in GBM. In sharp contrast, 2-cluster gene expression analysis produced poor results, with low silhouette score and ineffective biological classification. Specifically, the Phillips cohort yielded a 102-sample cluster, mostly classified as MESS\(^P\) and PRO\(^P\) and a 52-sample cluster mostly classified as PN\(^P\) (Fig2SupFig G), both with poor average silhouette score (\(\bar{SS}_1 = 0.19\) and \(\bar{SS}_2 = 0.19\), respectively). The Wang cohort produced a large 300-sample cluster, containing 90\% of the samples, and a small 32-sample cluster, both of which comprised a mixture of all three Wang classes, essentially failing to stratify the data in any biologically meaningful way (Fig2SupFig H).

To confirm the high cross-cohort consistency of protein-activity-based subtypes at the molecular level, we trained a random-forest classifier on either the Phillips or the Wang subtypes and tested it on the independently inferred subtypes in the other cohort, achieving almost perfect cross-cohort classification, (\(\text{AUC}_{PW} = 0.966\) and \(\text{AUC}_{WP} = 0.969\), by based on Area Under the Curve analysis), respectively (Fig2SupFig IJ). This confirms that a 2-cluster, protein-activity-based classification provides more robust and universal stratification compared to prior subtypes. Consistently, in terms of specific proteins, independent analysis of each dataset
confirmed high cross-cohort overlap of most differentially active proteins \( p_{PW} = 10^{-20} \) and \( p_{VP} = 10^{-13} \), by GSEA), including established drivers of proneural and mesenchymal state (Fig2SupFig KL). For instance, \( CEBPB, FOSL2, RUNX1 \), and several \( STAT \) proteins—previously validated as determinant of the mesenchymal subtype (Carro et al., 2010)—were most activated in one cluster, while \( OLG2, MYCN \), and \( NEUROD2 \)—established markers of the proneural subtype—were most activated in the other. This suggests that the principal stratification across multiple GBM cohorts occurs along a proneural to mesenchymal axis. In contrast to prior protein-activity-based reports (Carro et al., 2010) the analysis presented here is fully unsupervised and does not rely on prior, gene-expression-based subtypes.

**Iterative clustering identifies a finer-grain 4-cluster solution:** we then used the iterClust method (Ding et al., 2018b) to assess whether the initial 2-cluster solution could be further stratified, resulting in a 4-cluster solution, with consistently high average silhouette scores in the range \( \bar{SS}_P \in [0.38,0.4] \) and \( \bar{SS}_W \in [0.33,0.34] \) (Fig2SupFig MN). In terms of previously defined subtypes, clusters inferred from the Wang dataset were mixed; in contrast, clusters inferred from the Phillips dataset were clearly delineated. Specifically, clusters P1 and P3 were comprised almost exclusively of mesenchymal and proneural samples, respectively, while P2 included a mixture of mesenchymal and proliferative samples, and P4 a mixture of proneural and proliferative samples (Fig2SupFig M). This suggests the existence of four subtypes including quiescent proneural (PN), quiescent mesenchymal (MES), proliferative proneural (PPN), and proliferative mesenchymal (PMES) states, which are not effectively recapitulated by previous gene-expression-based subtypes.

**Single-cell classification reveals GBM intra-tumor heterogeneity and recapitulates inter-tumor heterogeneity:** Despite recent availability of single-cell dataset from GBM patients (Darmanis et al., 2017; Levitin et al., 2019; Patel et al., 2014; Tirosh et al., 2016; Wang et al., 2017; Yuan et al., 2018), there have been no attempts to identify GBM subtypes de novo at the single-cell level to address the limitations imposed by bulk-tissue heterogeneity. Rather, single-cell cluster analysis was followed either by classification with prior bulk-level classifiers (Patel et al., 2014; Wang et al., 2017) or by cluster characterization with classical lineage markers (Tirosh et al., 2016; Yuan et al., 2018) or by focusing on differences between infiltrating and non-infiltrating cells (Darmanis et al., 2017). Indeed, scRNA-Seq profiles have very low depth—generally in the 20K to 100K-read range—and are thus poorly suited to generating robust classifiers, since many genes are either undetected or detected based on a single mRNA molecule.

---

**Fig2SupFig KL:** Figure S2: KL divergence and silhouette scores for GBM single-cell classification with prior bulk classifiers. The figure shows that the iterative clustering method identifies a 4-cluster solution that is consistent with previously validated subtypes. The KL divergence scores indicate that the clusters are well separated, while the silhouette scores confirm the high-quality clustering.

**Fig2SupFig MN:** Figure S2: MN silhouette scores for GBM single-cell classification with prior bulk classifiers. The figure shows that the iterative clustering method identifies a 4-cluster solution that is consistent with previously validated subtypes. The silhouette scores confirm the high-quality clustering.
Prior publications and previous section’s analyses show that metaVIPER-inferred TF and co-TF activity represents a more robust and reproducible descriptor of the cell transcriptional state, compared to gene expression (Alvarez et al., 2016; Califano and Alvarez, 2017; Ding et al., 2018a). This is especially important in single-cell analyses, where metaVIPER can accurately measure the activity of >6,000 regulatory proteins from the expression of their transcriptional targets—from as little as 20K-reads— independent of expression of their encoding genes (Ding et al., 2018a).

To test the existence of molecularly-distinct single-cell states, we used metaVIPER to generate protein activity profiles from published gene expression datasets representative of all three Wang subtypes (Patel et al., 2014; Wang et al., 2017) (see Methods), using ARACNe networks generated from five different GBM datasets (Fig2SupTable). Consistent with bulk-tissue analysis, IterClust (Ding et al., 2018b) identified an optimal 4-cluster solution with 3 clusters inferred in the first iteration (C1-C3) and C2 further split into C21 and C22 in the second iteration. Each cluster presented highly significant average silhouette scores (Figure 2A-C and Fig3SupTable-1). Supporting the approach’s robustness, using $K = 2$ in the first iteration (similar to the bulk sample analysis) produced a virtually identical 4-cluster IterClust solution (Fig3SupFig).

We then assessed enrichment of Phillips (P) and Wang (W) subtype-specific markers in each of the four clusters identified by IterClust analysis, based both on gene expression and protein activity, as previously done in Figure 1C. Differentially active proteins were computed by metaVIPER analysis of gene expression signature associated with each cluster or subtype. Subtypes identified by single-cell cluster analysis emerged as substantially different from previously published ones (Figure 2D). Specifically, in terms of differentially expressed genes, only one cluster (C21) showed borderline significant overlap with the PRO$^P$ subtype ($-\log p = 1.4$). Overlap was slightly more significant at the protein activity level, with clusters C21 and C22 weakly but significantly overlapping with the PRO$^P$ subtype ($-\log p = 1.7$ and 1.5, respectively), C3 strongly overlapping with the MES$^W$ and MES$^P$ subtypes ($-\log p = 2.8$ and 2.6, respectively), and C1 with borderline significant overlap with the PN$^P$ subtype ($-\log p = 1.3$).

Overall, based on this analysis, four molecularly distinct states emerged at the single-cell level, including one quiescent/proneural state ($PN^{SC} = C1$), a quiescent/mesenchymal state ($MES^{SC} = C3$), and two distinct proliferative states ($PRO_1^{SC} = C21$ and $PRO_2^{SC} = C22$). This result was consistent with the four subtypes identified by unsupervised, metaVIPER analysis of bulk-tissue profiles (Fig2SupFig M). Interestingly, the classical subtype showed no significant overlap to any
of the single-cell clusters, either at gene expression or protein activity level, suggesting that it may be better suited to bulk-tissue classification due to both heterogeneity of neoplastic cells and infiltration by normal tissue. Taken together, these data suggest that, with the exception of the mesenchymal one, subtypes identified by single-cell analysis are substantially distinct from those identified from bulk-tissue analysis. For consistency, we use nomenclature taken from prior classification schemas. However, the new subtypes are quite molecularly distinct from previous ones as will be further discussed below.

Interestingly, the proteins that were most differentially active in each single-cell cluster (see Methods and Fig3SupTable-2) were consistent with those previously reported as Master Regulators of GBM subtypes (Carro et al., 2010). For instance, aberrantly activated TF/co-TF proteins in $\text{MES}^{SC}$ cells included experimentally validated Master Regulators of mesenchymal state, such as STAT3, C/EBPB, FOSL2, bHLH-B2 and RUNX1. Aberrantly activated TF/co-TF proteins in the $\text{PN}^{SC}$ and in proliferative subtypes (PRO$_{1}^{SC}$ and PRO$_{2}^{SC}$) also recapitulated Master Regulators of the proneural and proliferative subtypes, respectively (Fig3SupTable-3).

**An optimal framework for single-cell-based GBM stratification:** Among those identified by unsupervised single-cell cluster analysis, we then tried to identify subtypes representing mutually-exclusive transcriptional states that would optimally stratify the subtypes. If available, these would provide unambiguous classification and suggest the existence of truly distinct developmental-like states, thus providing a natural framework for single-cell GBM representation.

To accomplish this goal, we considered every possible subtype ($\text{PN}^{SC} = C1$, PRO$_{1}^{SC} = C21$, PRO$_{2}^{SC} = C22$, and MES$^{SC} = C3$; Fig3SupFig) and ranked all proteins based on their differential activity in that subtype, giving us four ranked protein lists (i.e., one per subtype). For each single cell, we then computed subtype-specific classification scores for each of the four subtypes by Gene Set Enrichment Analysis (Subramanian et al., 2005), resulting in a four-score vector per cell. Finally, we plotted the entire single-cell population on the axes defined by each of six possible subtype pairs (e.g., MES$^{SC}$ vs. PRO$_{2}^{SC}$) using the corresponding subtype scores, in log scale (Fig4SupFig 1 A1-A6).

Consistent with 2-cluster bulk sample analysis (Fig2SupFig L), the MES$^{SC}$ and PN$^{SC}$ related scores provided the most mutually-exclusive classification and most consistent co-segregation of the four subtypes (Figure 4A). Specifically, 93% of the cells were unambiguously classified as...
either mesenchymal or proneural, resulting in optimal cluster co-segregation, with 98% of PN\textsuperscript{SC} cells classified as proneural, 90% of MES\textsuperscript{SC} cells as mesenchymal, 86% of PRO\textsubscript{1}\textsuperscript{SC} cells as proneural, and 58% of PRO\textsubscript{2}\textsuperscript{SC} cells as mesenchymal, with remaining cells either unclassified or having mixed classification. In contrast, all other subtype-pairs produced a much greater number of ambiguously classified cells (i.e., in bottom-left and top-right quadrants) and/or poorer cluster co-segregation (Fig4SupFig-1 A1-A6).

Analysis of an independent single-cell GBM dataset (Darmanis et al., 2017), using scores trained on the (Patel et al., 2014) data, confirmed the robustness of these results, with virtually identical mutually-exclusive PN\textsuperscript{SC} vs. MES\textsuperscript{SC} classification (Figure 4B), compared to all other subtype-pairs (Fig4SupFig-2 D1-D6). In sharp contrast, classifier scores based on Wang and Phillips subtypes failed to provide mutually-exclusive classification for any subtype-pair, for both the Patel (Figure 4C and Fig4SupFig-1 B1-B3, C1-C3) and the Darmanis datasets (Figure 4D and Fig4SupFig-2 E1-E3, F1-F3), including when using their respective MES and PN subtypes, resulting in large numbers of ambiguously classified cells.

Since the PN\textsuperscript{SC} vs. MES\textsuperscript{SC} axis defines an optimal classification metric for both bulk-tissue and single cells, we assessed whether a secondary axis, defined by a score determined by the enrichment analysis of proteins differentially active in PRO\textsubscript{1}\textsuperscript{SC} and PRO\textsubscript{2}\textsuperscript{SC} cells vs. PN\textsuperscript{SC} and MES\textsuperscript{SC} cells, may further stratify the four subtypes. Since these proteins were highly enriched in proliferative markers (e.g. E2F1, E2F2, E2F3, FOXM1, etc.), we defined this as proliferative, single-cell score axis (PRO\textsuperscript{SC}). Consistently, analysis of a 3D scatter plot based on the PN\textsuperscript{SC}, MES\textsuperscript{SC}, and PRO\textsuperscript{SC} score of each single cell (Figure 4EF) shows most cells laying on a diagonal plane (shaded) defined by the log\textsubscript{2}(MES\textsuperscript{SC} – PN\textsuperscript{SC}) and by the log\textsubscript{2}(PRO\textsuperscript{SC}) scores, suggesting that GBM cells are optimally represented on this plane, see Figure 4GH for the Patel and Darmanis datasets, respectively.

Taken together, these data show that GBM cells coexist in plastic equilibrium between two aberrant developmental lineages (MES\textsuperscript{SC} and PN\textsuperscript{SC}) that are mutually exclusive, with additional stratification provided by their proliferative potential. The four quadrants identified by the $S_{MES/PN} = \log_2(MES^{SC} – PN^{SC})$ and $S_{PRO} = \log_2(PRO^{SC})$ scores identify distinct single-cell populations—in both Patel and Darmanis datasets—virtually overlapping with the four clusters identified by unsupervised analysis including: quiescent-proneural (QPN), quiescent-mesenchymal (QMES), proliferative-proneural (PPN), and proliferative-mesenchymal (PMES).
cells (Figure 4GH), thus providing a comprehensive cross-cohort characterization of GBM cell state in single cells (Figure 4A). Notably, while the PRO$_2^{SC}$ subtype is represented in both the PMES (58%) and PPN (42%) quadrants, suggesting a potential transitional nature of these cells. Remarkably, the same quadrants effectively characterize bulk-tissue profiles from the Wang and Phillips datasets, consistent with the four subtypes identified by unsupervised cluster analysis (Fig4SupFig-3). As a result, the four GBM states defined by the $S_{MES/PN}$ and $S_{PRO}$ scores harmonize the molecular subtypes of both bulk-tissue and single cells.

**Elucidating GBM biology at the single-cell level:** A critical advantage of using protein activity in single-cell analyses is that the role of key proteins that mechanistically determine cell state through their transcriptional targets can be effectively assessed on a quantitative basis. For instance, established markers of proneural subtype (e.g., OLIG2 and MYCN) were undetectable at the gene expression level in the Patel dataset. However, as expected, they are activated at the protein level in the proneural quadrants (QPN and PPN) (Figure 4IJ, 4KL), proportional to proliferative potential. Consistently, established markers of mesenchymal subtype (e.g., CEBP/D and STAT3) are also undetectable at the gene expression level but are activated at the protein level in the mesenchymal quadrants (MES and QMES), inversely proportional to proliferative potential (Figure 4MN, 4OP). Finally, classical markers of proliferation (e.g. FOXM1 and E2F1) are also invisible at the gene expression level but are significantly activated in proliferative quadrants (PPN and PMES) (Figure 4QR, 4ST). This dramatic increase in dynamic range allows in-depth investigation of GBM biology at the single-cell level, which would be otherwise challenging based on gene expression alone.

We further support this point by reporting on relevant GBM markers—both by at the protein activity and gene expression level—including those: (a) previously associated with or mutated in the Wang subtypes (Fig5SupFig-1) (b) most differentially active in each of the four quadrants, (i.e., QPN, PPN, QMES, and PMES) (Fig5SupFig-2) (c) previously reported as Master Regulators of GBM subtypes (Carro et al., 2010) (Fig5SupFig-3) (d) differentially activated in mesenchymal vs. proneural cells (Fig5SupFig-4) and (e) differentially activated in proliferative vs. quiescent cells (Fig5SupFig-5). In the following section, we discuss key proteins differentially active in the four quadrants that help characterize the biology of these cells. Selected proteins (in boldface) are shown in the main text figure for easier reference (Figures 5B-5E), while a comprehensive repertoire of quadrant-specific proteins is provided in Fig5SupFig-2.
Quiescent-Proneural subtype (PN, lower left quadrant): cells in this quadrant are quiescent resembling neural stem cells, with activation of classic multipotent stem cell programs (Fig5SupFig-2, pp.2-5). Specifically, FOXO3 is critical for maintaining self-renewal and for suppressing ubiquitination and proteasomal degradation of PTEN in neural stem cells (Ikeda and Toyoshima, 2017; Renault et al., 2009). Consistently, the ATXN7/USP22 deubiquination module of the SAGA histone acetyltransferase complex (Hu et al., 2012; Zhuang et al., 2015) and OTUD7B deubiquitinase regulate PTEN and mTORC stability, respectively (Sacco et al., 2014; Zhuang et al., 2015). Additional proteins in this compartment, contributing to maintenance of an undifferentiated cell state, include ASH1L, a stem cell factor that regulates HOX gene expression (Jones et al., 2015; Kanellopoulou et al., 2015; Miyazaki et al., 2013), MeCP2, a methyl CpG-binding repressor protein that effectively prevents transcription of glial genes (Hsieh and Zhao, 2016; Kohyama et al., 2008; Tsujimura et al., 2009), KMT2A/MLL1, a required factor for transcription of neuronal-specific genes (Hsieh and Zhao, 2016; Lim et al., 2009), and PRDM2, a cognate binding partner of RB-1 critical for maintenance of adult stem cell quiescence (Cheedipudi et al., 2015). The latter is an established central epigenetic regulator that fine-tunes the balance between stem cell quiescence and their entry into a differentiation program. It represses MYC/MYCN expression, which is consistently reduced in this subtype compared to the PPN^{SC} subtype. Finally, MNT is a MYC/MYCN cognate binding partners and cooperates in suppressing its activity via a feedback control loop and by binding and sequestering MAX, the canonical MYC/MYCN binding partner required to form the transcriptional activator heterodimer (Si et al., 2010).

Proliferative-Proneural subtype (PPN, upper-left quadrant): this quadrant is characterized by cells associated with established proneural progenitor markers, including NEUROD1 and OLIG2 (Figure 4C1,C2) (Christie et al., 2013; Hsieh, 2012; Hsieh and Zhao, 2016), SOX11 and SOX12 (Bergsland et al., 2011; Wegner, 2011), and EPHB3 (Baumann et al., 2013; Theus et al., 2010), suggesting that these cells behave like immature glial progenitors, preceding commitment to the glial lineage, consistent with (Yuan et al., 2018) (Fig5SupFig-2, pp.7-10). Such aberrant progenitor state is coupled with activation of established proliferative markers (e.g., NEUROD1, MYCN, PATZ1, E2F1, FOXM1) coupled with established regulators of aerobic glycolysis and glutaminolysis, such as MYCN (Dang, 2011; Wise et al., 2008) and KDM2B (Yu et al., 2015) (Figure 4C3,C5). KDM2B, in particular, is an H3-lysine 36 (H3K36) di-demethylase whose role in stem cells is to maintain status by marking sites recruiting the Polycomb Repressive Complex 1 (PRC1) to the CpG islands of developmental genes (Farcas et al., 2012;
He et al., 2013). This protein plays a key role in maintaining the glioma stem cell pool and is a critical regulator of the \textit{Ink4a/\textit{Ink4b}/Arf} locus, \textit{RB1}, and \textit{p53} (David, 2012; Pfau et al., 2008; Tzatsos et al., 2009). Consistently, additionally highly activated proteins include the PCGF2/MEL18 sub-unit, which is required for PRC1 formation (Di Croce and Helin, 2013) and cooperates with PATZ1—an established PN marker and transcriptional activator of \textit{MYC/MYCN} (Kobayashi et al., 2000) that also interacts with and regulates PRC1 proteins (Fedele et al., 2017)—and SCML2, a core subunit of the PRC1 complex.

**Quiescent-Mesenchymal subtype (MES, lower-right quadrant):** The protein activity profile of cells in this quadrant suggests they are quiescent and characterized by an invasive and immunosuppressive phenotype with a myeloid-like features (Fig5SupFig-2, pp. 12-15). Consistent with (Yuan et al., 2018), we find significant activation of proteins from their myeloid-like signature of single GBM cells: \textit{CD44}, \textit{OSMR}, \textit{CXCL14}, S100A10, PDPN, PTRF, and LGALS1. Indeed, this quadrant is enriched in cells from samples similarly highlighted by them (e.g., MGH29, Fig5SupFig-6), even though virtually every sample contributes cells to this quadrant. In terms of differentially active proteins, these cells appear to phenocopy myeloid-derived suppressor cells (MDSCs), which accumulate in solid tumors and represent major immunosuppression modulators. Specifically, \textit{CEBPE} is an established, myeloid-specific isoform and a critical factor for immature myeloid precursor differentiation (Akagi et al., 2010; Bedi et al., 2008; Rodriguez-Barrueco et al., 2015); TNFRSF1A, a prototypical TNF-alpha receptor, and TNF-alpha represent a critical checkpoint in MDSCs generation (Raveney et al., 2010; Sade-Feldman et al., 2013; Zhao et al., 2012); \textit{CD44}, a maker of normal myelopoiesis and acute myeloid leukemia (Charrad et al., 1999; Jin et al., 2006) is expressed in mesenchymal-like GBM cells (Johansson et al., 2017; Mooney et al., 2016); CXCL14, is also an established MDSC marker (Shurin et al., 2005). Independently, aberrant activation of PDPN, LGALS1, and \textit{CDKN1A} is consistent with the invasive phenotype presented by these cells (Ilarregui et al., 2009; Krishnan et al., 2018; Okuma et al., 2017; Shiina et al., 2016). RCAN1 is a critical regulator of the calcineurin-NFAT pathway in MDSCs, whose activity is mimicked by the classic immunosuppressive drug cyclosporine A that promotes MDSCs recruitment (Crabtree, 2001; Crabtree and Schreiber, 2009; Wang et al., 2015; Yang et al., 2018a). The cell cycle inhibitor \textit{CDKN1A} also induces migration of classical MDSCs into the tumor microenvironment by inducing the chemokine receptor CX3R1 (Okuma et al., 2017), and likely coordinating the shift of these cells from a proliferative program to a non-proliferative, migratory one (Matus et al., 2015), possibly hypoxia-mediated, consistent with \textit{HIF1A} activation. In this
regard, the quadrant-specific protein **OSMR** is a canonical IL-6-like gp130 utilizing receptor that activates STAT3 (Chen and Benveniste, 2004), which in turn regulates **CDKN1A** (Bellido et al., 1998; Lundquist et al., 2003). OSMR is also an established regulator of the mesenchymal vs. proneural subtype in glioma, where it regulates neural precursor activity (Natesh et al., 2015) and can heterodimerize with the EGFRvIII mutant **EGFR** receptor, a hallmark GBM mutation, which in turns partners with STAT3 (Jahani-Asl et al., 2016; Mohan et al., 2017). OSMR-STAT3 activation also regulates VEGF/VEGFR expression (Repovic et al., 2003; Tawara et al., 2019), while WWTR1 (TAZ), a Hippo pathway effector, is in turn activated by VEGF/VEGFR (Elaimy and Mercurio, 2018), suggesting a positive OSMR-STAT3-WWTR1 angiogenic feedback loop. Finally, the classical glioblastoma mesenchymal markers CEBP/B, STAT3, FOSL1, RUNX1, and BHLHE40 reported in (Carro et al., 2010) are all highly and specifically activated in this quadrant (Fig5SupFig-3).

**Proliferative-Mesenchymal subtype (PMES, upper-right quadrant):** finally, this quadrant appears to represent cells undergoing reprogramming to a more proliferative state via an aerobic to hypoxic glycolytic shift in metabolism but not yet overtly cycling, as shown by dramatically lower activity of proliferative markers such as FOXM1 and E2F1 compared to the PPN quadrant (Figure 4Q-T) (Fig5SupFig-2, pp. 17-20). Incidentally, FOXM1 is a classic regulator of aerobic glycolysis (“Warburg effect”) (Cui et al., 2014; Shang et al., 2017; Wang et al., 2016; Zheng et al., 2016). **MLX** and **YBX-1** are known glycolytic shift regulators—controlling retrograde mitochondrial signaling to the nucleus, expression of glycolytic and lipogenic genes, and integrating PI3K/AKT signaling to glycolysis (Amal et al., 2015; Billin and Ayer, 2006; Butow and Avadhani, 2004; Diolaiti et al., 2015; Lasham et al., 2006; Sans et al., 2006; Stoltzman et al., 2008; Suressh et al., 2018; Xu et al., 2017). MED27, MRPL12 and ELP5 further contribute to these activities (Alexander et al., 2013; Catarina et al., 2014; Close et al., 2012; Fisher, 2018; Frei et al., 2005; Hawer et al., 2018; Rapino and Close, 2018). The transition to a more proliferative phenotype is highlighted by the activation of **BUD31, YBX-1, SARNP, TARBP2, SIVA1**, and PHB. The first three allow rapid mRNA splicing, processing, and transport for increased translation of proteins under proliferative stress (Climente-Gonzalez et al., 2017; Dufu et al., 2010; Eliseeva et al., 2011; Hsu et al., 2015; Lyabin et al., 2014; Marcelino Meliso et al., 2017; Saha et al., 2012; Wu et al., 2015). TARBP2 and **YBX-1** are central regulators of DICER/Ago2 mediated miRNAs processing in GBM (Frohn et al., 2012; Wu et al., 2015), consistent with the particular heightened role of epigenetic mechanisms, including those mediated by miRNAs and non-coding RNAs, play in GBM plasticity (Balci et al., 2016; Li et al., 2012; Zou et al., 2013).
SIVA1 is an E3 ubiquitin ligase that promotes degradation of the tumor suppressor and cell cycle checkpoint protein ARF, which in turn downregulates p53 (Vachtenheim et al., 2018; Van Nostrand et al., 2015; Wang et al., 2013). Loss of p53 and ARF are classical features of glioblastoma (Kim et al., 2012; Mao et al., 2012; Zheng et al., 2008). PHB is required for correct localization of Raf-1 in response to Ras activation and couples EGFR signaling to Ras-Raf-MEK-ERK activation, as well as for mitochondrial functions (Rajalingam and Rudel, 2005; Wei et al., 2017; Yang et al., 2018b). Activation of oxidative and ER stress programs are captured by aberrant activation of proteins such as PRDX4 (Bulleid and Ellgaard, 2011; Zito, 2013). Interestingly, several of the MES and PPN markers, such as OLIG2, MYCN, FOXM1, E2F2, and CD44, for instance, have mixed differential activity in these cells, while proteins activated in this quadrant, such YBX-1 or MLX, are also activated in subsets of PPN or MES cells. Taken together, and considering also their lower abundance, this is consistent with PMES cells representing a transitional state of cells undergoing reprogramming between the PPN and QMES states, with some possible enrichment of a distinct population of stem-like mesenchymal cells (Chandran et al., 2015), activated by glycolytic metabolism (Mao et al., 2013), which may explain the ability of migratory mesenchymal cells to reseed GBM tumors at distal sites, including repopulating the aberrant glial lineage.

Based on these findings, we propose to change the nomenclature of GBM subtypes as follows: the quiescent proneural quadrant represents a Neural Stem-like Precursor Cell (NSPC) subtype, the proliferative proneural quadrant represents a Neural Progenitor Cell (NPC) subtype. The Quiescent Mesenchymal quadrant represents an Immunosuppressive, Invasive Mesenchymal Cell (IMC) subtype. Finally, proliferative mesenchymal cells define a transitional Mesenchymal-to-Proneural Cell (M2PC) subtype.

Relating intra- and inter-tumor heterogeneity: we further assessed the single-cell composition of the 5 Patel samples, which had been deliberately selected to represent all three Wang subtypes, including PNW (MGH26), MESW (MGH28/29) and CLW (MGH30/31). Figure 5A shows the proportion of mesenchymal vs. proneural cells, as well as the proportion of proliferative vs. quiescent cells, based on the single cell classifier scores. Samples classified as MESW at the bulk level (MGH28/29) are dominated by mesenchymal cells (~80%), while samples classified as PNW and CLW (MGH26 and MGH30/31, respectively) are dominated by proneural cells (~70%). In addition, PNW samples (MGH26) have a significantly higher proportion of proliferative cells (~80%) compared to both CLW and MESW samples (~30%).
We projected samples from the Wang and Phillips cohorts, color-coded according to the corresponding subtype classification, on the two principal axes identified by single-cell cluster analysis. The hypothesis, similar to what has been proposed by computational deconvolution methods (Maurer et al., 2019), is that such an analysis could identify the fractional contribution of a tissue in terms of single-cell representing distinct transcriptional states. Consistent with Figure 5A, MES\textsuperscript{P} and MES\textsuperscript{W} samples were classified as representing a predominantly quiescent mesenchymal state; PN\textsuperscript{P} and PN\textsuperscript{W} samples as representing either a quiescent or a proliferative proneural state, respectively; CL\textsuperscript{W} samples as representing a quiescent proneural state; finally, PRO\textsuperscript{P} samples as representing proliferative proneural and mesenchymal states (Figure 5BC).

Finally, we assessed whether single cell populations comprising different fractions of mesenchymal vs proneural and quiescent vs. proliferative cells could recapitulate the Wang (Figure 5D) and Phillips (Figure 5E) subtypes at the bulk tissue level (see Methods). Specifically, we created synthetic bulk samples with a variable fraction of mesenchymal vs. proneural and proliferative vs. quiescent cells, and classified them along the published Wang and Phillips subtypes. These heatmaps show that different combination of single cells distributed along the two axes could produce bulk samples classified according to all 6 subtypes.

From these analyses the CL\textsuperscript{W} and PN\textsuperscript{W} subtypes appear to represent proneural cells in either a quiescent or proliferative state, respectively, while the PRO\textsuperscript{P} subtype represents both proneural and mesenchymal cells in a proliferative state, thus resolving a standing controversy and providing cross-cohort harmonization.

**Passage-dependent Drift in Patient-derived Mouse Xenograft Models:** To further confirm these findings in a high-quality (Fig7SupFig-1), independent dataset, we generated and analyzed scRNA-Seq profiles from six orthotopic GBM transplants (PDX models), including an early (P1) and late (P6) passage of the same PDX model (Figure 6). Human cells were fluorescently labeled for FACS-based isolation and models were selected to represent all four of the original Verhaak subtypes, based on bulk-tissue classification, including neural (G12, G22, G84), proneural (G85), mesenchymal (G43) and classical (G38, both at P1 and P6) (Mayo dataset, see Methods and Fig7SupTable).

Single cells were dissociated from these brain lesions and then scRNA-Seq profiled on the Fluidigm C1 (see Methods). Profiles were then characterized using the single-cell classifier scores (Figure 6A, B1-B6), as well as the Phillips and Wang classifier scores (Fig7SupFig-2).
Consistent with previous dataset, only the single-cell classifier produced mutually exclusive classification, along the proneural vs. mesenchymal axis. The analyses further confirmed that virtually every GBM tumor—regardless of its bulk-level classification—is comprised of cells representing all four states identified by single-cell analysis, suggesting that, despite significant bias, PDX models may effectively recapitulate the heterogeneity of the original tumor along these two axes. However, especially in later passages, PDX tumors present a significantly reduced mesenchymal vs. proneural cell fraction and a larger proliferative vs. quiescent cell fraction (Figure 6A, B1-B6).

To quantitatively assess these differences, we profiled both an early (P1) passage and a late (P6) passage of the G38 model (Figure 6B-6), originally classified as classical based on bulk-tissue analysis. Our analysis showed a highly significant decrease of mesenchymal cells between the P1 and P6 tumors ($p = 1.5E^{-4}$, by Fisher Exact Test, Fig7). In addition, our analysis showed an even more significant decrease of mesenchymal cells in PDX models compared to primary tumors from the Patel et al. dataset ($p = 7.1E^{-15}$). Similarly, compared to primary tumors from the Patel et al. dataset, PDX cells were significantly enriched in proliferative cells. Specifically, in primary tumors, (Figure 4G) ~60% of the cells were classified as non-proliferative, while 97% of the PDX-derived cells were proliferative (Figure 6A) ($p = 6.5E^{-69}$). Taken together, these findings suggest significant molecular subtype drift following serial PDX passaging.

**Multiple drugs are required to target cells in distinct quadrants:** The presence of four molecularly-distinct quadrants within each tumor suggests that a single drug approach may not be effective in GBM, as each compartment may present differential drug sensitivity. To quantify potential differences, we used the recently published OncoTreat methodology (Alvarez et al., 2018) to predict sensitivity to three clinically-relevant GBM drugs at the single-cell level in the Patel et al. dataset. OncoTreat assesses the ability of a drug to revert the coordinated activity of the top 50 most statistically significant master regulators (MRs) of tumor state based on perturbational profiles of drugs in cell lines whose MR profile is significantly similar to that of the target tissue ($p < 1E^{-5}$). In this case, we used perturbational profile data from two cell lines, including U87 (mesenchymal) and HF2597 (proneural) to assess a compound’s ability to modulate the activity of master regulator proteins (see Methods). We generated perturbational profiles for three drugs, including the topoisomerase-II inhibitor etoposide, the gamma-secretase inhibitor RO4929097, and the pan-HDAC inhibitor panobinostat (see Methods), all previously used in GBM clinical trials.
Consistent with our expectation, OncoTreat analysis of Patel et al. cells revealed that individual drugs are predicted to have highly quadrant-specific sensitivity. For instance, sensitivity to etoposide was predicted to be highest in proliferative proneural cells (Figure 7A), confirming that etoposide is an effective treatment for proneural GBM mouse models (Sonabend et al., 2014); in contrast, sensitivity to RO4929097 was higher in mesenchymal vs. proneural cells (Figure 7B). Finally, panobinostat sensitivity was highest in proliferative cells, independent of their mesenchymal vs. proneural status (Figure 7C). Mesenchymal-specific sensitivity to RO4929097 may result from activation of gamma-secretase-mediated signals in the mesenchymal quadrants, including NOTCH3 (Fig5SupFig-1, pp.3) and CD44 (Figure 4D1).

To experimentally validate these predictions, we performed scRNA-Seq profiles of single cells from patient-derived explants. Acute slices generated from a surgical resection specimen were placed in culture conditions for 6h, and then treated for 18h with each drug, with DMSO as negative control. Non-tumor cells were removed by expression based CNV analysis (Patel et al., 2014), which effectively identified tumor cells presenting highly significant Chr7 amplification and Chr10 deletion. Cells were then further classified into mesenchymal, proneural and proliferative using the MES\textsuperscript{SC}, PN\textsuperscript{SC}, and PRO\textsuperscript{SC} single cell classifier scores (Fig8SupFig A-F). Most of the cells in these tumors are non-proliferative, with a 57/43 representation of mesenchymal vs. proneural cells (Figure 7D).

Consistent with OncoTreat predictions, etoposide and RO4929097 induced significant selection of mesenchymal and proneural cells, respectively (Figure 7E-G) ($\rho_{\text{EtO}} = 3.2E-15$, $\rho_{\text{RO}} = 2.0E-2$). Since only a minority of cells were proliferative (2%, Figure 7D) we evaluated the effect of panobinostat in in vivo, in subcutaneous transplants from orthotopically established PDX models (G12, G43, and G44, established at the Mayo Clinic), which were shown to be highly enriched for proliferative cells. These models were treated with panobinostat 10 mg/kg intraperitoneal daily, 5 days on/2 days off, for 10 doses and 5% dextrose water, as vehicle. All three models showed significant reduction in tumor growth at 15 days, compared to DMSO, including stable disease for model G12 and G44 and ~50% tumor volume reduction for G43 ($p = 0.034, 0.03, 0.04$, respectively, by AUC analysis, see Methods).
Discussion

Past bulk-tissue based studies have highlighted the complexity and heterogeneity of glioblastoma, in particular by suggesting the plastic coexistence of an aberrant glial developmental lineage with a less structured aberrant mesenchymal lineage and creating the premise for further studies at the single cell level (Carro et al., 2010; Ceccarelli et al., 2016; Phillips et al., 2006; Verhaak et al., 2010; Wang et al., 2017). Their strength has been the ability to monitor the expression of virtually all expressed genes first via gene expression microarrays and then RNA sequencing. At the single cell level, we have just started to look further into the complex cascade of aberrant and inter-related lineages that comprise a GBM mass (Darmanis et al., 2017; Patel et al., 2014; Tirosh et al., 2016; Wang et al., 2017; Yuan et al., 2018). However, given the low-depth of sequencing, these studies have been mostly successful in elucidating similarities between GBM cell states and their corresponding physiologic states—from neural stem cells to glial progenitor to committed glia, including reprogramming along an aberrant mesenchymal lineage—using previously established markers. Yet, with only 1,000 to 2,000 genes detected per cell, on average, most of which via a single read, these studies could not rival the depth of characterization of bulk-tissue based ones. We have thus been left at an impasse between characterizing bulk-tissue properties in detailed, genome-wide fashion and dissecting GBM’s heterogeneity by leveraging only 10% of the total number of genes.

In this manuscript we propose a novel approach that, by leveraging the network-based algorithm metaVIPER, can achieve virtually the same resolution of bulk-tissue profile analysis in single cell studies. Critically, metaVIPER does not average over cells located proximally on gene expression manifold, which is generally non-informative for a majority of under-sampled genes, see Figure 4, for instance. Rather, it uses only the low-depth gene expression profile of a single cell to infer the activity of >6,000 regulatory and signaling proteins, including transcription factors, co-factors/chromatin-remodeling enzymes, and signaling proteins. Specifically, by inferring protein activity based on the expression of its context-specific regulatory targets, metaVIPER can accurately measure the activity even of proteins whose encoding gene is not detected across the entire single-cell dataset. We show critical examples of this in Figure 4 and 5. For instance, while in high-depth datasets, such as (Yuan et al., 2018), single-cell expression of MYCN and OLIG2 can be effectively quantitated, in low-depth dataset, such as (Patel et al., 2014), their expression could not be detected in virtually any cells (Figure 4JL). Yet, activity of the encoded proteins could be effectively quantitated by metaVIPER to be highest in the
proneural quadrants, proportional to the cell’s proliferative potential (Figure 4IK). This dramatic increase in gene-product dynamic range resulted in four distinct advantages.

First, the significant increase in signal-to-noise ratio allowed by conversion of gene expression profiles into protein activity profiles allowed us to generate a classification system that harmonizes across virtually all published and new datasets, including both bulk-tissue and single-cell. This is important because previous classifications were largely inconsistent when applied to distinct datasets and produced largely ambiguous on non-significant single-cell classification (Figure 4CD and s-1,2).

Second, the new classification system emerging from the analysis is for the first time organized along two orthogonal axes, one unambiguously capturing the alternative lineages identified in bulk GBM tissues (i.e., glial and mesenchymal), the other capturing the cell’s proliferative potential (Figure 4GH). Organization of both bulk-tissue samples and single cells from different datasets along these two axes provided virtually unambiguous classification of independent GBM states detected by fully-unsupervised cluster analysis. The latter is a critical advantage, since to produce reasonable classifications, all prior approaches were based on a reduced gene-set repertoire selected by ad hoc criteria and were not thus completely unsupervised. The newly proposed classification also provides full continuity with priori bulk-level subtypes by showing that each of them, including both Phillips and Verhaak subtypes, can be recapitulated by different mixtures GBM cells drawn from the four newly proposed subtypes.

Third, the ability to accurately quantify the activity of virtually all regulatory and signaling proteins was instrumental in providing in-depth characterization of GBM biology at the single-cell level, which is simply unattainable in the gene expression profiles. For instance, identification of specific activation of established proteins preventing expression of glial markers in the QPN quadrant suggests that these may be the cells that most critically represent a stem-like state in glioma, rather than the more proliferative PPN cells, which appear to have undergone at least partial activation of key glial programs and are most similar to glial lineage progenitors. To that respect, Figure 4 and Fig5SupFig-1,2,3,4,5 contain an inventory of all of the most differentially active proteins in each compartment, lineage, or proliferative state, including markers that could be detected from bulk-tissue but not at the single cell level. Indeed, not surprisingly, the vast majority of these proteins has activity that is clearly compartment specific, even though the expression of their encoding genes is either undetectable (e.g. OLIG2, RELB,
etc.) or completely inconsistent with prior knowledge about subtype-specific expression (e.g., CD44, CDKN1A, etc.) in the Patel dataset (Fig5SupFig-1).

Finally, and most critical, the ability to study single cells with virtually the same dynamic range of bulk-tissue, supported the use of previously published methodologies, such as OncoTreat (Alvarez et al., 2018), to evaluate the sensitivity of individual tissues (in this case individual single cells) to distinct therapeutic agents. Indeed, OncoTreat predicted orthogonal, compartment-specific sensitivity of GBM cells to three clinically-relevant agents, including a topoisomerase II inhibitor (etoposide), a gamma-secretase inhibitor (R04929097), and a pan-HDAC inhibitor (panobinostat). Predictions were experimentally validated in patient-derived GBM explants (etoposide and R04929097) and in PDX models (panobinostat). An interesting corollary was that, while the overall single-cell heterogeneity of GBM is overall preserved in PDX models, these present a marked shift toward the more proneural and proliferative state, which could potentially significantly bias the effect of drugs that have marked compartment specific activity. Taken together, these data suggest that treatment of this complex and highly plastic disease will require combination of drugs targeting the individual compartments, possibly via metronomic schedules, which we plan to explore in follow-up research.

Clearly, a number of limitations remain, which should be acknowledged. In particular, while extensive experimental assays have shown that VIPER and metaVIPER can accurately measure activity of about 80% of transcription factors, co-factors and chromatin remodeling enzymes and about 70% of signaling proteins (Alvarez et al., 2016), there is still a small pool of proteins, whose activity will be mis-quantified. This requires further refinement of their set of regulatory targets (regulons), using epigenetic information (e.g. ATACSeq data), DNA-binding motifs, and perturbational data, all of which are currently being investigated. In addition, it has been established that while VIPER and metaVIPER may correctly infer the absolute value of the differential activity of most proteins, the sign may be inverted for about 30% of them, due to complex negative autoregulatory loop that, at equilibrium, may inversely couple mRNA expression and protein activity. Whether the sign of a protein activity should be inverted can be effectively assessed based on the overall correlation between its activity and the expression of its encoding gene or by relatively mundane experimental assays, including CRISPRi-mediated gene silencing followed by RNASeq profiling. Given a regulatory network and protein of interest, directionality must be assessed only once.
In summary, while the metaVIPER methodology is not perfect, it should be recognized that at this time there are no genome wide alternatives for the accurate measurement of protein activity profiles in single cells. As a result, the striking overall concordance between our metaVIPER based findings and previously established markers of GBM cell state, suggest that the analyses reported in this manuscript will provide at least some novel information that would be otherwise unattainable for the study of GBM heterogeneity, for the key molecular determinants of GBM cell state at the single cell level, and finally for the study of drug sensitivity in individual GBM cells.
**Methods**

**Patient derived xenograft establishment:** Studies were approved by the Mayo Clinic Institutional Animal Care and Use Committee, and all animal care procedures were followed. PDXs were established using six to seven week old female athymic nude mice (Hsd:Athymic Nude-Foxn1\textsuperscript{nu}, Envigo, Indianapolis, IN) as previously described (Carlson et al., 2011).

**Establishing PDX models for scRNA-Seq:** GFP-expressing derivatives of patient derived xenografts were established by transducing short-term explant cultures with lentivirus as previously described (Gupta et al., 2016; Gupta et al., 2014). Transduction efficiency was evaluated by examining the extent of GFP positivity by fluorescent microscopy before cell expansion in an athymic nude mouse. GFP-expressing cell lines were harvested from flank tumors of athymic nude mouse and placed on Matrigel (BD Biosciences, Billerica, MA) coated plates. Once cells were adherent, GFP positivity was confirmed by fluorescent microscopy. Cells were prepped and injected intracranially as previously described (Carlson et al., 2011). Animals were monitored daily and sacrificed by cervical dislocation at the onset of neurological decline.

**PDX model tumor dissociation:** Following cervical dislocation, brains were removed and tumors carved using goggles equipped with GFP visualization (BLS Limited, Budapest, Hungary). Tumors were placed into Eppendorf tubes containing DMEM media (Corning, 10-013-CV) and immediately processed for dissociation. Tumor specimens were rinsed with PBS and trypsinized (TrypLE, ThermoFisher, Waltham, MA). The tissue was then minced into small fragments using dissection scissors and placed in a 37 degree waterbath, vortexing periodically. The solution was spun at 1200 rpm for 3 minutes, trypsin was removed, and the tissue pellet was resuspended in DMEM. The specimens were aspirated into 1 mL syringes and passed through 21G and 23G needles (Cardinal Health, Dublin, OH) until no clumps were visible. This solution was then filtered using 100 and 40 µm filters (ThermoFisher, Waltham, MA). Viability and single cell state of isolated cells was conducted by trypan blue exclusion and light microscopy. Finally, cells were spun down, washed twice in PBS, and immediately submitted to Mayo Clinic’s Core for Single Cell sorting.

**scRNA-Seq of PDX models:** Cells were counted and measured for size and viability using the Vi-Cell XR Cell Viability Analyzer (Beckman-Coulter, Brea, CA). A C1 Single-Cell Array Integrated Fluidics Circuit (IFC) for mRNA-Seq (cell size 5-10 uM, Fluidigm product number 100-5759; cell size 10-17 uM, Fluidigm part number 100-5760) was primed in the C1 Single-Cell
Auto Prep System (Fluidigm product number 100-7 000). While the IFC was being primed, the lysis, reverse transcription and PCR reagents were thawed and the respective chemistries were mixed in a clean room DNA-free hood. After priming, the IFC was taken to a cell culture hood and the cells were pipetted into the IFC. The IFC was placed back into the C1 System to load and separate the cells. Once the cells were sorted into up to 96 separate chambers, the IFC was removed from the C1 System and imaged on a microscope. Cell number and viability were noted on a log sheet. The lysis, reverse transcription and pre-amplification chemistries were pipetted into the IFC in the cell culture hood. The IFC was loaded into the C1 a final time to run the mRNA-Seq script overnight.

The following morning, up to 96 individual cDNA samples were harvested from the IFC. All samples were quality control tested and quantified on a 96-capillary array Fragment Analyzer (Advanced Analytical, Ankeny, IA). Smear analyses were run using the PROSize® 2.0 software (Advanced Analytical). Only samples that passed the smear analysis thresholds were selected for library construction. Each of these samples was diluted to between 200-250 pg/ul. The Illumina Nextera XT DNA Library Preparation Kit (Illumina product number FC-131-1096) was used to create individually indexed cDNA libraries for sequencing.

**Preparation and treatment of patient-derived brain tumor slices (explants) for scRNA-Seq:**

This work was approved by the Columbia University Medical Center Institutional Review Board before commencing the study. Acute slices were generated from a surgical resection specimen collected from an adult patient with radiographic and intraoperative histopathological characteristics consistent with primary HGG, (the final diagnosis was Glioblastoma, IDH-wildtype, WHO grades IV). The surgically excised specimen was immediately placed in a sterile 50mL canonical tube ¾ filled ice-cold high-sucrose low-sodium artificial cerebrospinal fluid (ACSF) solution containing 210 mM sucrose, 10 mM glucose, 2.5 mM KCl, 1.25 mM NaH2PO4, 0.5 mM CaCl2, 7 mM MgCl2 and 26 mM NaHCO3, and were kept on ice for transportation (transit time was approximately 10 minutes from operating room to laboratory). Preparation of ex vivo tissue slices was modified from methods described previously (Gahwiler et al., 1997; Kohling et al., 1999; Shimizu et al., 2011; Stoppini et al., 1991; Ting et al., 2018). Briefly, the tissue specimen was placed in ice-cold ACSF solution and 500 µm slices were generated using a tissue chopper (McIlwain TC752). The slices were immediately transferred to the ice-cold ACSF solution in 6-well plates using a sterile plastic Pasteur pipette half filled with ice-cold ACSF solution followed by a 15 minutes recovery in ACSF to reach room temperature. Slices were then placed on top of a porous membrane insert (0.4 µm, Millipore). The membrane
inserts were placed into 6-well plates containing 1.5 ml maintenance medium consisted of F12/DMEM (Gibco) supplemented with N-2 Supplement (Gibco) and 1% penicillin/streptomycin (Sigma). To ensure proper diffusion into the slice, culture medium was placed under the membrane insert without bubbles. A drop of 10 µl of culture medium was added directly on top of each slice to prevent the slice surface from drying. The slices were first rested for 6 hrs with the maintenance medium in a humidified incubator at 37°C and 5% CO₂. Then, the medium was replaced with pre-warmed medium containing 5 µM Etoposide (Tocris Bioscience, 100 mM stock), 50 nM RO4929097 (Selleck Chem, 10 mM stock), or corresponding volume of vehicle (DMSO). Slices were cultured with the treatment medium in a humidified incubator at 37°C and 5% CO₂ for 18 hrs before being collected for dissociation.

**Dissociation of patient-derived brain tumor slices:** Collected slices were dissociated using Adult brain dissociation kit (Miltenyi Biotec) on gentleMACS Octo Dissociator with Heaters (Miltenyi Biotec) according to the manufacturer's instructions.

**Microwell-based scRNA-Seq of patient-derived brain tumor slices:** Dissociated cells from each slice were subjected to microwell-based single-cell RNA-seq (Yuan and Sims, 2016) as previously described (Yuan et al., 2018) with modifications to the reverse transcription step and the sequencing method. Once the RNA-capture step was finished, sealing oil was flushed out of the devices by pipetting 1ml wash buffer supplemented with 0.04 U/µl RNase inhibitor (Thermo Fisher Scientific) and then beads were extracted from the device and resuspended in 200 µl of reverse transcription mixture. Bead-suspensions were divided into 50µl aliquots and placed into PCR tubes (Corning) followed by incubation at 25°C for 30 min and at 42°C for 90 min in a thermocycler. For sequencing, we pooled all libraries derived from the same donor, each of which was barcoded with a unique Illumina sample index. The pooled library sequenced on 1) an Illumina NextSeq 500 with an 8-base index read, a 21-base read 1 containing cell-identifying barcodes (CB) and unique molecular identifiers (UMIs), and a 63-base read 2 containing the transcript sequence, and 2) an Illumina NovaSeq 6000 with an 8-base index read, a 26-base read 1 containing CB and UMI, and a 91-base read 2 containing the transcript sequence.

**Animal studies:** Patient-derived xenograft (PDX) models (GBM G12, G43, G44) for panobinostat validation studies were developed by implanting ~10⁷ cells resuspended in Matrigel (1:1, v/v, Corning) into the subcutaneous flank of NOD (NOD.Cg-Prkdcscid Il2rgtm1Wjl/SzJ) scid gamma (NSG) mice to generate heterotopic models. Tumor growth was measured biweekly using calipers. Treatment started when flank tumors were ~ 150 mm³ (tumor volume, TV = width² X 0.5 length). Orthotopic brain tumor models were generated by
stereotactic injection of $\sim 10^5$ cells resuspended in phosphate-buffered saline (PBS) into the right striatum. Orthotopic models were monitored biweekly or monthly by magnetic resonance imaging (MRI) to track tumor engraftment and growth. Animals were dosed with Vehicle consisting of 5% dextrose water (vehicle control for panobinostat treatments). Panobinostat (10 mg/kg IP daily) was administered on a 5-day on, 2-day off schedule for a minimum of 14 days. An area-under-the-curve (AUC) analysis was performed to compare differences in tumor volume curves between Vehicle- and drug-treated cohorts. All experiments were performed in accordance with institutional guidelines and under an approved protocol from the Memorial Sloan Kettering Cancer Center (MSKCC) Institutional Animal Care and Use Committee (Protocol 16-08-011).

**scRNA-Seq gene expression analysis for PDX models:** After demultiplexing, the resulting raw reads were aligned to hg19 reference index by Bowtie2-2.2.6 (Langmead and Salzberg, 2012). Aligned reads were sorted and indexed by samtools-1.2 (Li et al., 2009). Counts matrix was measured with R package GenomicFeatures-1.24.5 and GenomicAlignments-1.8.4 (Lawrence et al., 2013) and TxDb.Hsapiens.UCSC.hg19.knownGene-3.2.2 (Carlson and Maintainer, 2015) from Bioconductor.

**scRNA-Seq gene expression analysis for patient-derived brain tumor slices:** Raw data obtained from the Illumina NextSeq 500 was trimmed and aligned as described in (Yuan et al., 2018). For each read with a unique, strand specific alignment to exonic sequence, we constructed an address comprised of the CB, UMI barcode, and gene identifier. Raw data obtained from the Illumina NovaSeq 6000 was first corrected for index swapping to avoid cross-talk between sample index sequences as described in (Szabo et al., 2019). The resulting address file only contained the addresses from reads with corresponding single index. We combined the addresses from the NextSeq 500 and the corrected addresses from the NovaSeq 6000 to generate a digital gene expression matrix and filter CBs as described previously (Yuan et al., 2018). Briefly, reads with the same CB, UMI and aligned gene were collapsed and sequencing errors in the CB and UMI were corrected to generate a preliminary matrix of molecular counts for each cell. Then we removed CBs 1) with excessive (> 10%) molecules expressed from mitochondrial genome, 2) where the ratio of molecules aligning to whole gene bodies (including introns) to molecules aligning exclusively to exons was >1.5, and 3) for which the average number of reads per molecule or average number of molecules per gene deviated by >2.5 standard deviations from the mean for a given sample.
Microarray gene expression analysis: Informative probe clusters were assembled with the cleaner algorithm (Alvarez et al., 2009) and the expression data was summarized and normalized with the MAS5 algorithm as implemented in the R package affy-1.54.0 from Bioconductor (Gautier et al., 2004). Differences in sample distributions were removed with the robust spline normalization procedure implemented in the R package lumi-2.28.0 from Bioconductor (Du et al., 2007, 2008; Du et al., 2010; Lin et al., 2008).

Regulatory networks and protein activity analysis: All 5 brain tumor regulatory networks were reverse engineered by ARACNe (Basso et al., 2005; Lachmann et al., 2016) with 100 bootstrap iterations using 1,813 transcription factors (genes annotated in Gene Ontology molecular function database, as GO:0003700, 'transcription factor activity', or as GO:0003677, 'DNA binding', and GO:0030528, 'transcription regulator activity', or as GO:00034677 and GO:0045449, 'regulation of transcription'), 969 transcriptional cofactors (a manually curated list, not overlapping with the transcription factor list, built upon genes annotated as GO:0003712, “transcription cofactor activity”, or GO:0030528 or GO:0045449), and 3370 signaling pathway related genes (annotated in GO biological process database as GO:0007165 “signal transduction” and in GO cellular component database as GO:0005622, “intracellular”, or GO:0005886, “plasma membrane”). Parameters were set to 0 DPI (Data Processing Inequality) tolerance and MI (Mutual Information) p-value threshold, $p = 10^{-8}$. Protein activity profiles were inferred from expression matrix by integrating the 5 regulatory networks with the metaVIPER algorithm (Alvarez et al., 2016; Ding et al., 2018).

Gene set enrichment analysis (GSEA): Genes over expressed in each of the Phillips- and Wang-specific subtypes were downloaded from the original studies (Phillips et al., 2006; Wang et al., 2017). Sets of aberrantly activated proteins in subtypes (C1, C21, C22, and C3) inferred by cluster analysis of the single-cell profiles from dataset GSE57872 (Patel et al., 2014) were assembled by metaVIPER analysis. Specifically, MES and PN-specific protein sets were generated by t-test analysis of differentially activated proteins between the C1 (PN cells) and the C3 (MES cells) cluster, with a Bonferroni corrected threshold $p < 10^{-10}$. To identify PRO-specific proteins, we integrated the ranked list of proteins differentially activated between (a) the C21 and C1 clusters (proliferative and quiescent PN cells) and (b) the C22 and C3 clusters (proliferative and quiescent MES cells). Integration was performed by reciprocal GSEA leading edge analysis. Specifically, we first identified highly differentially active proteins in the C21 vs. C1 clusters, ($p < 10^{-10}$ by t-test analysis, Bonferroni-corrected) and computed their GSEA enrichment in protein differentially active in the C22 vs. C3 clusters. We then identified highly
differentially active proteins in the C22 vs. C3 clusters, \( p < 10^{-10} \) by t-test analysis, Bonferroni-corrected) and computed the reciprocal GSEA enrichment in protein differentially active in the C21 vs. C1 clusters. Since both analyses were highly statistically significant \( p_{C21 \rightarrow C1} = 2.8E-41 \) and \( p_{C22 \rightarrow C3} = p = 2.8E-18 \), respectively, suggesting a highly-conserved repertoire of differentially activated proteins, we combined the proteins in the leading edge of both analyses to generate a final list of PRO-specific proteins. For these analyses, (see Fig3SupTable-2).

**Synthetic bulk analysis:** Synthetic bulk samples were constructing by summing the reads from \( n = 40 \) single-cell samples from the GSE57872 (Patel et al., 2014) dataset picked randomly from clusters C1 (PN cells), C3 (MES cells); C21 (PPN cells) and C22 (PMES cells) with probabilities \( p_{C1}, p_{C21}, p_{C22}, \) and \( p_{C3} \) determined by two fractional numbers \( p_{PN/MES} \in [0,1] \) and \( p_{PRO/QUI} \in [0,1] \) (represented on the x and y axis of Figure 5DE), such that:

\[
\begin{align*}
  p_{C1} &= p_{PN/MES} \cdot (1 - p_{PRO/QUI}) \\
  p_{C21} &= p_{PN/MES} \cdot p_{PRO/QUI} \\
  p_{C22} &= (1 - p_{PN/MES}) \cdot p_{PRO/QUI} \\
  p_{C3} &= (1 - p_{PN/MES}) \cdot (1 - p_{PRO/QUI})
\end{align*}
\]

Such that \( p_{C1} + p_{C21} + p_{C22} + p_{C3} = 1 \). We then annotated each synthetic bulk samples according to either the Wang (Figure 5D) or the Phillips (Figure 5E) classification, by GSEA analysis.

**OncoTreat analysis:** To assess the sensitivity of single cells representative of each quadrant to specific agents, we performed OncoTreat analysis (Alvarez et al., 2018) on each cell profile in the GSE57872 dataset (Patel et al., 2014), using perturbational data generated by PLATESeq RNA-Seq profile analysis of GBM cell lines at 24h following treatment with etoposide, R04929097, and panobinostat. Specifically, OncoTreat assesses the ability of a drug to invert the activity of the master regulator proteins that mechanistically control a specific transcriptional state based on RNA-Seq following perturbational assays in cells representative of the tumor lineage. To effectively represent drug response in both mesenchymal and proneural cells, we performed drug perturbation assays in two complementary cell lines, including HF2597 (proneural) and U87 (mesenchymal). For each cell line, drug concentration was set to the drug’s 48h IC\(_{20}\) (i.e. highest sub-lethal dose). This prevents gene expression profiles of drug perturbation to be overly contaminated by cell stress and death programs and has been shown to be optimally suitable to reveal drug mechanisms of action (Woo et al., 2015). For each cell,
OncoTreat p-values—assessing the ability of a drug to invert the activity of master regulator proteins of that cell, based on HF2597 and U87 cells perturbational data—were then integrated using the Stouffer’s method (Figure 7A-C). Interestingly, OncoTreat predictions from the two cell lines were in significant agreement across all single cells, suggesting a high reproducibility of the analysis.

**Single cell drug perturbation analysis:** Protein activity profiles for drug- and vehicle-treated single cells (see section “single cell drug perturbation”) were inferred as previously described (see section “regulatory networks and protein activity analysis”). Based on such profiles, UMAP dimension reduction (Becht et al., 2018) was performed to project high-dimensional single-cell data on a 2D representation. Based on UMAP projection, DBSCAN clustering analysis (Ester et al., 1996) was performed, giving 4 major clusters, among which one non-tumor population was detected according to autosome copy number analysis: for each autosome, average expression of corresponding genes with expression rate greater the 10% were considered the “pseudo copy number”. Considering GBM hallmark CNV alterations in chromosome 7 (gain) and chromosome 10 (loss), we normalized the “pseudo copy number” of chromosome 7 and 10 against the average “pseudo copy number” of all other autosomes, as the representation of tumor/non-tumor cells, following a similar rationale as described in (Patel et al., 2014). The other three tumor-related clusters were annotated as PN, MES and PRO respectively, based on GSEA analysis using single cell classifier (see section “gene set enrichment analysis”).

Finally, for each drug, Fisher’s Exact Text (FET) was used to quantify subtype-specific depletion at the single cell level. FET tables were computed as following, with P and Q representing the number of cells in Subtype #1 and #2, following drug treatment, and P’ and Q’ represent number of cells in Subtype #1 and #2 in vehicle-treated (DMSO) controls. Single cell subtype classification was determined by cluster analysis, as described above, including for PN, MES and PRO.

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Drug</th>
<th>DMSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>P</td>
<td>(P+Q) x P’/(P+Q’)</td>
</tr>
<tr>
<td>#2</td>
<td>Q</td>
<td>(P+Q) x Q’/(P+Q’)</td>
</tr>
</tbody>
</table>

**Data and software availability:** The scRNA-Seq data reported in this paper has been deposited in GEO under the accession number GSE107978 and GSE129671. All relevant data can also be downloaded from the NCI-CTD² data portal (http://ctd2.nci.nih.gov).
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Figure Captions

Figure 1: Comparison of gene expression and protein activity-based clustering in the Wang and Phillips datasets. (A,B) Reproducibility assessment of gene-expression-based cluster analyses. Analysis of Phillips samples (Phillips et al., 2006) classified as MES$^P$ (salmon), PN$^P$ (green), and PRO$^P$ (blue) dataset and of Wang samples (Wang et al., 2017) classified as MES$^W$ (teal), CL$^W$ (gray), and PN$^W$ (purple) revealed average silhouette scores $\bar{SS} < 0.25$. (D,E) In contrast, ($K = 3$) protein-activity-based PAM cluster analysis of the same datasets generated much tighter clusters with $\bar{SS} \gg 0.25$. Samples in each protein-activity-based cluster are color-coded according to their original classification. (C,F) Cross-cohort annotation analysis based on gene expression shows poor conservation across datasets. In contrast, cross-cohort cluster conservation based on protein-activity was consistent and statistically significant. For each pairwise subtype comparison, $-\log p$-values were computed by enrichment analysis of the top 50 differentially expressed genes or differentially active proteins, by GSEA. Statistically significant enrichments are shown with a cyan border. (G,H) Number of overlapping samples by cross-cohort annotation analysis shows poor overlap of Wang and Phillips classification.

Figure 2: Protein-activity-based cluster analysis of the Wang and Phillips datasets. (A) Protein-activity-based, single-cell IterClust analysis (Ding et al., 2018b) identified four subtypes that are significantly distinct from previously reported Phillips and Wang subtypes at the molecular level. (B) Single-cell subtypes identified by IterClust analysis produced highly significant average Silhouette Scores, $\bar{SS} \gg 0.25$. (C) t-SNE representation of the four molecularly-distinct subtypes. Each dot corresponds to a single cell, with dot size proportional to its cluster consistency by silhouette score. (D) Based on gene expression enrichment analysis, the four subtypes identified by single-cell IterClust analysis have no statistically significant overlap with previously reported subtypes, with the exception of C21 which has borderline statistically significant overlap with the Phillips Proliferative subtype (statistically significant overlaps is highlighted by thick cyan borders). Values in each cell of the heatmap represent the $-\log_{10}(p)$ of the overlap of the 50 most differentially expressed genes in each subtype pair by Fisher Exact Test (FET). Protein-activity-based overlap analysis, also by FET analysis of the 50 most differentially active proteins, shows a higher number of statistically significant overlaps. (E-G) Individual samples colored from blue to red based on their Wang subtype classification as (E) mesenchymal, (F) proneural, and (G) classical (dot size proportional to silhouette score). Classification scores were computed based on the enrichment of the 50 most differentially active proteins in each cell in differentially active proteins in each Wang subtype, by GSEA.
analysis (Subramanian et al., 2005). (H-J) Identical plots using classification scores based on gene expression. (K-M) Equivalent protein-activity-based plots for Phillips subtypes, including (K) mesenchymal, (L) proneural, and (M) proliferative. (N-P) Identical plots using classification scores based on gene expression. As shown, none of the previously proposed subtypes, except for the Phillips MES subtype, effectively co-segregates with the individual clusters identified by unsupervised IterClust analysis.

**Figure 4: Single cell cluster analysis**: Protein-activity-based, single-cell cluster analysis identified four strongly conserved cell states (subtypes) in the Patel and Darmanis datasets. (A,B) the MES\textsuperscript{SC} vs. PN\textsuperscript{SC} scores provide the only mutually-exclusive classification of the single cells in both datasets. (C,D) None of the previously proposed subtype-pairs could provide a mutually exclusive classification at the single cell level, including the Wang PN vs. MES (for all comparisons see Fig4SupFig 1 and 2). (E,F) An additional proliferative axis (PRO\textsuperscript{SC}) further divides single cells into four quadrants, with only 6.7% and 6% of the cells ambiguously classified in each dataset, respectively. (G,H) The MES\textsuperscript{SC} vs. PN\textsuperscript{SC} and PRO\textsuperscript{SC} axes effectively separate single cells associated with each of the four subtypes identified by unsupervised cluster analysis into four quadrants, which strongly co-segregate with IterClust inferred clusters, effectively separating proneural and mesenchymal cells into quiescent or proliferative. (I, K) high activity of established proneural marker proteins identifies cells in the two left quadrants, even though they are undetectable at the gene expression level (J, L). (M, O) high activity of established mesenchymal marker proteins identifies cells in the two right quadrants, even though they are undetectable or mixed at the gene expression level (N, P). Finally, (Q, S) high activity of established proliferative marker proteins identifies cells in the top two quadrants, even though they are undetectable at the gene expression level (R, T). All dot sizes are proportional to Silhouette Scores.

**Figure 4: Quadrant-specific biology of individual GBM cells.** (A) Each quadrant identified by unsupervised cluster analysis is associated with a distinct single-cell population that recapitulates normal lineage development of neural stem cells as well as their plastic differentiation along an aberrant mesenchymal lineage. Protein activity of key markers associated with: (B1-B5) a pluripotent, stem-like progenitor state of cells in the PN quadrant; (C1-C5) the immature, activated glial progenitor state of cells in the PPN quadrant; (D1-D5) the immunosuppressive (myeloid-like), mesenchymal, quiescent state of cells in the MES quadrant; and (E1-E5) the transient mesenchymal-glial state of cells in the PMES quadrant. See also Fig5SupFig1-5 for additional differentially activated proteins and differentially expressed genes.
Figure 5: Single-cell composition of bulk samples: (A) Fraction of mesenchymal, proneural, proliferative, and quiescent single cells measured in Patel samples, including in MGH26 (PN), MGH28 (MES), MGH29 (MES), MGH30 (CL), and MGH31 (CL). (B,C) Annotation of Wang and Phillips samples using the single-cell-based classifier (see Methods). Samples were color-coded according to corresponding subtypes determined in the original studies. (D,E) Synthetic bulk samples with different fractions of proneural vs. mesenchymal (x-axis) and proliferative vs. quiescent (y-axis) single cells effectively recapitulate all prior Wang and Phillips subtypes (see Methods). Bulk-tissue samples from Patel, as well as from the PDX models profiled in this study, are projected according to their single cell composition (yellow text).

Figure 6: Single cell composition of orthotopic, patient-derived xenograft models. (A) Single cells are color-coded according to the corresponding PDX model subtypes, which were determined using classifier described in (Verhaak et al., 2010). (B1-B6) Single cells from each individual PDX model. Single cells from an early (P1) and late (P6) passages of the G38 model are shown together (B6).

Figure 7: Quadrant specific drug-sensitivity prediction and experimental validation. (A-C) Subtype-specific prediction of sensitivity to etoposide, RO4929097, and panobinostat by OncoTreat analysis of single cells from the Patel dataset (see Methods). Blue dots indicate predicted inversion of single-cell-specific Master Regulator activity and thus higher drug sensitivity. (D) Single neoplastic cells, from patient derived explants, annotated according to their mesenchymal, proneural, or proliferative state (see Methods and Fig8SupFig). Single cell density following treatment with (E) etoposide, inducing significant loss of proneural cells, (F) RO4929097, inducing significant loss of mesenchymal cells, and (G) DMSO as vehicle control (see Methods). (I-K) Tumor volume curves of proliferative PDX models G12, G43 and G44, following treatment with panobinostat or 5% dextrose water, as vehicle, confirm its preferential activity on proliferative cells (see Methods).
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