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Abstract: 

Alternative splicing is a key step in eukaryotic gene expression that allows the production of 
multiple  protein  isoforms  from the  same  gene.  Even  though  splicing  is  perturbed  in  many 
diseases,  we currently  lack  insights  into  regulatory  mechanisms promoting  its  precision  and 
efficiency.  Using mechanistic mathematical modeling, we show that alternative splicing control 
is facilitated if spliceosomes recognize exons as functional units (‘exon definition’). We find that 
exon definition is  crucial  to  prevent  the accumulation  of  partially  spliced retention  products 
during alternative splicing regulation. Furthermore, it modularizes splicing control, as multiple 
regulatory inputs are integrated into a common net input, irrespective of the location and nature 
of the corresponding cis-regulatory elements in the pre-mRNA. These predictions of our model 
are qualitatively and quantitatively supported by high-throughput mutagenesis data obtained for 
an alternatively spliced exon in the proto-oncogene  RON (MST1R). Our analysis suggests that 
exon definition has evolved as the dominant splice-regulatory mechanism in higher organisms to 
promote robust and reliable splicing outcomes.

 

One Sentence Summary: Exon definition is required for alternative precise splicing control 
without accumulation of undesired retention isoforms.

Keywords:  alternative  splicing,  exon  definition,  mechanistic  mathematical  modeling, 
combinatorial regulation, high-throughput mutagenesis
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Introduction 

Eukaryotic  gene  expression  is  controlled  at  multiple  levels.  One  important  step  in  post-
transcriptional gene regulation is splicing, the removal of intronic sequences from pre-mRNA 
precursors to yield mature mRNAs. Spliced mRNAs are then exported from the nucleus and 
translated  into  protein.  In  alternative  splicing,  certain  exons  are  either  included or  excluded 
(skipped) to yield distinct mRNA and potentially protein isoforms. Alternative splicing is thought 
to be key to proteome complexity in higher eukaryotes and is perturbed in multiple diseases 
including cancer (1,2). 

Splicing is catalyzed by a complex molecular machine, the spliceosome, that recognizes splice 
consensus sequences in nascent pre-mRNAs. The resulting splicing reaction generates mature 
mRNAs by removing intronic and joining exonic sequences. The catalytic cycle is initiated by 
recruitment of the U1 and U2 small nuclear ribonucleoprotein (snRNP) subunits to the 5’ and 3’ 
splice  sites,  respectively.  Upon  joining  of  further  subunits  (U4-U6  snRNPs)  and  extensive 
remodeling,  a  catalytically  active  higher-order  complex  is  formed.  Alternative  splicing  is 
commonly regulated by differential recruitment of the U1 and U2 snRNPs. In most cases, such 
modulation occurs by auxiliary RNA-binding proteins (RBPs) which promote or inhibit U1 or 
U2 snRNP recruitment by binding to intronic or exonic cis-regulatory elements (1,3,4).

Spliceosome  assembly  may  occur  by  two  conceptually  different  mechanisms:  In  ‘intron 
definition’, the U1 and U2 snRNPs directly assemble across the intron to form a catalytically 
competent spliceosome. Alternatively, a cross-exon complex of U1 and U2 snRNPs forms first in 
a process termed ‘exon definition’ and is then converted into the catalytic cross-intron complex. 
The  simpler  intron  definition  scenario  is  thought  to  be  the  default  mechanism  of  splicing 
provided that introns are short enough (<200 bp) for efficient cross-intron spliceosome complex 
formation  (5,6).  Accordingly,  intron  definition  is  prevalent  in  lower  organisms  such  as  S. 
cerevisae and  Drosophila that  often display just  one or few short  introns per gene (6-8).  In 
contrast, exon definition seems to be required for splicing of most mammalian genes, as these 
typically contain long introns and short exons (6-8). The predominant role of exon definition in 
mammals is supported by mutation effects on splice outcomes and by the co-evolution of  cis-
regulatory elements across exons (6,8). Furthermore, mathematical models accurately described 
human splicing kinetics when assuming an exon definition mechanism (9,10).

Here, we study the precision and efficiency of alternative splicing regulation, and focus on the 
role of intron and exon definition. We compare both mechanisms using mathematical modeling, 
study their functional implications and test the model predictions against comprehensive high-
throughput  mutagenesis  data.  As  a  model  system,  we  use  a  cancer-relevant  human  splicing 
decision in the RON receptor tyrosine kinase gene, in which the alternative exon and its flanking 
introns are short (<150 bp), implying that both intron and exon definition scenarios are possible 
(5,6). We find that only exon definition quantitatively explains concerted splice product changes 
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upon sequence mutations. Thus, in human cells, the more complicated exon definition pathway 
may be the default mode of splicing and dominates if both mechanisms are in competition. This 
suggests that exon definition has additional benefits beyond spliceosome assembly across long 
introns. Indeed, we show that this mechanism greatly simplifies alternative splicing regulation 
compared to intron definition and efficiently prevents the generation of intron retention products, 
which frequently contain premature stop codons and are potentially toxic to cells. Our results 
provide a framework for the systems-level analysis of complex splice isoform patterns, and offer 
insights into the evolution of alternative splicing regulation. 

Results

Mutations in the RON minigene induce concerted splice isoform changes

Using high-throughput mutagenesis and next-generation sequencing, we recently quantified the 
splice products originating from a splicing reporter minigene of the MST1R (RON) gene for 1942 
single point mutations (11). The three-exon minigene covers RON alternative exon (AE) 11 (147 
nt), the two flanking introns (87 and 80 nt, respectively) as well as constitutive exons 10 and 12 
(210 and 166 nt, respectively; Fig. 1A). In HEK293T cells, the major splice product for the  
unmutated wildtype minigene is  exon 11 inclusion (~59%), followed by full  intron retention 
(~21%), exon 11 skipping (~12%), first intron retention (~4%) and second intron retention (~4%) 
(Figs. 1A and B). 510 out of the 1942 single point mutations quantified in our study induced 
significant  changes  in  the  isoform  distribution  (Fig.  1C).  These  mutation  effects  reflect  a 
complex cis-regulatory  landscape  that  we will  use  to  train  and test  mathematical  models  of 
splicing regulation.

To learn more about the principles of splice isoform regulation, we focused on the 510 point 
mutations  inducing  the  strongest  changes  on  RON splicing  (>  10%  change  in  the  relative 
abundance  of  any  isoform  w.r.t.  wildtype).  Using  hierarchical  clustering,  we  sorted  these 
mutations according to their effect on all isoform frequencies, and found three types of splice 
isoform changes (Fig. 1D): in cluster 1, mutations induced anti-correlated changes in exon 11 
inclusion and skipping, with little changes in intron retention isoforms. The remaining mutations 
additionally  affected  intron  retention,  either  together  with  correlated  changes  in  exon  11 
inclusion and skipping (cluster  2),  or  with anti-correlated changes in  inclusion and skipping 
(cluster 3). Taken together, these results indicate that mutation effects in  RON converge on a 
small set of splice isoform patterns and may contain information about the underlying regulatory 
mechanisms.
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Mathematical modeling discriminates intron and exon definition

We turned to mathematical modeling to mechanistically explain mutation-induced changes in 
splice  isoforms.  We assumed that  mutations  influence  the  recognition  of  splice  sites  by  the 
spliceosome, and modeled the binding of spliceosomes to the pre-mRNA (Figs. 2A, 2B and S1). 
For simplicity, we only described the initial binding events, i.e., U1 and U2 snRNP binding to the 
5’ and 3’ splice sites, respectively. Subsequent spliceosome maturation steps were not modeled 
explicitly, and it was assumed that splicing decisions are made based on the U1 and U2 snRNP 
recognition patterns (see below). 

In our model, each U1 or U2 snRNP binding step to one of the six splice sites in the three-exon 

minigene  is  characterized  by  a  recognition  probability  pi .  We assumed  that  U1  and  U2 
snRNP binding is fast compared to the subsequent spliceosome maturation and splicing catalysis. 

Then, the probabilities pi are given by k i
on
/ (k i

on
+k i

off ) , where k i
on  and k i

off  are the binding 

and unbinding rates of U1 or U2 snRNP to splice site i (see Materials and Methods, Section 2). 

For each pre-mRNA molecule, multiple splice sites can be occupied at a time and depending on 
the individual recognition probabilities ( pi ) such simultaneous binding may occur in different 
combinations. We describe the combinatorial nature of spliceosome binding by combining the 
individual recognition probabilities pi into joint probabilities, one for each of the 64 (26) possible 
U1 and U2 snRNP binding configurations (Fig. S1). For instance, the joint probability of all six 

splice sites being simultaneously occupied is  given by the product  p1 ... p6 ,  and this  term 

changes to (1− p1 ) p2 ... p6 if the first splice site is not occupied.

In the next step, we assigned a splicing outcome to each of the 64 binding states, and summed up 
the probabilities over all binding states yielding the same splicing outcome (Fig. S2). We thereby 
describe  the  frequency of  five  splice  isoforms as  a  function  of  six  spliceosome recognition 
parameters ( pi ). By fitting this model to the measured mutation-induced isoform changes, we 
infer how mutations affect spliceosomal recognition of splice sites (see below).

In two alternative model variants, we implemented splicing decisions based on intron definition 
and exon definition mechanisms (Figs.  2A and 2B):  For  the intron  definition model,  it  was 
assumed that  an intron  can be spliced out  as  soon as  its  flanking 5’ and 3’ splice  sites  are 
simultaneously occupied by U1 and U2 snRNPs (Fig. 2A, left). If multiple competing splicing 
reactions are possible in a binding configuration, we assumed that splicing occurs across the 
shortest distance (Fig. 2B and S2). The exon definition model involves an additional layer of 
regulation:  before  catalytic  cross-intron  complexes  can  form,  transitory  cross-exon  U1-U2 
snRNP complexes are required to stabilize initial U1/U2 snRNP binding to splice sites (Fig. 2A, 
right). We implemented this additional requirement for cross-exon complexes by assuming that 
an  intron  can  only  be  spliced  if  all  splice  sites  flanking  the  adjacent  exons  are  occupied 
(‘defined’). For example, splicing of the first intron requires full definition of neighboring exons 
10 and 11, i.e., simultaneous recognition of splice sites 1-4 in the three-exon minigene (Fig. 2B 
and S2). Importantly, 26 out of 64 binding configurations generate distinct splicing outcomes in 
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the  exon  and  intron  definition  models  (Fig.  S2).  Hence,  we  expect  that  concerted  isoform 
changes in our mutagenesis dataset (Fig. 1) will discriminate between intron and exon definition 
mechanisms.

High-throughput mutagenesis data supports the exon definition model 

To  investigate  whether  our  mutagenesis  data  evidence  intron  and/or  exon  definition,  we 
separately fitted these model variants to the measured frequencies of five splice isoforms for the 
wildtype sequence and 1854 single point mutations (see Table S1). During fitting, we assumed 
that mutations affect the recognition of one or multiple splice sites. In exon definition, U1 and 
U2 snRNP affect splicing only if they are simultaneously bound to both splice sites flanking an 
exon. Therefore, splicing outcomes depend only on three effective parameters ( p12 , p34 , p56 ), 
each reflecting the recognition probability of the complete exon. Thus, in exon definition there 
are  three  free  parameters  per  mutation  variant,  whereas  intron  definition  results  in  four 
independent parameters (see Materials and Methods and below).

Despite its lower degree of freedom, the exon definition model provides an overall much better 
fit to the mutagenesis data when compared to the intron definition model (Pearson correlation 
coefficients = 0.85 vs. 0.99, respectively; Fig. 2C, left and middle panels). The fit quality of the 
exon definition model can be further improved if we additionally allow five global parameters 
(shared between all mutation variants) to accommodate that long intron retention products may 
be  under-represented  in  the  RNA  sequencing  library  due  to  metabolic  instability  (faster 
degradation of un-spliced transcripts (12)) and/or sequencing biases (such as PCR amplification 
or  clustering  problems  for  long  fragments  on  the  Illumina  flowcell).  Taken  together,  these 
quantitative  results  strongly  favor  exon  definition  as  the  predominant  mechanism  of  RON 
splicing.

Qualitative arguments based on the algebraic sign of mutation-induced splice isoform changes 
further disfavor the intron definition model: first, isoform changes in the best-fit intron definition 
model frequently occur in opposite direction compared to the data, whereas this is not the case 
for the best-fit exon definition model (Fig. 2C, insets). Second, using analytical calculations, we 
show  that  the  direction  of  isoform changes  for  splice  site  mutations  completely  abolishing 
spliceosome binding is fully consistent with exon definition, but partially disagrees with intron 
definition (Fig. 2D, Fig. S3 and Material and Methods, Section 2). This is particularly evident for 
mutations of the last splice site (5’ splice site of exon 12) which induce characteristic changes in 
all splice isoforms (Fig. 2D, left panel). Likewise, mutations in both splice sites flanking the 
alternative exon have the same effects on first and second intron retention which further supports 
the exon definition scenario (Fig. 2D, right panel).

Taken  together,  these  results  strongly  support  that  RON exons  10-12  are  spliced  via  exon 
definition, even though they are flanked by two short introns (80 nt and 87 nt). Thus, in human 
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cells exon definition may be the preferred and more efficient splicing mechanism, even if the 
gene structure (intron length) permits the simpler intron definition mode. 

Notably, our conclusions concerning RON splicing are robust to the precise implementation of 
the exon definition mechanism: in our model, we assume that U1 and U2 snRNP independently 
recognize splice sites, and that cross-exon and cross-intron complexes form only later during 
spliceosome maturation. Alternatively, exon definition may already occur at the level of initial 
U1 and U2 snRNP binding, because both subunits  cooperate  across exons during splice site 
recognition  (9,13).  In Materials and Methods,  we show that both scenarios lead to the same 
splice isoform probability equations, implying that our fitting results also apply for strong cross-
exon cooperation of U1 and U2 snRNP binding.

Modeling infers spliceosome relocation upon mutations and RBP knockdowns

To further validate the biological plausibility of the exon definition model, we analyzed how the 

exon recognition probabilities  ( p12 , p34 , p56 ) are perturbed by point mutations in the best-fit 
model. In line with the intuitive expectation, we find that strong changes in exon recognition 
require point mutations to be located within or in close vicinity to the respective exon (Fig. 2E). 
For  the  outer  constitutive  exons,  strong  mutation  effects  are  mostly  confined  to  the 
corresponding  splice  sites,  whereas  the  alternative  exon is  additionally  regulated  by  a  large 
number of non-splice-site mutations. This reflects the extensive regulation of alternative (but not 
constitutive) exons by nearby  cis-regulatory elements. The recognition probability landscapes 
also provide plausible explanations for the concerted splice isoform changes we had identified by 
clustering (Fig. 1): Concerted changes in exon 11 inclusion and skipping (cluster 2) are explained 

by changes in constitutive exon recognition ( p12  and  p56 ). On the contrary, any type of 
anticorrelated change in exon 11 inclusion and skipping (clusters 1, 3) is assigned to perturbed 
AE recognition (parameter p34 ), p34  being affected with opposing directionality in each of 

the clusters (decreased p34  in cluster 1 and increased p34  in cluster 3).

Besides the effects of single point mutations, our model also allows us to quantify the effects of 
knockdowns of  trans–acting RNA-binding proteins that control  RON splicing. As a proof-of-
concept,  we  fitted  the  exon  definition  model  to  human  HEK293  data,  in  which  the  RBP 
HNRNPH was  knocked  down  and  splicing  outcomes  were  quantified  for  the  population  of 
unmutated  minigenes.  As  shown in  Fig.  S5A,  we found that  HNRNPH mainly  controls  the 

recognition of the alternative exon ( p34 ), with minor effects on the recognition of the outer 

constitutive exons ( p12  and p56 , respectively). This agrees well with the expectation, since 
we previously showed by iCLIP and a genetic interaction screen in MCF7 cells that HNRNPH is 
bound throughout the minigene sequence, but primarily acts on splicing via a cluster of binding 
sites in the alternative exon (11).  In Fig. S5B, we confirm for HEK293 cells that  HNRNPH 
affects splicing outcomes by binding to the AE. 
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Hence, fitting the exon definition model to splice-perturbing experimental conditions allows us 
to reconstruct how these perturbations affect the splice site recognition by the spliceosome. This 
constitutes  a  first  step  towards  reconstruction  and  mechanistic  modeling  of  combinatorial 
splicing networks, in which many RBPs jointly control splicing.

Benefits of splicing regulation by an exon definition mechanism

To explore benefits of exon definition beyond the recognition of exons flanked by long introns, 
we used our models to perform splicing simulations. Interestingly, these simulations revealed 
that exon definition facilitates alternative splicing control when compared to intron definition. In 
our models, we simulate alternative splicing regulation by modulating the recognition probability 
of exon 11 at its 3’ or 5’ splice site. This mimics point mutations or the binding of regulatory  
RBPs nearby these splice sites. In the intron definition mechanism, splicing outcomes are very 
distinct, depending on whether p3  and p4 are regulated separately or jointly (Fig. 3A, left 
and Materials and Methods). In contrast,  in the exon definition model, splicing outcomes are 
identical, irrespective of how the recognition of the 3' and 5' splice site of the alternative exon is 
regulated  (Fig.  3A,  right).  Thus,  only  for  exon  definition,  the  alternative  exon  serves  as  a 
regulatory  module  which  integrates  inputs  on  both  exon-flanking  splice  sites  into  a  joint 
recognition  probability  p34  of  the  alternative  exon  11.  This  modularization  simplifies 
alternative splicing control and ensures that splicing outcomes are robust to the precise location 
and nature of cis-regulatory elements in the pre-mRNA sequence.

Exon definition further seems beneficial,  as it  prevents the accumulation of potentially toxic 
intron  retention  products  during  splicing  regulation:  using  simulations  and  analytical 
calculations, we find that the sum of all intron retention products remains constant in the exon 

definition model if splicing is regulated by the AE recognition parameter  p34 (Fig. 3A, red 
lines and Materials and Methods, Section 6). In these simulations, the degree of intron retention 
is solely determined by the recognition probabilities of the outer constitutive exons ( p12  and 

p56 , see Materials and Methods). On the contrary, the intron definition mechanism inevitably 
leads  to  a  strong  accumulation  of  retention  products  during  alternative  splicing  regulation, 

especially if the splice site recognition probabilities p3  or p4  are regulated separately (Fig. 
3A,  left  and  Materials  and  Methods,  Section  6).  In  fact,  in  the  intron  definition  model, 
pronounced switching from inclusion to skipping isoforms is only possible if p3  and p4  are 
concurrently  regulated.  However,  even  in  this  scenario,  intron  retention  species  account  for 
≥50% of the splice products during the splicing transition (Materials and Methods, Section 6).

Using  analytical  calculations,  we  confirm  that  exon  modularity  and  suppression  of  intron 
retention  also  occur  for  pre-mRNAs  containing  more  than  three  exons  (see  Materials  and 
Methods, Section 7 and Discussion). This suggests that exon definition is generally beneficial 
from a regulatory point of view. 
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Exon definition modularizes splicing regulation

Our  simulations  predict  that  exon  definition  modularizes  splicing  control  and  prevents  the 
accumulation of intron retention products. To confirm the predicted modularity of alternative 
splicing regulation, we compared the effects of point mutations located at 3’ and 5’ ends of the 
alternative exon. Since the exon functions as a module in the exon definition model, we expect 
that these mutations should have very similar effects on the abundance of splice products. We 
considered all mutations within a +/- 30 nt window around the 3' and 5' splice sites of exon 11. 
To  account  for  mutation  strength,  we  sorted  mutations  according  to  their  effect  on  the  AE 
recognition probability (p34) in the best-fit model. Then, we plotted the experimentally measured 
splice isoform abundances as a function of the assigned mutation strength (Fig. 3B). As predicted 
by simulations of the exon definition model, the observed mutation-strength-dependent isoform 
changes are  almost  identical  for  3’-  and 5’-associated mutations.  Furthermore,  the measured 
isoform patterns quantitatively agree with simulations of an exon definition model, in which the 
AE recognition  parameter  p34  is  systematically  varied  at  otherwise  constant  recognition 
probabilities  (Fig.  3B,  second  row).  In  contrast,  corresponding  simulations  of  the  intron 
definition model completely fail to match the data (Fig. 3B, third row). In further support for the 
exon definition model, we observe highly similar flanking mutation effects not only around the 
alternative exon but also for the constitutive exon 12 (Fig. S4). In contrast, the intron definition 
model would predict congruence of mutation effects flanking a common intron, but this behavior 
is not supported by the experimental data (Fig. 3B and Fig. S4). These observations confirm that 
exon definition allows exons to function as dominant regulatory modules in alternative splicing 
control.

To further support that modular exons integrate regulation at the 3’ and 5’ splice site into a joint 
splicing outcome, we turned to the analysis of combined mutation effects. We reasoned that an 
exon definition model trained only on single point mutations should be able to quantitatively 
predict splicing effects of combined mutations. Therefore, we fitted the model to the subset of 
minigenes harboring only a single mutation, and predicted splicing outcomes of minigenes with a 
combination  of  two  mutations.  The  exon  definition  model  accurately  predicted  how  two 
simultaneous mutations in the vicinity of the 3’ and 5’ splice site of exon 11 (each having a 
strong effect on splicing) jointly affect splicing outcomes (Fig. 3C, left panel). More generally, 
the exon definition model accurately predicted the combined outcome of any two mutations 
throughout the minigene (Fig. 3C, right panel). In contrast, a similarly trained intron definition 
model fails to correctly predict combined mutation effects (Fig. 3C, red dots).

Taken together, by analyzing sequence mutations, we find that integration of splice-regulatory 
signals  in  RON follows  an  exon  definition  scenario  which  has  profound  impact  on  the 
controllability of alternative splicing.
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Exon definition prevents the accumulation of undesired intron retention products

An important observation in our splicing simulations of the exon definition model is that intron 
retention products remain constant if splicing is regulated at the alternative exon (by the AE 
recognition  parameter  p34 ,  Fig.  3A).  In  contrast,  intron  retention  products  inevitably 
accumulate during alternative splicing regulation in the intron definition model (Fig. 3A). To 
intuitively understand why intron and exon definition differentially affect  retention products, 
consider discrete spliceosome binding configurations (Fig. 2B). If all six splice sites in the three-
exon pre-mRNA are occupied by U1 and U2 snRNPs, the splicing outcome is exon inclusion for 
both mechanisms (Fig. 2B, I). In the next step, alternative splicing can be induced by reducing 
the  recognition  of  one  or  both  splice  sites  of  the  alternative  exon.  In  exon definition,  such 
regulation yields only exon skipping because the middle exon is always incompletely recognized 
and  this  impairs  splicing  of  both  introns  (Fig.  2B,  II-IV).  In  contrast,  retention  products 
accumulate in intron definition, as one of the introns remains defined and is therefore spliced 
(Fig.  2B,  II-IV).  Our  model  translates  these  qualitative  arguments  into  continuous  and 
quantitative predictions of splicing outcomes for five isoforms. For instance, it predicts that in 
intron definition, retention products strongly accumulate even if the recognition probability of 
both splice sites is reduced coordinately, e.g., to 50% ( p3=p4=0.5 ). This is due to the fact 
that  combinatorial  spliceosome  binding  to  the  3’ and  5’ splice  sites  results  in  an  equally 
distributed mixture of four binding configurations, two of which result in retention products (Fig. 
2A, V). Hence, exon definition seems superior when compared to intron definition, as it prevents 
the accumulation of potentially deleterious retention products.

To verify that alternative splicing of  RON exon 11 is controlled without intron retention, we 
compared the predictions of our exon definition model to the experimental data. To this end, 
splicing of the alternative exon was quantified for each point mutation using the PSI metric 
(percent spliced-in; PSI = AE inclusion/(AE inclusion + AE exclusion)) and then plotted against 
the  corresponding  total  intron  retention  level,  i.e.,  the  sum of  full,  first  and  second  intron 
retention isoforms (Fig. 3D, left panel). In line with the exon definition model, we observed that 
the majority of point mutations (red and blue dots) induce shifts in alternative splicing (PSI) at 
almost constant intron retention levels, when compared to wildtype (grey dots). Only a minority 
(< 2%) of mutations showed strong effects on intron retention, but these had at the same time 
only minor effects on the PSI. 

These orthogonal changes in either exon inclusion or intron retention could be explained by 
simulations of the exon definition model, in which we randomly perturbed one of the splice site 
recognition  probabilities,  while  sampling  the  others  close  to  their  reference  value  (Fig.  3D, 
middle panel). The model traces changes in PSI at constant retention levels back to altered splice 
site  recognition  of  alternative  exon  11  (red  dots),  whereas  intron  retention  enhancement  at 
constant PSI involves reduced recognition of the outer constitutive exons (blue dots, Materials 
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and Methods,  Section 6).  Consistently,  we find in the experimental  data  that  mutations with 
strong effect on intron retention map to the constitutive exons (Fig. 3D, left; blue dots), whereas 
mutations affecting PSI located to the AE (Fig. 3D, left; red dots). Simulations of the intron 
definition model fail to reconcile the data as the PSI cannot be modulated without accumulation 
of retention products (Fig. 3D, right panel; Materials and Methods, Section 6). In conclusion, 
modeling and comprehensive mutagenesis data suggest that alternative splicing is designed to 
prevent mis-splicing over a wide range of exon inclusion levels, likely due to an exon definition 
mechanism.

Discussion

Cellular regulatory networks should not only produce a certain outcome, but need to achieve it in 
highly precise and controllable fashion. Mathematical models are valuable tools to gain insights 
into design principles of cellular networks that ensure robustness and precision (14-16). To date, 
only  a  handful  of  mechanistic  modeling  studies  on alternative  splicing  have  been published 
which mainly focused on the quantification of mutation effects (9,11,17), studied the impact of 
co-transcriptional splicing (10,18) and analyzed cell-to-cell  variability of the process (19,20). 
Here, we approach splicing regulation from a different angle and mechanistically describe how 
splice  site  recognition  by  the  spliceosome  shapes  the  splicing  outcome.  We  systematically 
compare intron and exon definition mechanisms, and find that exon definition ensures robust, yet 
simple regulation of alternative splicing. Thereby, we gain general insights into the efficiency 
and controllability of splicing. 

Using data-based modeling,  we identify exon definition as  the  mechanism of  RON exon 11 
splicing. The prevalence of exon definition is surprising, given that exon 11 and its flanking 
introns are short, and therefore exon definition should be in competition with the simpler intron 
definition mechanism. Previous work showed that vertebrate exons flanked by short introns can 
switch to an intron definition mechanism if cross-exon spliceosome complexes are inhibited, 
e.g., by artificially lengthening the exon (6) or by the lack of exonic splice enhancer elements 
(21).  Our data  indicates  that  this  switch  does  not  occur  in  a  natural  context,  and that  exon 
definition is more efficient than intron definition in human cells (22). This suggests that exon 
definition does  not merely serve an auxiliary role in productive spliceosome assembly across 
long introns, but may also be beneficial from a regulatory point of view.

Accordingly, we find that exon definition leads to a modularization of splicing regulation. Hence, 
regulation at one splice site of an exon is transferred to the other splice site, such that exons act 
as functional units. This has important consequences for the robustness and control of alternative 
splicing: Our simulations highlight that  for pure intron definition  splicing outcomes would be 
very distinct if splice-regulatory inputs affect spliceosome recruitment to the 3’ or the 5’ splice 
site of the alternative exon (Fig. 3). Furthermore, exon skipping may be difficult to achieve with 
intron  definition,  unless  both  splice  sites  are  coordinately  regulated  (Fig.  3).  Accordingly,  a 
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global survey of Drosophila alternative splicing indicated that exons with short flanking introns 
(likely spliced by an intron definition mechanism) show a strong trend against exon skipping 
(21).  In  contrast,  in  the  modular  exon  definition,  inputs  at  the  3’ and  5’ splice  site  (or 
combinations  thereof)  produce  the  same  splicing  outcome.  Such  signal  integration  by  exon 
definition is likely to be physiologically relevant, as RBPs frequently control alternative exons 
by binding nearby only one of the flanking splice sites (23). Arguably, a given RBP can repress 
or activate splicing depending on its binding position relative to an intron-exon junction (23). 
Our model does not exclude such a scenario, but solely predicts that the net effect an RBP has is 
integrated in a simple way with signals from other RBPs. Thereby, our mechanistic model may 
also explain why combined mutation effects on splicing outcomes can be accurately quantified 
using additive regression models when expressed as log-fold changes (11,17).  In conclusion, 
exon  definition  allows  for  reliable  splicing,  even  though  alternative  exons  are  typically 
influenced by a whole battery of distinct cis-regulatory elements (4,5). 

Exon definition further prevents the accumulation of potentially non-functional intron retention 
products, and thereby improves the fidelity and efficiency of alternative splicing. In line with our 
observation that intron retention is difficult to achieve by an exon definition mechanism, human 
splice site mutations most often cause exon skipping and rarely result in intron retention (6). If 
retention occurs the mutations are typically located to short introns or affect terminal introns at 
the beginning or the end of a pre-mRNA which may be more prone to splicing by an intron 
definition mechanism (6).  During granulocyte differentiation, intron retention is enhanced for 
dozens of genes as a means of active cellular regulation. Interestingly, this involves a switch 
from exon to intron definition,  as splice factors which favor intron definition complexes are 
upregulated which promotes the retention of short introns with weak splice sites (24,25). Thus, 
intron definition indeed seems to promote retention. Our work transfers these earlier findings 
into  a  continuous  and  quantitative  description  of  all  splice  products,  and  shows  that  intron 
retention is an inevitable consequence of the intron definition mechanism. This may explain why 
exon definition dominates for human exons, and raises the question how simple organisms with 
prevalent intron definition accurately control alternative splicing decisions. 

In this work, we analyzed prototypical splicing unit consisting of three exons. Most human genes 
contain more than three exons, raising the question whether the described regulatory principles 
also apply for  these more complex scenarios.  In  the Materials  and Methods,  we analyze an 
extended exon definition model containing more than three exons and show that the inclusion 
frequency (PSI)  of  each  internal  exon is  solely determined by its  own recognition  probably 
(Materials and Methods, Section 7). Thus, the inclusion of an exon is regulated independently of 
the neighboring exons, i.e., each exon is targeted in a modular fashion. Importantly, in the multi-
exon case, modularity therefore not only involves reliable signal integration on an exon, but also 
ensures insulation of this exon from other alternative splicing events. In similarity to the three-
exon scenario, total intron retention is solely determined by the recognition probabilities of the 
two outer exons also for long pre-mRNAs containing multiple exons. Thus, inclusion levels and 
intron  retention  are  again  uncoupled,  i.e.,  alternative  splicing  regulation  occurs  without  the 
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accumulation of retention products. Taken together, this suggests that the regulatory benefits of 
exon definition described in this work continue to hold for longer pre-mRNAs.

Genome-wide sequencing indicates that ~80% of human exons are spliced co-transcriptionally 
while RNA polymerase is elongating the transcript (7). While this may affect the principles and 
efficiency of splicing regulation, several lines of evidence suggest that our post-transcriptional 
view well approximates co-transcriptional splicing regulation in human cells: Splicing of human 
introns occurs with a delay after nascent RNA synthesis (26) and begins only several kilobases 
after an intron-exon junction leaves the RNA polymerase complex, with the lag being especially 
pronounced for alternatively spliced exons (27). Given the median length of human introns and 
exons (145 and 1964 bp, respectively (1)), the splicing machinery thus likely generates splicing 
decisions based on sequence stretches containing multiple exons as we assumed here. Otherwise, 
it would be difficult to explain why neighboring human introns tend to be spliced concurrently 
(27,28) or even in inverse order relative to transcription (23,27,28). In fact, concurrent splicing 
of  introns  further  supports  exon definition,  as  this  mechanism prevents  the  accumulation  of 
partially spliced retention products (Fig. 3B). In simpler organisms, splicing is tightly coupled to 
the  exit  from  RNAP  (27,29).  Thus,  the  kinetics  of  splicing  may  have  co-evolved  with 
mechanisms of splice decision making, slower kinetics being beneficial for exon definition and 
thus for precise alternative splicing. 

Our  modeling  framework  integrates  and  quantifies  the  effect  of  sequence  mutations  and 
knockdowns of trans-acting RBPs on spliceosome recruitment and splicing outcomes (Fig. 2 and 
Fig. S5). Thus, it  constitutes a first step towards a comprehensive network model of splicing 
which mechanistically describes the integration of multiple splice-regulatory inputs into a net 
splicing outcome. In fact, we could successfully predict how multiple point mutations jointly 
control splicing outcomes (Fig. 3C), and the same type of predictions are possible for combined 
RBP knockdowns and combination of RBP knockdown and sequence mutations. Conceptually, 
the modeling framework resembles thermodynamic models of transcriptional gene regulation 
(30-32). However, for the case of splicing, regulation is more complex compared to transcription, 
as  both  the  regulators  (RNA-binding  proteins)  and  the  effectors  (spliceosomes)  show 
combinatorial binding to multiple sequence elements. Owing to this high level of complexity at 
multiple levels, we believe that mechanistic splicing models like the one we propose here will be 
essential to fully disentangle the intricate networks of splicing regulation.
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Fig. 1. Sequence mutations in a three-exon minigene containing RON AE exon 11 induce 
concerted changes in the distribution of splice isoforms. A The studied three-exon-minigene 
(704 bp) contains RON AE exon 11 and the complete adjacent introns and constitutive exons 10 
and 12. Using next-generation sequencing, five different splice products were quantified (as % of 
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all splice products) for wildtype minigenes as well as for single point mutations (see Materials 
and Methods, Section 1 and (11)). B Point mutations induce strong changes in the splice isoform 
distribution, as visible by the much broader isoform frequency distributions (mut) compared to 
the population of ~500 unmutated wildtype (wt) minigenes. Full IR: full intron retention. C 
Heatmap of splice isoform difference between mutant and wildtype is plotted for 510 point 
mutations (columns) with a strong effect on the splicing (more than 10% change in at least one 
isoform frequency with respect to wildtype). Mutations are sorted using hierarchical clustering 
(Euclidean distance) and three main clusters are defined (using the red line in the dendrogram as 
a threshold). D Same data as in C, represented as boxplots summarizing the isoform distribution 
of each cluster for the three main isoforms. Mutations in clusters 1 and 3 induce anti-correlated 
changes in inclusion and skipping. In cluster 1, these changes are most pronounced in absolute 
terms, and intron retention is only slightly changed compared to wt. Cluster 3 shows weaker 
changes and altered intron retention, though in opposite direction. Mutations assigned to cluster 
2 decrease both inclusion and skipping and simultaneously increase full intron retention. 
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Fig. 2. The exon definition model quantitatively explains isoform changes in the 
mutagenesis screen. A Intron definition model: an intron is spliced out, as soon as its 3' and 5' 
ends splice sites are simultaneously bound by the U1 and U2 snRNP spliceosomal 
subcomplexes. Exon definition model: full definition of flanking exons is additionally required 
for the splicing of an intron, as transitory cross-exon complexes are involved in spliceosome 
maturation. B Different spliceosome binding configurations (I-IV) of the U1 and U2 
subcomplexes may result in distinct splice products in the intron and exon definition models, 
respectively (see main text for details). In configuration V, binding at the 3' and 5' ends of the AE 
is assumed to take place with 50% probability, giving rise to a equimolar mixture of binding 
states I-IV. C The exon definition model (middle) shows a better quantitative agreement with the 
mutagenesis data when compared to the intron definition model (left), as judged by the scatter of 
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model fit against measurements of all five splice isoforms for 1854 point mutations. The 
performance of the exon definition model is further improved by allowing three global 
parameters (common to all point mutations) to model under-representation of long intron 
retention products due to metabolic instability and/or sequencing biases (right). The insets 
compare model fit (y-axis) vs. data (x-axis) as the difference in splicing outcomes between point 
mutations and wildtype (zero: no change relative to wt). In terms of directionality of changes, the 
exon definition model provides a better qualitative match to the measured mutation effects. D 
Defined point mutations in the 3rd, 4th and 6th splice sites (see bottom sketches) allow for a 
categorical discrimination between the intron and exon definition mechanisms. Shown are 
measured splice isoform differences (relative to wt) for minigenes harboring individual point 
mutations in the indicated splice sites (dots) alongside with the wildtype standard deviation (gray 
shadows). Directionalities of mutation effects according to the intron and exon definition models 
– as derived from analytical calculations (Material and Methods, Section 2) – are indicated 
below (green for matches with the data, red for contradicting results). E Landscapes and 
corresponding boxplots showing the exon recognition probabilities ( p12 , p34  and p56 , 
see scheme) expressed as % recognition for point mutations along the minigene sequence (x-
axis) according to the best-fit adjusted exon definition model. The dot color indicates to which 
cluster a mutation was assigned (see legend and Fig.1; mutations with weak effects, not included 
in clustering are plotted in gray). Mutations with a recognition probability shift of more than 
20% relative to wildtype are highlighted in bold (only the strongest effect being highlighted for 
each mutation). Mutations in cluster 2 mainly affect the recognition probability of constitutive 
exons ( p12  or p56 ), while mutations in the other two clusters mainly affect alternative exon 

recognition ( p23 ), although in different direction and to a different extent.
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Fig. 3. Exon definition allows for modular control of alternative splicing and prevents 
accumulation of intron retention products. A Simulated splice product frequency of inclusion, 
skipping and total intron retention (sum of first, second and full IR isoforms) in response varying 
recognition of the splice sites flanking the alternative exon. Simulations of the intron and exon 
definition models are shown in the left and right columns, respectively. The upper plots show the 
splicing probabilities obtained when only the binding probability of the 3’ splice site ( p3 ) is 
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varied (similar plots, are obtained for variation of p4 , not shown). The bottom plot displays 

the effects of concerted variation of the two recognition probabilities ( p3= p4 , x-axis: product 
p3 p4 ). In the intron definition scenario, skipping is possible only if p3 and p4 are 

simultaneously regulated, and is accompanied by enhanced retention. For the exon definition 

model, separate or joint changes in p3  and/or p4  lead to a switch from skipping to 
inclusion, without accumulation of retention isoforms. B Mutagenesis data confirms the modular 
control of AE 11 splicing predicted by the exon definition model. Point mutations at positions in 
a +/- 30-nt window around the 5' (left column) or 3' (right column) splice sites of the AE 11 were 
selected and sorted according to their effect on the recognition probability p34  of the AE in 
the best-fit model (adjusted exon definition model). The measured changes in the splice isoform 
fractions with varying mutation strength (1st row) are similar for both splice sites, and agree with 
simulations of the exon definition model in which p34  is systematically varied (2nd row), but 
disagree with the intron definition model (3rd row). See also main text and Materials and 
Methods, Section 4. C An exon definition model trained on single point mutation data accurately 
predicts the abundance of five splice isoforms for combined mutations. Measured isoform 
frequencies in minigenes containing two mutations are plotted against values predicted by an 
exon definition model fitted only to single point mutation measurements. The left panel shows 
three combinations of mutations in a +/- 30 nt window around the 3' and 5' splice sites of the AE, 
and the right panel shows all 45 present combinations of two arbitrary mutations throughout the 
minigene. Only single mutations that induce strong changes were considered (sum of absolute 
changes in all five isoforms > 20%). See Material and Methods, Section 5 for details. D 
Alternative splicing occurs at low levels of intron retention in the mutagenesis data (left panel). 
Shown is the sum of all retention products as a function of the PSI-metric (PSI= AE inclusion / 
(AE inclusion + AE skipping)) which measures alternative splicing of exon 11. The distribution 
of wildtype minigenes is shown by grey dots and each colored dot represents a single point 
mutation. Mutations located to the outer constitutive (and adjacent intron halves) are highlighted 
in blue, whereas the red dots show corresponding mutation effects in or around the AE (see 
legend). The middle and left panels show 2,000 simulations of the exon and intron definition 
models, respectively. In these simulations, the splice site recognition parameters ( p1− p6 ) 
were randomly perturbed, one randomly chosen parameter being more affected than the others to 
mimic the experimentally measured PSI and intron retention values (see Materials and Methods, 
Section 6 for details). Only exon definition allows for alternative splicing at low retention levels.
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