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ABSTRACT:
Transfer RNA (tRNA) genes are among the most highly transcribed genes in the genome due to their central role in protein synthesis. However, there is evidence for a broad range of gene expression across tRNA loci. This complexity, combined with difficulty in measuring transcript abundance and high sequence identity across transcripts, has severely limited our collective understanding of tRNA gene expression regulation and evolution. We establish sequence-based correlates to tRNA gene expression and develop a tRNA classification method that does not require, but benefits from comparative genomic information, and achieves accuracy comparable to molecular assays. We observe that guanine+cytosine (G+C) content and CpG density surrounding tRNA loci is exceptionally well correlated with tRNA gene activity, supporting a prominent regulatory role of the local genomic context in combination with internal sequence features. We use our tRNA gene activity predictions in conjunction with a comprehensive tRNA gene ortholog set spanning 29 placental mammals to infer the frequency of changes to tRNA gene expression among orthologs. Our method adds an important new dimension to tRNA annotation and will help focus the study of natural tRNA variants. Its simplicity and robustness enables facile application to other clades and timescales, as well as exploration of functional diversification of tRNAs and other large gene families.

INTRODUCTION:
Transfer RNAs (tRNAs) are essential for the translation of messenger RNA (mRNA) into proteins for all life. At the gene level in eukaryotes, they are of special interest for their high copy number, strong nucleotide sequence conservation, and variation in expression (Pan 2018; Kutter et al. 2011; Schmitt et al. 2014). tRNA
molecules are required in large abundance to meet the dynamic metabolic needs of cells, and tRNA genes are believed to be among the most highly transcribed genes in the genome (Palazzo and Lee 2015; Boivin et al. 2018).

Despite high cellular demands, numerous individual tRNA genes have no direct evidence for expression (Kutter et al. 2011; Palazzo and Lee 2015; Hummel et al. 2019; Gogakos et al. 2017). High duplication rates and consequent weakened purifying selection may lead to an abundance of pseudogenes. Additionally, many of these genes may be tRNA-derived short interspersed nuclear elements (SINEs), which often retain strong promoter elements. However, even after removal of apparent pseudogenes and SINEs, more than 60 human tRNA genes and over 100 mouse tRNA genes have no epigenomic evidence for expression in any of more than 100 tissues and cell lines (Thornlow et al. 2018). Chromatin-immunoprecipitation sequencing (ChIP-Seq) data supports this conclusion, as one multi-species study detected expression of only 224 of 416 high-confidence tRNA genes in human liver, with other mammals showing similar patterns (Kutter et al. 2011).

tRNA gene expression may co-evolve with phenotypic differences between species. Data from prior studies suggests that the rate of evolution of protein coding gene expression levels differs by clade (Necsulea and Kaessmann 2014; Brawand et al. 2011; Li et al. 1996). The rate of evolution of gene expression also varies among non-coding RNA gene families (Meunier et al. 2013; Necsulea and Kaessmann 2014; Necsulea et al. 2014). Due to difficulties in high-throughput, accurate quantification of tRNA abundance, the complexity of tRNA gene expression across mammals is not well understood. The expanding functional repertoire of tRNA transcripts and fragments (Kirchner and Ignatova 2015; Goodarzi et al. 2015; Mleczko et al. 2014; Sun et al. 2018) indicates that changes in tRNA gene expression between species may have profound phenotypic effects.

Expression of tRNA genes has clear importance for organismal development and contribution to disease, but our understanding of its regulation and evolution is severely lacking for several reasons (Schaffer et al. 2014; Hanada et al. 2013; Yoo et al. 2016). Measuring expression of unique mRNA transcripts has become relatively straightforward. However, tRNA sequencing by methods originally developed for unmodified small RNAs (e.g., microRNAs) is frequently impeded by numerous RNA modifications at the reverse transcription phase. Only very recently have specialized sequencing library preparation methods been
developed to remove or overcome these modifications, enabling effective sequencing (Cozen et al. 2015; Zheng et al. 2015). Furthermore, because the fully processed tRNA gene transcripts from different loci are often identical, simple tRNA-seq abundance measurements are not sufficient to determine the true transcriptional activity at each gene locus. Therefore, in order to determine which tRNA genes are potentially constitutively expressed, highly regulated, or silenced, other methods are needed.

Several genome-wide methods examine tRNA loci in their generally unique genomic contexts, bypassing the problem of identical mature tRNA transcripts. Such assays include chromatin immunoprecipitation (ChIP; Bogu et al. 2015; Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018), RNA Polymerase III (Pol III) ChIP-Seq (Kutter et al. 2011), and ATAC-Seq (Foissac et al. 2018), among others. These high-throughput assays are cost- and resource-intensive, so currently available data are often limited to few species and tissues. Importantly, these data show that identical tRNA genes do vary in expression profiles (Pan 2018; Kutter et al. 2011; Schmitt et al. 2014), supporting the need to incorporate extrinsic factors into the prediction of when or if tRNA genes are active. The study of the local genomic context is therefore essential, and has not been tackled comprehensively by any tRNA gene prediction method.

Here, we begin to resolve these concerns by developing a model to predict whether individual tRNA genes are actively transcribed, or largely silent. Prior work has shown that relative tRNA expression may be inferred based on DNA variation driven by transcription-associated mutagenesis (Thornlow et al. 2018). We leverage this correlation, further enhanced by other genomic features, to infer expression of tRNA genes with high accuracy. This novel advance in tRNA research effectively leverages, but does not require, comparative genomic information, enabling its broad application. We demonstrate our method using 29 placental mammalian genomes, most of which have no associated tRNA expression data. We also developed a robust mapping of syntenic tRNA gene orthologs across all 29 species. By combining our new method with this comprehensive ortholog set, we have developed, analyzed, and compared expression classifications over 10,000 tRNA genes, yielding a first look at the rate of tRNA gene regulation evolution in placental mammals, as well as the surprisingly high frequency of silenced “high-scoring” canonical tRNA genes.

RESULTS:
Our goal was to develop a tRNA “activity” predictive model that could be applied to as many species as possible. To date, the most facile method for inferring tRNA gene function has been the use of tRNAscan-SE covariance model bit scores, which quantify similarity to primary sequence and secondary structure profiles derived from an alignment of reference tRNAs. However, comparison of tRNAscan-SE bit scores to Pol III ChIP-Seq data from multiple mouse tissues suggests that high covariance model bit scores do not always correspond to expression (Kutter et al. 2011; Supplemental Fig. S1). To improve prediction of tRNA functional roles and better understand the basis of tRNA gene regulation in mammals, we evaluated many additional sequence features easily obtained from each gene’s sequence and genomic context. By quantifying the correlation of each of these features with gene activity from published epigenetic chromatin-based experimental data for human tRNA genes (Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018), we were then able to derive a model yielding accurate functional predictions on an independent test set (Fig. 1).

To create our predictive model, we evaluated and incorporated two types of function-predictive statistics: intrinsic features related to tRNA gene sequence, and extrinsic features derived entirely from the genomic context. First, we reasoned that highly expressed tRNA genes should generally encode strong internal promoter sequences, and their transcripts must fold stably into the canonical tRNA structure. Both of these types of information are incorporated into tRNAscan-SE bit scores (Chan et al. 2019). Furthermore, our previous study found that tRNA gene conservation is highest for actively transcribed tRNA genes, presumably due to stronger purifying selection on required sequence features (Thornlow et al. 2018). Thus, we included tRNA gene conservation in the form of the PhyloP score, a nucleotide-level quantitative measure of conservation using multiple alignments (Pollard et al. 2010). We also assessed the correlation of gene activity with the length of each pre-tRNA’s 3’ tail, measured by the nucleotide distance from the end of the mature tRNA gene to the beginning of the “poly-T” transcription termination sequence (Allison and Hall 1985; Koski et al. 1980). Multiple studies on tRNA transcription termination (Maraia et al. 1994; Hamada et al. 2000; Orioli et al. 2011; Arimbasseri et al. 2013) observed that the RNase Z-trimmed 3’ sequences vary in overall length, composition, and terminator strength (poly-T length), each potentially affecting tRNA maturation and processing. We found that tRNAscan-SE bit scores, average PhyloP scores across tRNA gene sequences, and the distance to transcription termination sites are indeed significantly correlated with tRNA gene activity.
based on epigenomic data (Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018; Spearman rank correlation, p < 1e-5 for all comparisons).

Second, because mRNA expression depends heavily on local chromatin context, we explored features of the genomic environment. Protein coding genes in regions rich in CG dinucleotides (also known as CpGs) are known to be more frequently expressed (Gardiner-Garden and Frommer 1987; Krinner et al. 2014). Gardiner-Garden and Frommer define CpG island scores as the observed frequency of CpG dinucleotides compared to their expected frequency given the G+C content of a region. We found that these scores, when calculated for the 350 bases upstream of each gene, are significantly correlated with tRNA gene activity (Spearman rank correlation, p < 2.1e-26). Similarly, the frequency of CpG dinucleotides spanning from 350 bases upstream to 350 bases downstream of each tRNA gene is significantly correlated with tRNA gene activity (Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018; p < 8.0e-30). We also previously found that the putatively neutral regions immediately flanking highly expressed tRNA genes are more divergent, consistent with transcription-associated mutagenesis (Thornlow et al. 2018). Based on this, we found that the average PhyloP score of the 20-nucleotide 5’ flanking regions of tRNAs is significantly correlated with tRNA gene activity (Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018; p < 1.5e-16).

Finally, based on an expectation for increased chromatin accessibility for tRNA genes near other active genes, we analyzed for gene neighbor proximity and found that tRNA genes are indeed more likely to be in an active chromatin state if near protein-coding genes (p < 4.7e-5) or other tRNA genes (p < 1.36e-6).

We hypothesized that some combination of both intrinsic and extrinsic features could enable accurate computational inference of potential for tRNA gene activity. To develop an integrated model, we tested several common frameworks, including random forest (RF), logistic regression, and support vector machines. The RF classifier was most effective, achieving the greatest area under the receiver operating characteristic curve (AUC, Fig. 2A-B) based on ten-fold cross-validation of human tRNA gene data and subsequent application, without retraining, to mouse tRNA gene data (see Methods). We developed our initial model with 30 features (Supplemental Table S1) and gradually reduced it to 10 (Fig. 1B), using the correlation between each feature and the activity labels from epigenomic data, as well as inter-correlations between features (Hall 1998; Hall et al. 2009; Roadmap Epigenomics Consortium et al. 2015; Thornlow et al. 2018).
Figure 1: Both intrinsic (tRNA-specific) and extrinsic (genome context) features are integral to the model. (A) A schematic flowchart of our pipeline, and (B) all features included in the model with their relative importance values as measured by decrease in node impurity by scikit-learn (Pedregosa et al. 2011; see Methods). Green blocks indicate files not created by the pipeline. By default, our pipeline uses a gene annotation file and a Cactus graph (Armstrong et al. 2019; Paten et al. 2011a, 2011b; Nguyen et al. 2015), which is a reference-free whole genome alignment, as input. Higher importance scores indicate greater contribution to discrimination between active and inactive tRNA genes by the model. tRNA decoding redundancy refers to the number of tRNA genes sharing the same anticodon, and minimum free energy of canonical tRNA secondary structure refers to the minimum free energy when constrained to folding into the
canonical cloverleaf structure (Lorenz et al. 2011). For calculating CpG-related statistics, we considered the tRNA locus to begin 350 bp upstream and end 350 bp downstream of each gene. To calculate the PhyloP score in the 5’ flanking region, we considered only the 20 bp immediately upstream of each tRNA gene.

**Figure 2: Random forest classifier achieves 92% accuracy on mouse tRNA genes.** Receiver operating characteristic curves for random forest (blue), logistic regression (red) and support vector machine (yellow) upon application to (A) human training data with ten-fold cross-validation and (B) mouse test data. The number of mouse tRNA genes predicted (C) active and (D) inactive are compared to the number of tissues in which they are actively transcribed according to Bogu et al. 2015. We considered a mouse tRNA gene active if it is actively transcribed in at least one tissue.

**Features derived from CpG islands are most informative.** To better understand and improve our classifier, we determined the relative importance of each feature, in terms of the normalized mean decrease in node impurity across all decision trees in the model (Fig. 1B; Pedregosa et al. 2011). We also used the Spearman rank correlation between each feature and the activity measurements to assess the strength of each feature. All features contribute to model accuracy and are significantly correlated with the activity labels (Spearman rank correlation, p < 1e-5 for all features), but the most informative features are derived from CpG islands at each tRNA locus, extolling the importance of chromosomal context and the ability to regulate expressed tRNA genes by altering methylation state (Gardiner-Garden and Frommer 1987).

One might expect that the tRNAscan-SE general bit score would be the most informative single feature (Fig. 1B, Table 1), but our analysis emphasizes the value of other measures, including the evolutionary
conservation of the gene (PhyloP score), as well as that particular gene’s marginal importance among the full subset of tRNAs with the same anticodon (tRNA decoding redundancy). It is also important to note that we start with relatively high quality tRNAs with likely pseudogenes already removed by the tRNAscan-SE bit score-based high-confidence filter (Chan et al. 2019). Thus, for a starting set of tRNAs already vetted for reasonably strong features, the contribution of using the tRNAscan-SE bit score is marginally smaller than other features not previously used to estimate gene function. The high importance of CpG density in our results suggests that given a tRNA with a “passing” canonical set of features, based on tRNAscan-SE high-confidence predictions, it is the chromatin environment more than any other feature that determines tRNA gene activity potential (Fig. 1B, Table 1). Our classifier thus represents a substantial improvement over using tRNAscan-SE covariance bit scores alone (Supplemental Fig. S1).

To illustrate the utility of our model, we have provided the distributions of each feature for active versus inactive genes (Supplemental Fig. S2) and a table of component features for the human tRNA-Gln-TTG gene family (Table 1, Supplemental Fig. S3). Through the RF algorithm, our classifier creates 250 decision trees, each of which uses a different combination of features to split the gene set into genes predicted to be active and genes predicted to be inactive. Features with greater importance split the gene set into two groups that adhere more strongly to the activity labels obtained from epigenomic data (Fig. 1B; Pedregosa et al. 2011). It follows that genes predicted to be active should generally have feature values closer to the mean across all active tRNA genes than the mean across all inactive tRNA genes from the training data. For example, tRNA-Gln-TTG-1-1, which is predicted to be active, is very well conserved (1.635 PhyloP score; Table 1), has a high tRNAscan-SE general bit score (72.6), is in a very CpG-rich region (0.753 observed/expected CpG islands score), and is near to many exons (40 within 75 kb). Conversely, tRNA-Gln-TTG-4-1, which is predicted to be inactive, is very weakly conserved as indicated by its low PhyloP score (-0.047), and has a low tRNAscan-SE general bit score (58.1; Chan et al. 2019) consistent with inactivity. Similarly, while tRNA-Gln-TTG-3-3 has an exactly identical nucleotide sequence as tRNA-Gln-TTG-3-1 and 3-2, tRNA-Gln-TTG-3-3 is proximal to fewer protein coding exons (15 within 75 kb) and tRNA genes (1 within 10 kb), has a more distant poly-T transcription termination sequence (9 nucleotides from the end of the gene), and is located in a less CpG-dense region (0.008 CpG dinucleotides / total dinucleotides). Based on the characteristics of these features as described in these examples, our classifier can accurately discern tRNA gene activity.
<table>
<thead>
<tr>
<th></th>
<th>Gln-TTG-1-1</th>
<th>Gln-TTG-2-1</th>
<th>Gln-TTG-3-1</th>
<th>Gln-TTG-3-2</th>
<th>Gln-TTG-3-3</th>
<th>Gln-TTG-4-1</th>
<th>Activity Means</th>
<th>Inactive Means</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity</strong></td>
<td>active</td>
<td>active</td>
<td>active</td>
<td>active</td>
<td>inactive</td>
<td>inactive</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>tRNA Decoding</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>11.1</td>
<td>18.4</td>
</tr>
<tr>
<td>Redundancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of Canonical tRNA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary Structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average PhyloP Score</td>
<td>1.635</td>
<td>0.457</td>
<td>0.517</td>
<td>0.641</td>
<td>1.051</td>
<td>-0.047</td>
<td>0.856</td>
<td>0.335</td>
</tr>
<tr>
<td>in tRNA Sequence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tRNAscan-SE General Bit</td>
<td>72.6</td>
<td>70</td>
<td>66.9</td>
<td>66.9</td>
<td>66.9</td>
<td>58.1</td>
<td>76.2</td>
<td>69.3</td>
</tr>
<tr>
<td>Score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance to Nearest</td>
<td>8</td>
<td>14</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>14</td>
<td>16.2</td>
<td>74.2</td>
</tr>
<tr>
<td>TTTT Transcription</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Termination Sequence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CpG Density Across tRNA</td>
<td>0.069</td>
<td>0.039</td>
<td>0.025</td>
<td>0.025</td>
<td>0.008</td>
<td>0.014</td>
<td>0.043</td>
<td>0.018</td>
</tr>
<tr>
<td>Locus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed/Expected CpG</td>
<td>0.753</td>
<td>0.492</td>
<td>0.624</td>
<td>0.571</td>
<td>0.147</td>
<td>0.111</td>
<td>0.67</td>
<td>0.27</td>
</tr>
<tr>
<td>Islands Score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upstream of tRNA Gene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average PhyloP Score</td>
<td>0.325</td>
<td>-1.316</td>
<td>-2.497</td>
<td>-2.321</td>
<td>-2.862</td>
<td>0.009</td>
<td>-2.601</td>
<td>-1.226</td>
</tr>
<tr>
<td>in 5' Flanking Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tRNA Genes Within 10kb</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1.96</td>
<td>0.87</td>
</tr>
<tr>
<td>Exons within 75kb</td>
<td>40</td>
<td>25</td>
<td>37</td>
<td>37</td>
<td>15</td>
<td>0</td>
<td>35.2</td>
<td>21.4</td>
</tr>
</tbody>
</table>
Table 1: Our classifier uses all features to discriminate active and inactive tRNA genes. All human tRNA-Gln-TTG genes from our training data are shown with their feature values. Each column contains data for each gene locus, and the final two columns show the mean value across all active tRNA genes and all inactive tRNA genes in the training data. The header row follows GtRNAdb notation (Chan and Lowe 2016), with tRNA-Gln-TTG-3-1, 3-2 and 3-3 having identical mature gene sequences, distinct from tRNA-Gln-TTG-1-1, 2-1 and 4-1. All loci shown are correctly classified after ten-fold cross-validation.

Our classifier is 92% accurate in classifying mouse tRNA genes. We tested the accuracy of our classifier using epigenomic and Pol III ChIP-Seq data for mouse genes. Our mouse tRNA gene set contains 387 genes, with 262 observed as active and 125 believed silent based on published experimental data (Bogu et al. 2015; see Methods). Our classifier predicted that 275 of these genes are active and that 112 are inactive, correctly categorizing 356 tRNA genes and achieving 92.0% accuracy (Fig. 1C-D). Of the 31 misclassified mouse tRNA genes, 22 are misclassified as active and 9 are misclassified as inactive. We note that these genes are not biased by isotype (Supplemental Table S2), nor by genomic location, and are therefore most likely misclassified for a variety of reasons. Of the 22 misclassified as active, some of these may reflect incompleteness of cell types or developmental states in the reference epigenomic data. Some misclassified tRNA genes may also serve important specialized functions not fully captured by our feature set, such as acting as chromatin insulator elements (Raab et al. 2012).

Classification without alignment or annotation is similarly accurate. We developed our method such that it could potentially be applied to any species with a sequenced genome. For best performance, we used a Cactus graph (Armstrong et al. 2019; Paten et al. 2011a, 2011b; Nguyen et al. 2015), which is a reference-free whole genome alignment, incorporating 29 genomes (Supplemental Table S3), but we recognize that Cactus graphs are not yet available for all species. To accommodate species for which no alignments or protein-coding gene annotations have been developed, we included an option to remove features relying on these inputs. Use of this model led to decreases in accuracy in both human (AUC = .932, 92.5% accuracy compared to AUC = .942 and 93.0% accuracy in the full model) and mouse (AUC = .935, 90.1% accuracy compared to AUC = .964 and 92.0% accuracy in the full model), which may be exacerbated upon application to more phylogenetically distant species.
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Figure 3: Classification of gene activity based on genomic data achieves similar results to ChIP-Seq expression analysis in four species. Probability scores output by the classifier for (A) mouse, (B) macaque, (C) rat and (D) dog are shown on the x-axis where tRNA genes further left are predicted inactive with greater probability, and tRNA genes further right are predicted active with greater probability. The y-axis shows RNA Polymerase III ChIP-Seq read counts from the liver of each species for each tRNA gene, taken from Kutter et al. 2011.

ChIP-Seq and ATAC-Seq data further validate our classifications in additional species. To further test our model, we compared our predictions to RNA Polymerase III (Pol III) ChIP-Seq data previously collected from the livers of four species (Mus musculus, Macaca mulatta, Rattus norvegicus and Canis lupus familiaris; Kutter et al. 2011). We found roughly expected agreement between our classifications and the Pol III ChIP-Seq read counts from a single tissue (Fig. 3). We also found that the relationship between the probability scores in our classifications and the Pol III ChIP-Seq read counts is consistent across all four species (i.e., a
similar majority of predictions are far left or far right in Fig. 3), suggesting similar accuracy in classification. Our predictions are also similarly accurate when compared to mouse muscle and testes ChIP-Seq data (Supplemental Fig. S4).

We predicted many tRNA genes as active despite a lack of Pol III binding at these loci in liver, muscle, and testes. This is not surprising, as our model does not predict expression in specific tissues, but is instead trained to predict tRNA genes as active if epigenomic data indicates active transcription in at least one of many tissues (Roadmap Epigenomics Consortium et al. 2015). For example, in mouse, 262 total tRNA genes are active in at least one tissue based on the epigenomic data, but 89 of these (34%) are not expected to be active in the liver based on the same data (Bogu et al. 2015). Our model predicted 122 (macaque), 68 (rat) and 149 (dog) tRNA genes as active despite Pol III ChIP-Seq read counts of zero in the liver (Kutter et al. 2011).

Although ChIP-Seq has not been performed on macaque, rat and dog tRNA loci for other tissues, we found that virtually all tRNA genes with measured Pol III binding were predicted to be active by our classifier. Among tRNA genes with Pol III ChIP-Seq read-counts greater than zero, we predicted that 95.3% are active in mouse, 97.7% in macaque, 98.9% in rat and 98.5% in dog. This consistency in tRNA distributions and classifier behavior across species suggests that the classifier is similarly accurate in mouse, macaque, rat and dog.

To further validate our predictions, we used ATAC-seq data (Foissac et al. 2018), captured in liver, CD4 and CD8 cells for the cow, pig and goat genomes. We compared our predictions to the ATAC-Seq peaks across these tissues for the regions spanning from 250 base pairs upstream to 250 base pairs downstream of each tRNA gene (Supplemental Fig. S5). Due to the inclusion of only a small subset of tissues in this data, many tRNA loci that do not show activity in these tissues but were predicted active by our model may be active in other tissues. Among tRNA genes with ATAC-Seq peaks greater than zero, we predicted 90.4%, 95.1%, and 90.8% as active in cow, goat and pig, respectively. These results are comparable to measurements obtained from ChIP-Seq data in mouse, macaque, rat and dog. Decreases in accuracy may be due to differences in resolution between ATAC-Seq and ChIP-Seq, or increased phylogenetic distance from human to these species, relative to mouse, macaque, rat and dog.

**tRNA gene classifications follow similar distributions across the eutherian phylogeny.** We applied our model to 29 mammalian species to glean new insights into the evolution of tRNA genes (Fig. 4, Supplemental Table S3). We determined the distributions of active and inactive tRNA genes by anticodon
across these species, finding that most species have approximately 250-350 predicted active genes, comprising roughly 75% of their tRNA gene sets (Fig. 4, Supplemental Table S4). We observed similar distributions by clade, with few exceptions. Notably, *Bos taurus, Capra hircus* and *Orcinus orca* (cow, goat and orca, respectively) have more than 300 predicted inactive tRNA genes while no other species has more than 156. This may reflect decreased ability of tRNAscan-SE to discriminate tRNA-derived SINEs (short interspersed nuclear elements) from tRNA genes in these species (Chan et al. 2019). Consistent with Tang et al. 2009, we identified 406 active cow tRNA genes, or 437 when including those found in segmental duplications (Supplemental Table S5; see Methods), the most of any species in our study. Of the 439 “core” cow tRNA genes identified by Tang et al. 2009, there are 396 genes with exactly matching sequences in our high confidence tRNA gene set (Chan et al. 2019), and we classified 346 of these as active. Gene sequences found by Tang et al. 2009 that were not in our set are likely due to differences in updated genome assemblies and improvements in tRNAscan-SE 2.0 (Chan et al. 2019).

We verified that all species had at least one tRNA gene predicted as active for each expected anticodon (Grosjean et al. 2010, Supplemental Table S4). This excludes anticodons with no known active tRNA genes in human or mouse. We observed only three exceptions to this rule, which most likely represent genome assembly or classification errors (see Supplemental Material).
Figure 4: Changes between activity states are rare among placental mammal tRNA genes. (A) We estimated transition probabilities between each predicted activity state over a branch length of 10 million years using RevBayes (Höhna et al. 2016). “Missing” refers to cases where no syntenic ortholog is present for a given species. (B) For each species in our phylogeny (Hedges et al. 2006), the number of tRNA genes annotated by tRNAscan-SE 2.0 (Total; Chan et al. 2019), the number of tRNA genes present after application of the high-confidence filter and removal of tRNA genes in segmental duplications (Test Set; see Methods), and the percent of tRNA genes in the test set classified as active (% Active), are shown. For human and mouse, tRNA genes with no epigenomic data are excluded from this table as well (see Methods).
Deeply conserved tRNA genes are more likely to be active. In order to investigate the relationship between evolutionary conservation and transcriptional activity, we developed a complete set of placental mammal tRNA gene orthologs using a Cactus graph (Armstrong et al. 2019; Supplemental Tables S3, S6). Cactus graphs are state-of-the-art alignments that allow greater detection of synteny across many species. Of the 11,752 tRNA genes in our 29-species alignment, 3,582 genes in total, or about 122 per species on average, appear to be species-specific. We condensed the remaining 8,170 genes into 1,097 ortholog sets. On average, each of these orthologs sets spans 7.4 species, indicating that tRNA genes are generally either fairly deeply conserved or recently evolved (Supplemental Fig. S6). This is consistent with prior studies in Drosophila showing that tRNA genes can be “core” or “peripheral” (Rogers et al. 2010).

We identified a “core” set of 97 primate tRNA genes (Supplemental Fig. S7), for which all seven primate species (human, chimpanzee, gorilla, orangutan, macaque, Microcebus murinus (gray mouse lemur) and Aotus nancymaee (Nancy Ma’s night monkey)) have a syntenic ortholog. These most likely represent tRNA genes present in the primate common ancestor that have not been lost in any lineage leading to the sampled genomes. These genes encode 19 amino acids (Supplemental Fig. S8). Surprisingly, a single standard amino acid isotype is not represented: cysteine. tRNA-Cys genes are often present in high numbers, and every species in the primate phylogeny has at least 17 such genes. However, tRNA-Cys genes are prone to accumulating nucleotide substitutions, and the human genome contains 23 unique high-confidence tRNA-Cys-GCA gene sequences, the most of any isotype. Therefore, the lack of a “core” eutherian tRNA-Cys gene may be due to relatively rapid evolution of this gene family, or perhaps difficulty in alignment due to their high variation in sequence.

In 15 of these 97 “core” ortholog sets, we predicted at least one member of the ortholog set as active and at least one as inactive among the different primate species. Across all 97 “core” ortholog sets, we predict 98% of all member tRNA genes as active, suggesting that deeply conserved tRNA genes are highly likely to be active. Out of all 1,097 ortholog sets in placental mammals, 750 contain only tRNA genes predicted to be active, approximately mirroring the distribution of active to inactive tRNA genes predicted at the species level (Fig. 4B).
Substitutions in tRNA anticodons accompany changes in predicted activity state. Among our 1,097 ortholog sets, we identified 113 sets containing genes corresponding to multiple different anticodons. 53 of these 113 anticodon shifts (46%) are non-synonymous, resulting in a change in the corresponding amino acid. Ortholog sets containing anticodon shifts are significantly enriched for changes in predicted activity, as 37 of the 113 ortholog sets contain at least one predicted active and at least one predicted inactive tRNA gene (Hypergeometric test, p < 1.5e-4). Likewise, of the 53 ortholog sets containing non-synonymous anticodon substitutions, 19 contain at least one predicted active and at least one predicted inactive tRNA gene (Hypergeometric test, p < 1.4e-3).

Transitions between active and inactive are rare. We fit our ortholog sets and their predicted activity states to a Markov model of evolution of discrete characters using RevBayes (Höhna et al. 2016; Fig. 4A; see Methods). By fitting our data to the model, we estimated transition probabilities to and from three states - active, inactive, and missing (no detected ortholog). We held the phylogeny constant and solved only for the transition rate parameters. Consistent with the premise that local gene duplication is the dominant mode of tRNA gene evolution, our model suggests that active tRNA genes overwhelmingly tend to remain active, and inactive tRNA genes tend to remain inactive (Fig. 4A).

Although activity state transition events are rare, our classifier does well to detect them. There are 188 human/mouse ortholog pairs for which we have epigenomic data, and in 173 (92%) of them, human and mouse have the same activity state based on the epigenomic data. However, we correctly classified 183 human (97%) and 181 mouse (96%) tRNA genes within this set, indicating that our classifier detected activity state changes between these species. Assuming that the activity state of orthologous tRNA genes remains constant across closely related species would yield largely accurate activity state predictions for annotating tRNAs in additional new species. However, our classifier represents an improvement over this assumption, and is also applicable to species-specific tRNA genes, which are especially common and have no ortholog data.

Overall, transitions in activity state of any kind are rare, with the active state being most stable among orthologs (Fig. 4A). Surprisingly, inactive tRNA genes that are conserved most often remain inactive as well (Fig. 4A), hinting at important biological roles for conserved, apparently silent tRNA genes. We also observed some variation in the relative transition probabilities within clades (Supplemental Fig. S9). Primate tRNA genes are less likely to remain in their initial predicted activity state than rodent tRNA genes. This is consistent with
prior studies on the rate of evolutionary change of protein coding gene expression between clades (Brawand et al. 2011; Necsulea and Kaessmann 2014) but most likely reflects differences in sample size between clades. Based on our results, turnover in tRNA gene expression class generally appears to be slow, similar to protein coding genes (Brawand et al. 2011).

**DISCUSSION:**

Greater understanding of tRNA regulation is a difficult and unmet challenge. There are many obstacles preventing direct measurement of expression at the gene level. Nonetheless, we have shown that, in order to determine the transcriptional potential of tRNA genes, direct measurement across many tissues is not necessarily required if the gene sequence and genomic context is known. We leverage features both intrinsic to tRNA genes, which relate directly to tRNA function and processing, and extrinsic, which relate to the chromosomal region regulation.

Our classifier demonstrates remarkable accuracy in predicting tRNA gene activity. However, there are caveats to our method. Importantly, the epigenomic chromatin-IP data used to create the “active” and “inactive” gene training data for both human and mouse data survey many, but by no means all cell types. It is possible that many tRNA genes that are inactive according to the epigenomic data are in fact very tightly regulated, such that their activity is not captured by prior studies. For example, a subset of apparently silent human tRNA genes are present in the introns of protein coding genes, and may regulate their transcription by low-level transcriptional interference (Yeganeh et al. 2017). Additionally, while chromatin-IP captures the chromosomal environment across many tissues and is by far the most comprehensive data available for estimating individual tRNA gene activity, it is only available for a few species. The rarity of comprehensive tRNA gene expression data motivates the creation of our classifier. Available data indicate that our estimates are comparable to experimental results, but with much greater ease of use and cost-effectiveness.

Our approach has broad applicability. We have shown that accounting for the genomic context allows for much improved annotation of tRNA genes, as high copy-number and high sequence identity have previously made it difficult to determine which tRNA genes are indeed actively expressed. We have focused on tRNA genes, but the basic principles underlying our model might be applied to any multi-copy gene family. For example, we have previously shown that histone protein coding genes exhibit similar flanking genetic variation.
to tRNA genes (Thornlow et al. 2018). A model similar to ours could be developed to infer relative levels of expression of histone protein coding genes.

Our methods may also be applied to other species. We have previously demonstrated that transcription-associated mutagenesis creates signatures at plant and insect tRNA gene loci similar to those in human and mouse (Thornlow et al. 2018). While some features may not extend quite so far phylogenetically, and others may require recalibration or processing, a similar model could be developed for other eukaryotic clades. We chose to work with placental mammals for this study, as the corresponding data is of relatively high quality.

Classification using our approach may expand in several directions as more data is collected. For example, variation within populations may be useful for predicting relative transcript expression within gene families. We previously determined that actively transcribed tRNA genes accumulate more rare single nucleotide polymorphisms (SNPs) in both their flanking regions and gene sequences (Thornlow et al. 2018). Therefore, we expect that when population variation data is available for more species, we may infer expression differences at narrower timescales. Our model may also be expanded to accommodate non-binary classification of expression levels in different tissue types, and better capture the nuance of tRNA gene expression regulation.

In the future, annotations created by our method will be useful in prioritizing tRNA characterization experiments, as well as interpreting the biological effects of mutations in and surrounding tRNA genes. This work informs the broader questions of regulation and evolution of tRNA genes in mammals, quantitatively illustrating that tRNA gene expression is dependent on features intrinsic to the gene sequence as well as their rich diversity of genomic environments.

METHODS

Developing and testing the classifier. For the training data, we used coordinates from human genome assembly GRCh38 for tRNA genes not removed by the tRNAscan-SE high confidence filter (Chan and Lowe 2016; Chan et al. 2019). For all species, including human and mouse, we extracted the genomes from our Cactus alignment (Armstrong et al. 2019; Supplemental Table S3), ran tRNAscan-SE 2.0, and applied the EukHighConfidenceFilter to exclude tRNA pseudogenes and tRNA-derived SINEs (Chan et al. 2019). We used
custom Python scripts to find tRNA loci that were identical from 80 nucleotides upstream to 40 nucleotides downstream of the gene start and end. We considered these to be segmental duplications and excluded them from training and testing of the classifier. If any of these loci also did not align to any tRNA loci in any other species, they were also removed from our ortholog sets, as they most likely represent assembly errors. For genomes in which at least 85% of nucleotides were found on chromosomes, we excluded all tRNA genes not found on chromosomes. For the human tRNA gene set, because our epigenomic data is based on GRCh37 assembly gene annotations, we removed any tRNA genes that were not included in the older assembly (determined by performing liftOver (Casper et al. 2018) conversion from GRCh38 to GRCh37), as well as genes in segmental duplications in either assembly.

We used the PHAST (Hubisz et al. 2011) and HAL (Hickey et al. 2013) toolkits to generate PhyloP data, and RNAfold (Lorenz et al. 2011) to estimate minimum free energy, using the constraints on secondary structure output by tRNAscan-SE. We used custom Python scripts in conjunction with tRNAscan-SE output files and genome annotation files (accession numbers listed in Supplemental Table S3) to obtain data for all other features. When PhyloP data were unobtainable due to lack of alignment, we replaced feature values for each tRNA gene with the mean value for that feature across all tRNA genes in that species, using the SimpleImputer() module in scikit-learn (Pedregosa et al. 2011). We used scikit-learn to train the model and classify each gene (Pedregosa et al. 2011). We used the Spearman rank correlation test to ensure that no features were perfectly correlated (Guyon and Elisseeff 2003). We used CfsSubsetEval (Hall et al. 2009) to remove uninformative features and scikit-learn to determine feature importance (Pedregosa et al. 2011). See Supplemental Methods for more details.

To train and test our model, we used epigenomic data from the NIH Roadmap Epigenomics Program (Roadmap Epigenomics Consortium et al. 2015) and the chromatin state-associated gene study in mice (Bogu et al. 2015) for human and mouse tRNA gene activity states, respectively. These studies used histone marks to identify regions of active transcription across 127 human tissues and 9 mouse tissues, respectively. In both species, we excluded tRNA genes for which epigenomic data was not available, and tRNA genes contained within large segmental duplications as defined above. Our training set includes 371 human tRNA genes, 304 active and 67 inactive. For both species, we considered tRNA loci as active if they had an open chromatin state in at least one tissue. We considered all others inactive. To validate our model, we compared our
classifications to ChIP-Seq read counts taken directly from Kutter et al 2011 and ATAC-Seq peaks taken directly from Foissac et al 2018, using liftOver (Casper et al. 2018) conversion to accommodate differences in genome assembly.

**Creating an ortholog set.** We used hal2maf to create 29-way alignments for all tRNA loci of interest for the species in our phylogeny (Hickey et al. 2013). For each tRNA locus, we considered the best aligning tRNA locus from all other species as orthologous, allowing only one ortholog per species per locus. We augmented our ortholog sets with syntenic human/mouse, human/dog and human/maque tRNA gene ortholog pairs from Holmes 2018. For all instances in which each tRNA gene in a Holmes 2018 ortholog pair aligned to mutually exclusive sets of species in our Cactus graph, we combined them into one ortholog set. We found that 29 Holmes 2018 human-mouse ortholog pairs align to each other in the Cactus graph, 152 align to mutually exclusive sets of species, and 17 align to overlapping sets of species. Therefore, we combined the 152 human-mouse tRNA gene pairs into larger ortholog sets.

**Fitting a Markov model.** We entered our species into TimeTree (Kumar et al. 2017) to generate a phylogeny, and fit our phylogeny, orthologs sets and predicted activity states to a Markov model using RevBayes (Höhna et al. 2016). We held the phylogeny constant and allowed RevBayes to optimize only the Q matrix using our tRNA data. We then determined transition probabilities over 10 million years using the RevBayes function getTransitionProbabilities() across all species and by clade (Supplemental Fig. S9). See Supplemental Methods for more details.

**DATA ACCESS**

Our pipeline is available at [https://github.com/bpt26/tRNA_classifier/](https://github.com/bpt26/tRNA_classifier/). Classification and ortholog data are available in Supplemental Tables S4-S6. Alignments generated by the Cactus graph are available upon request. Genome assemblies included in the Cactus graph are listed in Supplemental Table S3.
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