




 

 

Fig. S2 | Graded shift from visual to kinematic features in the fronto-parietal grasping circuit of monkey Z.​ (a) The 
representation of all objects in each layer of the CNN (first 20 principal components) was regressed against the 
single-trial neural activity of each unit during the cue period, when the object was visible, and the median fit was taken 
over all units within one recording session. Solid line and error surfaces represent the mean and s.e.m. over all recording 
sessions of monkey Z. (a - inset) To ensure that results were not due to varying signal quality or firing rate between 
areas, insets shows regression results normalized to the median internal consistency of each area (i.e. half of trials 
correlated with the other half condition-wise). (b) Example Euclidean distance between neural representations of each 
object in AIP during the cue period and in the fc8 layer of the CNN (session Z6). (c) The mean muscle velocity of all 
grasping conditions during movement initiation (200 ms before to 200 ms after movement onset) was regressed against 
the single-trial neural activity of each unit during the same time period. Each point represents one recording session of 
monkey Z. (c - inset) Same normalization procedure as in (a - inset). (d) As in (b), but comparing the movement initiation 
representation in M1 to the muscle velocity representation in the same time window (session Z6). 
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Fig. S3 | Feature representation in Alexnet.​ Example euclidean distance between representations (first 20 principal 
components) of each object in each layer of Alexnet.  
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Fig. S4 | Regularized mRNN with visual input matches recorded neural data in monkey Z.​ (a) Example canonical 
variables (CVs) from canonical correlation analysis (first 12 principal components) between neural and simulated data 
across all brain regions and modules (session Z9), showing r-value for each dimension. There are multiple traces for 
each type of object, representing the different sizes or types within a turntable. 
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Fig. S5 | Temporal features of regularized neural network model match recorded neural data and align with 
corresponding brain regions in monkey Z.​ (a) Results of canonical correlation analysis across all sessions of monkey Z 
using 6 model architectures for untrained networks, networks trained to produce kinematics, and networks with 
additional regularizations. Vertical bars represent the mean, and each dot represents a single session. (a - first) Full 
model with CNN input and three modules. (a - second) same as first model, but with only feedforward connections. (a - 
third) Same as Full model, but with no flat layer bottleneck between modules. (a - fourth) Three module design receiving 
a labeled-line input (one-hot), where each condition is represented by a separate input dimension. (a - fifth) A 
homogeneous, fully-connected module receiving CNN input. (a - sixth) A single, sparsely-connected module receiving 
CNN input and sparsity matching the first model. (b) Mean correlations of each canonical variable for the models 
described in (a). Error bars represent standard deviation across recordings. (c) Canonical correlation was also 
performed between each module and each brain area and all pairwise canonical correlations were correlated with the 
inter-area canonical correlation in the neural data, quantifying the areawise match between neural and simulated data. 
(d) Average canonical correlation between each module and each brain region for the regularized model of each model 
architecture. Top inset shows canonical correlation between each brain region. (e) Summary of the results of (a) and (c) 
over all network architectures and recording sessions. 
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Fig. S6 | Regularized mRNN with visual input reproduces neural population features of each brain region. ​(a) 
Example canonical variables (CVs) of representative recording sessions (M10 & Z9) showing features in AIP captured by 
the input module. r-value for each dimension is shown, and there are multiple traces for each type of object, 
representing the different sizes or types within a turntable. The main features captured in AIP were a 
condition-independent signal that modulated during the cue and during movement onset and a strong cue-related 
signal that maintained some condition specificity throughout the trial. The main feature not captured by the model was a 
transient response to the cue that lasted less than 200 ms. (b) same as (a) for comparison between F5 and the 
intermediate module. In F5, a condition-independent signal that tracks movement initiation was most highly correlated, 
followed by multiple dimensions showing strong condition-dependance throughout the trial and tracking time within 
memory. (c) Same as (a) for comparison between M1 and the output module. M1 showed the movement initiation 
signal, and the majority of condition-specific activity was localized to the movement itself. Finally, CV 11 revealed a 
stable turntable signal that was not present in the model and present from the beginning of each trial. This signal 
reflected the fact that objects were grouped by turntable, which changed in a block design, an aspect of the task that 
we chose not to bake into the model, instead modeling each trial independently. 
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Fig. S7 | Generalizing muscle kinematics and neural 
population activity for novel objects in monkey Z. ​(a) Six 
additional regularized mRNN networks were trained using 
a limited set of objects and kinematics (40/48) and 
subsequently tested on all objects (6-fold cross-validation) 
to test the ability of the model to generalize to novel 
objects. Only one turntable (Rings) is shown in order to 
simplify visual comparison. (b) Example average output 
kinematics for four muscles (DELT1 - Posterior deltoid, 
BICshort - Biceps short head, FDSM - flexor digitorum 
superficialis digit 3, EDCL - extensor digitorum communis 
digit 5) of an example session (Z9), showing a subset of 
the trained conditions (5 rings) in black, as well as one of 
the untrained conditions in red. (c) Example canonical 
variables (CVs) for one recording session (Z9) fit to all 
trained conditions. The novel conditions were projected 
into the space determined by the trained conditions. 
Correlation (r-value) between each dimension is shown for 
novel objects only. (d) Results of canonical correlation 
analysis across all sessions and cross-validation folds 
using only the novel objects. Vertical bars represent the 
mean, and each dot represents a single session. (e) Mean 
correlations of each canonical variable for the data 
described in (d). Error bars represent standard deviation 
across recordings. (f) Canonical correlation was also 
performed between each module and each brain area and 
all pairwise canonical correlations were correlated with the 
inter-area canonical correlation in the neural data, 
quantifying the areawise match between neural and 
simulated data. (g) Average canonical correlation between 
each module and each brain region for the regularized 
model of each model architecture. 
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