Transcriptional elongation machinery controls vulnerability of breast cancer cells to PRC2 inhibitors
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ABSTRACT

CTR9 is the scaffold subunit in Paf1c, a multifunctional complex regulating multiple steps of RNA Pol II-mediated transcription. Using inducible and stable CTR9 knockdown breast cancer cell lines, we discovered that the expression of a subset of KDMs, including KDM6A and Jarid2, is strictly controlled by CTR9. Global analyses of histone modifications revealed a significant increase of H3K27me3 upon loss of CTR9. Loss of CTR9 results in a decrease of H3K4me3 and H3K36me3 in gene bodies, and elevated levels and genome-wide expansion of H3K27me3. Mechanistically, CTR9 depletion triggers a PRC2 subtype switching from PRC2.2 to PRC2.1. As a consequence, CTR9 depletion generates vulnerability that renders breast cancer cells hypersensitive to PRC2 inhibitors. Our findings that CTR9 demarcates PRC2-mediated H3K27me3 levels and genomic distribution, provide a unique mechanism of transition from transcriptionally active to repressive chromatin states and sheds light on the biological functions of CTR9 in development and cancer.
INTRODUCTION

The Polymerase-Associated Factor 1 complex (Paf1c) was originally identified as a Pol II-interacting complex in *Saccharomyces cerevisiae* over 20 years ago. Paf1c has emerged as a highly conserved and multifunctional complex regulating multiple steps of RNA polymerase II (RNAPII)-mediated transcription (Van Oss et al., 2017). In budding yeast, Paf1c consists of five subunits, which includes Paf1, Ctr9, Cdc73, Leo1 and Rtf1. In higher eukaryotic organisms, Rtf1 is loosely attached to Paf1c, while Ski8/Wdr61 is an additional subunit of Paf1c (Zhu et al., 2005). Paf1c regulates multiple phases of transcription, including transcription elongation, transcription termination, and RNA 3'-end polyadenylation (Van Oss et al., 2017). Recent studies show that Paf1 and Ctr9 are essential for Paf1c integrity (Chu et al., 2013; Vos et al., 2018; Yu et al., 2015). Paf1c promotes RNAPII pause release. In addition, it regulates gene expression by controlling multiple transcription coupled histone modifications, including H2BK123ub, H3K4me2/3, and H3K36me2/3, through interaction with different histone modification enzymes (Tomson and Arndt, 2013). The defined functions of Paf1c in chromatin modification and transcription elongation control have marked Paf1c as an essential regulator of RNAPII transcription. Inactivation or overexpression of different subunits has been found in various cancer types, and the oncogenic or tumor suppressor function of individual subunits appears to be context-dependent (Jaehning, 2010). For example, germline mutations in *CTR9* were identified in Wilms tumor families, implicating *CTR9* as a Wilms tumor predisposition gene (Hanks et al., 2014). We have found that CTR9 is enriched in estrogen receptor α (ERα) positive breast cancers, and high expression of CTR9 correlates with poor prognosis and tamoxifen resistance (Zeng and Xu, 2015). Knocking down CTR9 in ERα+ breast cancer cells erased >90% of estrogen-regulated transcriptional response, demonstrating the function of CTR9 in promoting breast cancer progression (Zeng et al., 2016).

Polycomb repressive complex 2 (PRC2), the sole mammalian multi-subunit complex responsible for H3K27me3, is essential for maintaining cellular identity and development of multicellular organisms (Yu et al., 2019a). PRC2 is comprised of the core...
subunits EZH1/2, EED, SUZ12, and RbAp46/48, as well as a number of sub stoichiometric proteins (Holoch and Margueron, 2017; van Mierlo et al., 2019). Though EZH2 is the catalytic subunit of PRC2 (Wu et al., 2013), the physical interaction of EZH2 with EED and SUZ12 is necessary for full H3K27 methylation activity, as well as for modulating complex stability, and nucleosome binding ability. In the absence of EED or SUZ12, EZH2 is autoinhibited (Antonysamy et al., 2013; Cao and Zhang, 2004; Wu et al., 2013). Emerging evidence supports the existence of two different PRC2 complex subtypes in vertebrate. The subtype is determined by the auxiliary proteins associated with the core PRC2 complex (Holoch and Margueron, 2017; Yu et al., 2019a). EPOP or PALI, and one of the PCL proteins (either MTF2, PHF1, or PHF19) are found in PRC2.1, while AEBP2 and JARID2 are found in PRC2.2, (Smits et al., 2013). The overall H3K27me3 activity is deliberately balanced by PRC2.1 and PRC2.2, which are speculated to have different H3K27me3 activities (Conway et al., 2018; Oksuz et al., 2018). The auxiliary proteins are known to either promote PRC2 activity, or facilitate its recruitment to chromatin, or both. For example, JARID2, a PRC2.2-specific subunit, facilitates the recruitment of PRC2 to target genes (Pasini et al., 2010; Peng et al., 2009; Shen et al., 2009). JARID2 is also methylated by EZH2, and methylated JARID2 mimics the methylated H3 tail to stimulate PRC2 activity (Kasinath et al., 2018). The mutations on PRC2 members are frequently found in human cancers, which are often accompanied by the alteration of global levels of H3K27me2/3 (Conway et al., 2015). Elevated EZH2 levels in breast cancer are associated with poor prognosis (Gong et al., 2011; Kleer et al., 2003). Pharmacological inhibition of EZH2 is under clinical investigation for combating cancers with aberrant PRC2 activity (Kim and Roberts, 2016). Furthermore, single-cell analysis showed that loss of H3K27me3 was associated with treatment resistant breast cancer (Grosselin et al., 2019), highlighting the need to further understand how chromatin states affect drug sensitivity.

Histone lysine methylation is reversibly regulated by histone methyltransferases (HMTs), and lysine demethylases (KDMs). KDMs are classified into two distinct enzyme families (Nowak et al., 2016). KDM1A and KDM1B are members of the flavin-containing amine oxidases, whereas the rest of the KDMs with a catalytic JMJC domain belong to the 2-oxoglyutarate oxygenase family (Nowak et al., 2016). KDM genes show temporal and
tissue-specific expression patterns, and their expression levels and activities are stringently regulated (Lan et al., 2008). Dysregulation of KDMs, such as amplification, mutation, abnormal expression, have been implicated in breast tumorigenesis (Bamodu et al., 2016; Taube et al., 2017). For instance, aberrant expression of KDM5B and KDM6A is associated with aggressive breast cancers (Bamodu et al., 2016; Taube et al., 2017). However, the mechanisms regulating their expression remain largely unknown.

Here we identified a subset of KDMs, including PCR2 target genes KDM6A and JARID2, whose expression is precisely controlled by CTR9 levels in breast cancer cells. Global analyses of histone modifications revealed a significant increase of H3K27me3 levels upon depletion of CTR9. Loss of CTR9 induces a gradual reduction of H3K4me3 and H3K36me3 in gene bodies, followed by a drastic genome-wide increase of H3K27me3. This effect is likely attributed to switching from PRC2.2 to PRC2.1, which has high H3K27me3 activity. Moreover, exogenous expression of KDM6A or JARID2 can partially reverse the phenotypic defects in CTR9 knockdown cells. Finally, CTR9 depleted cells become addicted to H3K27me3, and are hypersensitive to PRC2 inhibition. Collectively, our study uncovers a unique mechanism by which a transcriptional elongation factor demarcates the PRC2-mediated H3K27me3 domains in breast cancer cells. The mechanism of regulation of H3K27me3 by CTR9 is likely conserved across cell types, and CTR9-dependent response to EZH2 inhibitors provides therapeutic vulnerability for breast cancer treatment.
RESULTS

CTR9 regulates a subset of histone lysine demethylases (KDMs) in ERα+ breast cancer cells

Data mining of the CTR9-regulated transcriptome in CTR9 inducible knockdown (KD) MCF7 cells (MCF7-tet-on-shCtr9) (Figure 1A) (Zeng and Xu, 2016) identified a subset of KDM genes that mirrors the expression of CTR9, including KDM1A, KDM2B, KDM3B, KDM5B, KDM6A and JARID2. We found that these KDM genes were down-regulated when CTR9 was knocked down by shRNA in MCF7 cells after a 7-day doxycycline (Dox) treatment (Figure 1B) regardless of whether 17β-estradiol (E2) was present or absent. RNAPII binding peaks at the transcription start site (TSS) of several KDM genes also decreased in response to CTR9 depletion (Figure S1A). We validated the transcriptome array results by RT-qPCR. Figure 1C shows that silencing of CTR9 after a 7-day Dox treatment reduced the total mRNA levels, and reduced the expression of ribosome-associated RNAs, which are indicative of actively transcribed mRNAs, of six KDMs. However, the mRNA levels of KDM4B and KDM6B did not significantly change. CTR9’s regulation of KDMs was also observed at the protein level. As shown in Figure 1D, the protein levels of six KDMs significantly decreased in the total cell lysates and extracted chromatin fractions. Consistent with their mRNA levels in response to CTR9 depletion, KDM4B and KDM6B protein levels also remained unchanged. To exclude the possibility that this observation was specific to MCF7, or due to off-target effects of anti-CTR9 shRNA, we employed MCF7 cells as well as T47D cells, another well-established ERα+ breast cancer cell line, stably expressing scramble-controlled shRNA, or two distinct lentiviral CTR9-targeted shRNAs (shCtr9#3 and #5) (Zeng and Xu, 2015). The shRNA expression led to a drastic reduction of CTR9 protein (Figure S1C-D). As a result, decreased expression at both the mRNA and protein levels was observed for the same KDMs, confirming our previous results (Figure S1B-1D).

To assess if decreased KDM expression in response to loss of CTR9 is reversible, we treated the MCF7-tet-on-shCtr9 cells with Dox for seven days, removed Dox on Day 8, and continued culturing the cells for seven days. CTR9 expression was gradually
restored after removal of Dox, and returned to its original expression levels after seven days, as we have published previously (Zeng and Xu, 2015). The protein levels of KDMs were also found to be dynamically regulated by the addition and withdrawal of Dox, mirroring the expression pattern of CTR9. As expected, the protein levels of KDM4B and KDM6B remained constant, regardless of changes in CTR9 levels (Figure 1E). These results demonstrate that the expression of KDMs is reversibly and dynamically regulated by CTR9 in ERα+ breast cancer cell lines. To study whether the expression of CTR9 and a subset of KDMs is positively correlated in breast tumor specimens, we analyzed RNA-seq data from 593 primary ERα+ breast tumors in The Cancer Genome Atlas (TCGA) (Ciriello et al., 2015). We observed a statistically significant positive correlation between the expression of CTR9 and the expression of KDM1A, KDM3B, KDM5B, KDM6A and Jarid2 (Figure S1E). Collectively, these results demonstrate that CTR9 regulates a subset of KDMs in breast cancer cells.

**CTR9 determines cellular H3K27me3 levels**

Since KDMs targeting different histone modification sites are regulated by CTR9, we went on to examine whether global histone modifications are altered upon CTR9 depletion. Total histones were extracted from nuclear pellets of MCF7-tet-on-shCTR9 cells after treatment with Dox for seven days, and subjected to liquid chromatography, followed by tandem mass spectrometry (LC-MS/MS). The transcription-coupled histone modifications such as H3K4me3 and H3K36me3 decreased when CTR9 was depleted as we reported previously (Zeng and Xu, 2015). Surprisingly, transcriptional repressive histone markers H3K27me2 and H3K27me3 robustly increased (Figure 2A). The histone modification changes in response to CTR9 KD were validated by western blotting (Figure 2B) where a significant increase of H3K27me3 was observed after a 7-day Dox treatment. This result suggests that loss of CTR9 results in a global elevation of H3K27me3 levels. Furthermore, the accumulation of H3K27me3 in CTR9 KD cells was not cell type specific, as this was also observed in MCF7, T47D, and BT474 cells stably expressing two distinct CTR9 targeting shRNAs (shCtr9, #3 or #5), as measured by ELISA and western blotting of purified histones (Figure S2A-C). In contrast, Dox treatment of MCF7-tet-on parental cells
did not result in any changes in H3K27me1/2/3 (Figure S2D). To further interrogate whether elevation of H3K27me3 levels in CTR9 KD cells can be reversed by re-expressing CTR9 by removal of Dox, we performed a time-course Dox addition/removal treatment experiment as described above. Figure 2C shows that H3K27me3 levels increased when CTR9 was depleted, and H3K27me3 returned to its original levels when CTR9 is restored. The dynamic changes of H3K27me3 in response to CTR9 levels were further quantified by flow cytometry using an Alexa Fluor® 647-labelled H3K27me3 antibody (Figure 2D) as well as quantitative mass spectrometry analyses (Figure 2E). As anticipated, H3K27me3 signal intensity increased in response to CTR9 depletion (+Dox, 7 days) as compared with untreated MCF7 cells (+Dox, 0 days). When CTR9 was re-expressed by removing of Dox for seven days, H3K27me3 levels decreased. To visualize the H3K27me3 changes in individual cells, we performed 3D scanning of immuno-fluorescence staining of H3K27me3 (Figure 2F). The results showed that, although the response of individual cells varies, possibly due to heterogenous expression levels of shCTR9 (expression indicated by eGFP), the overall intensity of H3K27me3 staining is inversely correlated with CTR9 levels in a dynamic manner. Quantification of H3K27me3 intensity is depicted as the ratio of H3K27me3 to nucleus staining intensity from 20 selected cells with the entire nucleus in the 3D volume view (Figure 2G). Together, these data strongly suggest that CTR9 is a bona fide regulator of cellular H3K27me3 levels.

**CTR9 restricts genome-wide distribution of H3K27me3**

PRC2 deposits H3K27me3 marks in spatially defined chromatin domains to repress gene expression. Since CTR9 KD leads to a global increase of H3K27me3 levels, we examined if CTR9 demarcates genomic H3K27me3 distribution. We performed chromatin immunoprecipitation sequencing (ChIP-seq) using antibodies against H3K27me3, H3K4me3 and H3K36me3, in CTR9 inducible and stable knockdown MCF7 cells. The use of MCF7-tet-on-shCtr9 cells allows us to monitor dynamic changes of H3K4me3, H3K36me3 and H3K27me3 in response to the gradual decrease of CTR9, while the stable CTR9 KD MCF7 cells expressing a scrambled shControl, and two distinct CTR9 shRNAs, allow us to assess permanent changes in histone modifications.
In the CTR9 inducible knockdown system, total H3K27me3 peak numbers increased over two-fold when CTR9 was silenced after a seven-day Dox treatment (Figure 3A). The H3K27me3 peaks increased across the genome and were not restricted to specific chromatin regions (i.e., promoter, exon, intron and intergenic regions) (Figure 3A). Next, we classified H3K27me3 peaks based on peak intersection, and generated four distinct clusters in the vehicle or Dox-treated groups (Figure 3B-up). Cluster I contains 7,128 H3K27me3 peaks that only exist in the vehicle-treated group. Notably, Cluster II contains a significantly higher number of H3K27me3 peaks (23,581) that are unique to the Dox treated group. Cluster III and Cluster IV represent overlapping H3K27me3 peaks where one peak in the vehicle treated group intersects with one or more peaks in the Dox treated group, or vice versa. Based on this peak classification, Figure 3B (bottom) depicts clustered heatmaps and line plots summarizing the average ChIP-seq signals in both vehicle and Dox-treated groups at the corresponding peak regions using the locus with the highest ChIP-seq signal as the center with ±2kb expansion. Representative snapshots of the genome browser for each cluster are shown in Figure 3C. Because H3K27me3 peaks are too broad to define their regulated genes, we analyzed histone modification changes of 240 previously identified Ctr9 target genes in MCF7 cells. These genes were identified based on two criteria: decreased mRNA expression and reduced RNAPII binding to promoters in response to loss of CTR9 (Zeng et al., 2016; Zeng and Xu, 2015). Among the CTR9 regulated genes, 229 genes elicited either reduced H3K4me3, reduced H3K36me3 signals, or both. Only ~10% of CTR9-regulated genes showed increased H3K27me3 signal, all of which simultaneously harbored decreased signal of either H3K4me3, H3K36me3, or both (Figure 3D, yellow and red bars). Figure 3E showed a significant reduction of H3K4me3 signal, whereas the H3K27me3 signal only modestly increased on CTR9 target genes. The negative correlation between H3K27me3 and H3K4me3/H3K36me3 across the genome was not statistically significant (data not shown), indicating that loss of active histone marks is necessary, but not sufficient, for deposition of H3K27me3 marks.

In comparison to the inducible CTR9 KD cells, the global increase of H3K27me3 peak numbers was much more pronounced in CTR9 stable KD MCF7 cells (shCtr9#3 and...
shCtr9#5) when peaks were normalized to control shRNA expressing cells (Figure S3A). The increased H3K27me3 peaks spread across the genome (Figure S3A) is indicative of expansion of H3K27me3 domains. In comparison with the CTR9-inducible system, Cluster I H3K27me3 peaks decreased from 7,128 to 3,935 and 2,787 in the shControl cells, respectively (Figure 4A). In contrast, Cluster II H3K27me3 peaks increased from 23,581 to 40,595 and 53,078, respectively, for shCtr9#3 and shCtr9#5 (Figure 4B). In addition, the peak intensity of H3K27me3 within those TSSs ± 5kb regions with gained H3K27me3 peaks after CTR KD also significantly increased in CTR9 stable KD cells (Figure S3B), as well as the H3K27me3 peak width across the genome in intergenic, exon, intron, and promoter regions (Figure S3C). The five-fold increase of total H3K27me3 peaks, increased peak intensities, and broadened peak width in response to permanent CTR9 knockdown indicate that loss of CTR9 resulted in significant expansion of H3K27me3 domains in chromatin. In contrast to what was found in the inducible CTR9 KD cells, a statistically significant, negative correlation between H3K27me3 and H3K4me3 / H3K36me3 was detected at the genome-wide level in CTR9 stable KD cells (Figure S3D). With regard to 240 CTR9-regulated genes, significant number of genes (~30 for shCtr9#3 and ~80 for shCtr9#5) showed increased H3K27me3 signals in stable CTR9 KD cells (Figure 4B), and the increase of H3K27me3 is often coupled with decreased H3K36me3 but less prominent with decreased H3K4me3 (Figure 4B). Previous studies have shown that H3K27me3 and H3K36me2 could co-localize in some genomic regions, and depletion of H3K36me2 is accompanied by deposition of H3K27me3 (Brien et al., 2012; Streubel et al., 2018). We hypothesized that upon loss of CTR9, H3K4me3 and H3K36me3 in gene bodies decreases followed by deposition of H3K27me3 marks, and the expansion of H3K27me3 domains.

We further investigate the correlation between CTR9 and H3K27me3 level in breast tumors using human breast cancer tissue microarrays (TMAs) containing over 300 breast tumor specimens. After optimizing staining condition with antibodies to CTR9 and H3K27me3 (Figure S4A), the intensity of immunohistochemistry staining (IHC) was determined by H-score graded optical density in the nucleus of epithelial cells in specimen (Figure S4B). Representative examples of breast tumor cores with high or low CTR9 IHC
staining and corresponding inverse H3K27me3 IHC staining were shown in Figure 4C. The H-score based correlation analysis revealed a significant reverse correlation between CTR9 expression and H3K27me3 abundance (Figure 4D).

We next investigated whether CTR9-regulated KDM genes showed dynamic histone modification changes. Indeed, KDM genes showed decreased H3K4me3 peaks near gene promoters (Figure S5A) when CTR9 was inducibly knocked down by Dox-treatment and H3K27me3 peaks increased (Figure S5B). In contrast, KDM4B, a non-CTR9 target gene, did not show significant changes in H3K4me3 or H3K27me3 enrichment.

**CTR9 level is a determinant of PRC2 complex subtype**

Because H3K27me3 is mainly established by the PRC2-EZH2 complex, we examined if PRC2-EZH2 repressed genes in breast cancer cells also gain H3K27me3 signal, as observed for CTR9 target genes. A recent study identified a panel of EZH2 repressed genes in a mouse breast cancer model, and FOXC1 was shown to be repressed by H3K27me3 in an EZH2-dependent manner (Hirukawa et al., 2018). Analyses of H3K27me3 ChIP-seq signal in the human analogues of the mouse genes showed that approximately half of the PRC2-repressed genes displayed a dramatic increase of H3K27me3 in CTR9 KD cells (Figure S6A). A snapshot of the genome browser for H3K27me3 signals at FOXC1 in shControl and shCTR9 stable KD cells illustrated a dramatic increase of H3K27me3 in FOXC1 upon loss of CTR9 (Figure S6B). These results demonstrate that CTR9 regulates PRC2 target genes in a H3K27me3-dependent manner.

The increased total H3K27me3 levels, and broadened H3K27me3 peak-width (Figure 4A and Figure S3C) in CTR9 KD cells conforms with enhanced PRC2 activity. The PRC2.1 and PRC2.2 subtypes were shown to antagonize each other. For instance, loss of PRC2.2 specific subunit AEBP2 led to an increase in the amount of PALI1-containing PRC2.1 (Conway et al., 2018). Moreover, H3K27me3 is elevated in AEBP2 KO ESCs (Ciferri et al., 2012). Because the levels of JARID2, another PRC2.2-specific subunit, decreased significantly in CTR9 KD cells, we speculate that CTR9 KD may cause PRC2 subtype switching by shifting the composition of PRC2 facultative components. Indeed,
depleting CTR9 in MCF7 cells resulted in a dramatic increase in PRC2.1 facultative subunits PCL2, PCL3, and EPOP, and a decrease in PRC2.2 facultative subunits JARID2 and AEBP2 (Figure 5A) in total cell lysates and chromatin fractions, whereas the levels of four core subunits remained unchanged. Similar observations were made in two stable Ctr9 KD MCF7 cell lines (Figure 5B). To investigate if regulation of PRC facultative subunits by Ctr9 is reversible, we measured expression of five facultative subunits of respective PRC2 subtypes in MCF7-tet-on-shCtr9 cells. The expression of PRC2 facultative subunits, and CTR9 protein levels was strongly correlated (Figure 5C). The decrease of PRC2.2-specific subunits JARID2 and AEBP2 could be partially restored by CTR9 re-expression, accompanied by the opposite changes in PRC2.1-specific PCL2, PCL3 and EPOP proteins. The negative correlation between CTR9 and PRC2.1 facultative subunits, PCL1/3, and EPOP, at the mRNA level was observed in 803 ER+ primary breast tumor samples in TCGA (Figure 5D). To test if the inverted levels of PRC2 facultative subunits in response to changes in CTR9 levels resulted in switching of PRC2 subtypes, we performed co-immunoprecipitation using antibodies against the core subunits of the PRC2 complex EZH2 and SUZ12 to pull down other core and auxiliary proteins from nuclear extract. Figure 5E shows that, in the presence of CTR9, PRC2 core subunits tended to precipitate PRC2.2-specific JARID2 and AEBP2. When CTR9 was depleted, PRC2.1-specific subunits PCL2/3 and EPOP were enriched instead. We reason that this switch is likely due to the relative abundance of facultative subunits corresponding to CTR9 levels. In addition, the inversely correlated expression levels of CTR9 and H3K27me3 levels can also be detected in breast cancer cell lines (Figure 5F). CTR9 levels are higher in ERα+ than triple-negative breast cancer cell lines (TNBC) as we published previously (Zeng and Xu, 2015), whereas H3K27me3 levels are higher in TNBC. In summary, CTR9 expression is a key determinant for PRC2 complex composition and H3K27me3 activity.

Both JARID2 and KDM6A mediate the biological activities of CTR9

Among the six KDMs regulated by CTR9, JARID2 and KDM6A are both H3K27me3 modulators. JARID2 is part of the H3K27me3 ‘writer’ complex PRC2 (Peng et al., 2009).
and KDM6A is an H3K27me3 ‘eraser’ (Agger et al., 2007). As CTR9 KD in MCF7 cells resulted in a number of growth-related phenotypes, including cell cycle arrest, reduced colony formation, and senescence (Zeng and Xu, 2015), we tested if exogenous expression of either JARID2 or KDM6A (+Flag-Jarid2/KDM6A) in CTR9 KD cells (Figure 6A) could rescue these phenotypes, where re-expression of Ctr9 (+ Flag-Ctr9) serves as a positive control. Our results showed that exogenous expression of either JARID2 or KDM6A partially rescued the defects in growth (Figure 6B) and colony formation (Figure 6C) caused by CTR9 knockdown. Consistent with our published work (Zeng and Xu, 2015), CTR9 KD MCF7 cells proliferated slower, as indicated by a decreased population of cells in S phase of the cell cycle. Both effects could be partially rescued by exogenously expressing JARID2 or KDM6A, although not as effective as Ctr9 restoration, as observed by cell cycle analyses using propidium iodide (PI) (Figure 6D) and Edu staining (Figure S7A). Importantly, exogenous expression of either JARID2 or KDM6A partially reduced the elevated H3K27me3 level caused by loss of Ctr9, where re-expression of Ctr9 serves as a positive control.

All data support that CTR9 has a profound impact on H3K27me3 by regulating both ‘writer’ and ‘eraser’ enzymes, and that JARID2 and KDM6A are downstream effectors mediating some CTR9 cellular functions in breast cancer cells.

**CTR9 depletion sensitizes breast cancer cells to PRC2 complex inhibitors**

High levels of EZH2 and H3K27me3 in ER− breast cancer patients predict poor overall survival, and EZH2 inhibitor GSK343 has been shown eliciting robust inhibition of ER− breast tumor growth in preclinical model (Yu et al., 2019b). The remarkable increase of total H3K27me3 levels upon depletion of CTR9 implies an addiction of cells to H3K27me3 for survival. If this were true, we expect that CTR9 knockdown cells would elicit higher sensitivity to EZH2 inhibitors than parental cells. Cell viability was measured after treatment with UNC1999, a chemical inhibitor targeting both EZH2 and EZH1, and UNC2400, a structurally similar but inactive analog compound, to exclude the possibility of off-target effects (Konze et al., 2013). As expected, CTR9 KD MCF7 cells were more...
sensitive to UNC1999 than parental MCF7 cells, as shown by MTT assays, whereas EZH2 KD MCF7 cells (shEZH2) were insensitive to UNC1999, serving as a negative control (Figure 7A). A similar result was observed by cell counting (Figure 7B) and colony formation assays (Figure 7C). UNC1999 inhibited the growth of CTR9 KD MCF7 cells in a dose-dependent manner, whereas the negative analog UNC2400 showed no cytotoxic effects. To exclude a drug-specific effect, we tested two additional mechanistically distinct PRC2 inhibitors, GSK343 and EED 226 (Qi et al., 2017; Verma et al., 2012). The results (Figure S8A-B) were similar to those of UNC1999. Collectively, our data indicate that depletion of CTR9 leads to increased sensitivity towards the PRC2 inhibitors. To determine whether the EZH2 inhibitor causes elevated apoptosis or necrosis upon CTR9 depletion, we performed flow cytometry analyses after labeling cells with PI and annexin V-FITC (Figure 7D). The dose-responsive increase of apoptosis by UNC1999 was quantified in Figure 7E. Both apoptotic and necrotic cells were detected in CTR9 KD cells, but not in the shControl cells after 5 μM UNC1999 treatment. When the concentration of UNC1999 increased to 12.5 μM, nearly all of the Ctr9 KD cells became apoptotic or necrotic; however, ~30% of control KD cells remained viable (Figure 7E). The higher sensitivity against EZH2 inhibitors when loss of CTR9 was not only observed in 2D monolayer but also in 3D tumor spheroids. When treated with ascending concentration of UNC1999 from 1 μM to 50 μM for 2 days, CTR9 KD MCF7 3D spheroids (shCtr9#3/shCtr9#5) elicit stronger cytotoxic response (more red cells and less green cells) than control knockdown group (shControl). UNC2400 (50 μM) serves as a negative control (Figure S8C). A time dependent measurement of 3D spheroids-area were recorded when treating with high dose of UNC1999 (50 μM) for 0 – 72 hours (Figure S8D). The results shown that the CTR9 depleted spheroids (shCtr9#3/shCtr9#5) disassemble in a much rapid manner in contrast to the control group (shControl), whereas 50 μM UNC2400 treatment does not affect the integrity of 3D spheroids for both CTR9 KD and control KD groups. Collectively, EZH2 inhibitor UNC1999 can inhibit growth and induce apoptosis in MCF7 cells and increase their sensitivity to EZH2 inhibitors depends on the levels of CTR9. CTR9-depleted cells gain H3K27me3 and elicit stronger sensitivity to EZH2 inhibitors than parental cells in both 2D monolayer and 3D spheroid models.
DISCUSSION

Here we report that CTR9 governs the establishment of H3K27me3 repressive domains, beyond its well characterized functions in transcriptional regulation and transcription-coupled histone modifications (i.e., H2Bub, H3K4me3, H3K36me3). This discovery provides an explanation for the discrepancy between the phenotypes observed in lower eukaryotes (i.e. yeast) and multicellular organisms when CTR9 is depleted. While Ctr9 is not an essential gene in *S. cerevisiae* (Chen et al., 2002; Massoni-Laporte et al., 2012), CTR9 knockout causes early embryonic lethality in higher eukaryotic organisms such as *Drosophila* (Chaturvedi et al., 2016), zebrafish (Akanuma et al., 2007) and mouse (Zhang et al., 2013). The requirement of CTR9 in preimplantation development of mice resembles the phenotypes that result from lacking core PRC2 subunits SUZ12, EZH2 and EED (Pasini et al., 2004). While PRC2 and H3K27me3 play crucial roles for establishing repressive chromatin regions, and safeguarding cell identity in multicellular organisms (Holoch and Margueron, 2017), neither PRC2, nor histone H3K27me3, exists in yeast. Our results indicate that while CTR9 maintains transcriptional control across species, controlling PRC-repressive domains is a new function acquired over the course of evolution. We surmise that the embryonic lethality of CTR9-null metazoans is more likely attributed to deregulated H3K27me3 than transcription inhibition *per se*.

Among the KDM family proteins, expression of six KDMs (KDM1A/LSD1, KDM2B, KDM3B, KDM5B, KDM6A and Jarid2) was regulated by Ctr9. KDM4B and KDM6B, on the other hand, are not Ctr9 target genes. The regulation of KDMs by Ctr9 is reversible as shown in the Ctr9 shRNA inducible system where the levels of KDMs decreased upon Ctr9 was silenced and increased upon Ctr9 was restored (Figure 1E). Moreover, the regulation of KDMs by Ctr9 is not an off-target effect of shRNA, neither it is cell-line specific (Figure S1B-D). At first glance, the Ctr9-regulated KDMs do not seem to share common properties. These KDMs span two enzyme families, are not under the same phylogenetic trees, and have distinct histone lysine modification substrates. Further analyses reveal that Ctr9-regulated KDMs are PRC2 targets, since the repression and activation of these KDMs are accompanied by the decrease of H3K4me3 and increase of H3K27me3 (Figure S4) in coding regions. In contrast, H3K27me3 was not detected on non-PRC regulated
KDMs such as KDM4B. Because the KDMs have diverse histone and non-histone substrates, the identification of a subset of KDMs as PRC2 target genes and subjected to Ctr9 regulation indicates the long-term epigenetic effects on gene expression and chromatin landscape imposed by Ctr9. Among the Ctr9-regulated KDMs, KDM1A/LSD1, KDM2B/FBXL10, KDM5B/Jarid1B are overexpressed in cancers (Kooistra et al., 2012). Correspondingly, chemical inhibitors are under active development to intervene their enzymatic activities for cancer therapy. For instance, the KDM1A inhibitors are in Phase I study for treatment of acute leukemia and small cell lung cancer (Maes et al., 2015). Understanding the regulatory mechanism of KDMs would provide a better grip on the biological role of KDMs and improve pharmacological inhibition of their activities in disease states.

CTR9 is not among the 148 PRC2 interaction partners that are enriched in EZH2 and SUZ12 immunoprecipitants in ESCs (Streubel et al., 2018). Therefore, the significantly elevated levels and genome-wide distribution of H3K27me3 upon loss of CTR9 is unexpected, which implies that, despite no physical interaction, CTR9 is functionally related to PRC2. Given that CTR9 is the scaffold protein of Paf1c that regulates multiple steps of transcription, and that a decrease in KDM6A and JARID2 levels is accompanied by loss of CTR9, we envision that at least three mechanisms may collectively contribute to the establishment of H3K27me3 domains: inhibition of transcription, decreased H3K27me3 demethylation, and alteration of PRC2 activity.

First, inhibition of transcription alone has been shown to be sufficient for gain of H3K27me3 in the gene body (Hosogane et al., 2016; Riising et al., 2014). In mouse ESCs, transcriptional inhibition by RNAPII inhibitors 5,6-dichloro-1-beta-D-ribofuranosylbenzimidazole riboside (DRB), and triptolide, induces genome-wide ectopic PRC2 recruitment (Riising et al., 2014). Hosogane M. *et al.* also reported that abrogation of transcription induces accumulation of H3K27me3 in the gene body (Hosogane et al., 2016). We have previously shown that RNAPII binding, H3K4me3, and H3K36me3, are drastically decreased by knocking down CTR9 in MCF7 cells (Zeng et al., 2016). Comparing the histone modification changes in MCF7 CTR9-inducible and stable CTR9 knockdown systems, we observed a stepwise loss of H3K4me3, and H3K36me3, as well
as a gain of H3K27me3 signals on CTR9 regulated genes (Figure 3D and 4B), reinforcing that depletion of activating histone marks precedes the deposition of H3K27me3. This is also consistent with the role of the active histone marks in inhibiting PRC2 activity in transcribed regions (Laugesen et al., 2019) and that both H3K4me3 and H3K36me2/3 are inhibitory to PRC2 activity (Ballare et al., 2012; Schmitges et al., 2011). Because H3K4me3 and H3K36me3 are associated with actively transcribed genes, transcription inhibition by loss of CTR9 could result in H3K27me3 accumulation in gene bodies.

Second, H3K27me3 levels are dynamically regulated by the “writer” PRC2 complex, and the “eraser” KDM6 family of histone demethylases. The KDM6 family of H3K27me3 demethylases includes KDM6A (UTX), KDM6B (JMJD3), and UTY (Kooistra and Helin, 2012). CTR9 regulates the expression of KDM6A and JARID2 (Figure 1). It is unlikely that decreasing KDM6A expression alone results in an increase of H3K27me3 levels, because knocking out both KDM6A and KDM6B does not lead to a global increase in H3K27me3 levels. Instead, a small set of genes showed accumulation of H3K27me3 during development (Shpargel et al., 2014). Similarly, in T-cell acute lymphoblastic leukemia (T-ALL), KDM6A/UTX deficiency does not alter the global level of H3K27me3, but instead, causes a genome-wide redistribution of H3K27me3 (Ntziachristos et al., 2014). Only KDM6A, but not KDM6B, is regulated by CTR9. Thus, decreased KDM6A in CTR9 KD MCF7 cells may partially contribute to H3K27me3 genomic distribution, but is unlikely to be the cause of the global increase of H3K27me3 levels observed.

Third, we envision that the PRC2 subtype switching caused by decreased JARID2 in response to CTR9 depletion is the major mechanism for the global H3K27me3 increase observed. JARID2 is a distinguished member of the JMJC family of KDMs because it has no enzymatic activity of its own. Rather, it is a PRC2.2-specific subunit. A previous study showed that depletion of AEBP2 results in up-regulation of PALI1/2 (Conway et al., 2018), and conversion from JARID2-containing PRC2.2, to PCL2-containing PRC2.1 complex (Grijzenhout et al., 2016). Moreover, JARID2 knockout in differentiated ESCs causes aberrant deposition of H3K27me3 in intergenic regions of the genome (Sanulli et al., 2015). This is analogous to the effects of loss of CTR9, where JARID2 and AEBP2 levels decrease, while H3K27me3 domains in intergenic regions increase (Figures 3B and 4A),
and PRC2 subtype switching from PRC2.2 to PRC2.1 (Figure 5). Therefore, we reason that the loss of CTR9 resulted in a decrease of JARID2, leading to formation of the more active PRC2.1 complex, and elevated H3K27me3 levels. Finally, exogenous expression of either KDM6A or JARID2 partially restores the cellular phenotypes in CTR9 knockdown MCF7 cells, suggesting that both KDM6A and JARID2 are the downstream effectors of CTR9, and mediate the cellular effects of CTR9 in breast cancer cells. Collectively, our studies reveal complex mechanisms by which CTR9 demarcates PRC2-mediated H3K27me3 domains, and the previously unidentified interplay between transcriptional activation machinery and transcriptional repressive complexes. Although these findings were made in breast cancer cell lines, the general principal for the establishment of H3K27me3 domains governed by CTR9 is likely conserved in other biological systems (e.g., ESCs).

Mutations in subunits of PRC2 have been increasingly identified in multiple cancers, resulting in changes in the global levels, as well as the genome-wide distribution of H3K27me3 (Conway et al., 2015). These changes in cancer cells often confer context dependent blocks to cellular differentiation and promote oncogenic signaling pathways. Either overexpression of EZH2, or inactivation of negative regulators of PRC2, augments the dependency of cancer cells on H3K27me3 and PRC2, indicating that PRC2 inhibition can increase cancer cell therapeutic vulnerability (Xu et al., 2015). For example, acute myeloid leukemia and multiple myeloma cell lines with KDM6A mutations are more sensitive to EZH2 inhibitors than KDM6A wild-type expressing lines (Ezponda et al., 2017; Van der Meulen et al., 2015). We found that either inducible or permanent CTR9 KD MCF7 cells elicit increased sensitivity to PRC2 inhibition, indicating that loss of CTR9 renders cells more addicted to H3K27me3 and PRC2. GSK126 and EPZ-6438, two highly specific EZH2 inhibitors, are currently in clinical investigation for treating lymphomas (Kim and Roberts, 2016). Because depletion of EZH2 suppressed ER-negative tumor growth and metastasis in preclinical models (Moore et al., 2013), EZH2 has emerged as a potential therapeutic target for TNBC. Our data that TNBC cell lines display higher levels of EZH2 and H3K27me3 (Figure 5F) support the application of PRC2 inhibitors in treating TNBC. Moreover, depletion of CTR9 in ER+ cells increases sensitivity of cells to PRC2 inhibition.
by >10 fold, suggesting that EZH2 inhibitors may also be applicable to ER-positive breast cancer with lower levels of CTR9. We speculate that CTR9 levels, rather than ER status, is a predictive biomarker for PRC2 dependency in breast cancer cells. Since Ctr9 depletion generates therapeutic vulnerability to pharmacological inhibition of PRC2, the CTR9 expression levels may be used as a guideline for predicting PRC2 dependency and EZH2 inhibitor sensitivity in broad cancer types.

Our findings that CTR9 demarcates PRC2-mediated H3K27me3 levels and genomic distribution provide unique insights as to how transcriptionally active states are converted to repressive chromatin regions. CTR9 silencing results in the loss of imprinted genes during preimplantation development in mice (Zhang et al., 2013), which may cause genome instability. Loss-of-function mutations of CTR9 were recently discovered in Wilms tumors and mutations resulted in an in-frame deletion of exon 9. Whether H3K27me3 is elevated in CTR9-mutated Wilms tumors, and whether CTR9-mutant expressing tumors are sensitive to EZH2 inhibitors, awaits investigation. The new function of CTR9 in regulating PRC2-repressive H3K27me3 domains opens new avenues for understanding the biological functions of CTR9 in development and epigenetic therapies targeting the PRC2 complex in human cancers.
MATERIAL & METHOD

Cell lines and Cell Culture
HEK293T, MCF7, T47D, HS578T, MDA-MB-231 and MDA-MB-468 cell lines were obtained from American Type Culture Collection (ATCC) and maintained in Dulbecco’s modified medium (DMEM) (Gibco) supplemented with 10% fetal bovine serum (FBS) (VWR) and 1% Penicillin-Streptomycin (P/S) (Gibco). BT474, ZR-75 cell lines were obtained from ATCC and maintained in RPMI 1640 medium (Gibco) supplemented with 10% FBS and 1% P/S. MCF7-tet-on-parrental cells and MCF7-tet-on-shCtr9 cells were generated previously (Zeng and Xu, 2015) and maintained in DMEM supplemented with 10% FBS and 1% P/S. All cells were cultured at 37°C in a humidified atmosphere containing 5% CO₂.

3D spheroids formation
5,000 – 30,000 cells of MCF7-shControl/shCtr9#3/shCtr9#5 were fully resuspended in 200 – 250 µl of DMEM media and seeded in 96-well round bottom plates with ultralow attachment. (Corning, Product# 4515) 3D spheroid cultures were grown at 37 °C up to 4 d in a humidified atmosphere with 5% CO₂.

Cloning and Plasmids
cDNAs for human Ctr9 (NM_014633.5), JARID2 (NM_004973.4) and KDM6A (NM_001291415.1) in pCMV-SPORT6 vector were purchased from Open Biosystems. The cDNAs were amplified using primers containing N-terminus Flag-tag and subcloned into pHAGE-PGK-GFP-IRES-LUC-W (Addgene plasmid # 46793) vector by replacing the luciferase-ORF with cDNAs encoding Ctr9, or JARID2 or KDM6A by applying the In-Fusion HD Cloning Plus Kit (Invitrogen) according to the manufacturer’s protocol.

Virus packaging, infection and preparation of stable knockdown cell line
Stable knockdown or overexpression cell lines were generated by lentivirus infection. The virus packaging vectors pME-VSVG and psPAX2 were purchased from Open Biosystems. For lentivirus packaging, 4 µg pME-VSVG, 4 µg psPAX2 or 8µg lentiviral shRNA expression vectors or protein overexpression vectors were co-transfected into HEK293T cells cultured in one 10-cm dish using transIT-LT1 reagent (Mirus Bio) according to the manufacturer’s protocol. Medium was replaced with fresh DMEM supplemented with 10% FBS/ 1%P/S 12 hours after transfection. The supernatant containing the virus particles was collected by centrifugation (1500 rpm, 5 minutes) and subsequent filtered through a 0.45 µm syringe filter (Thermo Scientific) 48 hours after transfection. Approximately 1/5 volume of Lenti-X concentrator (Clontech) was added to concentrate the virus tilter overnight at 4°C. For infection, 1 mL of virus was mixed with 1 mL of fresh cell culture medium, and polybrenne was added at a final concentration of 8 µg/mL in order to increase the infection efficiency. After overnight infection, the culture medium was changed. Cells were infected overnight, followed by changing of culture medium. Cells were selected with 2 µg/mL puromycin for at least one week to generate stable cell lines.
Preparation of the chromatin fraction

Cells were harvested after trypsinization. After washing with 1X PBS, two to five volumes of lysis buffer were added to the cell pellet [10mM HEPES pH7.4, 10mM KCl and 0.05% NP-40, 1X protease inhibitor cocktail (Sigma-Aldrich), phosphatase inhibitor (1mM NaVO₄) and deacetylase (5mM TSA, Sigma-Aldrich)], and then incubated on ice for 20 mins. Nuclei pellets were separated by centrifugation at 14,000 rpm at 4°C for 10 mins. Subsequently, nuclei pellets were washed once with lysis buffer, resuspended in two to five volumes of low salt buffer [10mM Tris-HCl pH7.4, 0.2mM MgCl₂, 1X protease inhibitor cocktail phosphatase inhibitor (1mM NaVO₄) and deacetylase (5mM TSA), and 1% Triton X-100], and incubated on ice for 15 minutes. Chromatin fractions were separated by centrifugation at 14,000 rpm at 4°C for 10 mins, resuspended with two to five volumes of 0.2N HCl, and incubated on ice for 20 minutes. After centrifugation, the supernatant containing chromatin associated proteins was neutralized with an equal volume of 1M Tris-HCl pH 8.0.

Histone extraction and purification

Cells were harvested after trypsinization. After washing with 1X PBS, cell pellets were resuspended in two volumes of lysis buffer [50mM Tris-HCl pH7.4, 150mM NaCl, 10% Glycerol and 0.05% NP-40]. Protease Inhibitors (1X protease inhibitor cocktail) and HDAC inhibitor (10mM sodium butyrate) were added before use. The cell pellets were incubated on ice for 30 mins, followed by a brief sonication. After 15 mins of centrifugation at 13,000 rpm at 4°C, the supernatant was saved as whole cell lysate and the pellet was used for histone extraction. Pellets were washed twice using NIB buffer [10mM Tris-HCl pH7.5, 2mM MgCl₂, 3mM CaCl₂ and 1% NP40] containing 100mM NaCl and once with NIB buffer containing 400mM NaCl. The pellet was finally resuspended in NIB buffer (400mM NaCl) without NP40. For acid extraction of histones, double volume of 0.2N HCl was added and incubated overnight at 4°C. After centrifugation at 13,000 rpm for 15 mins at 4°C, solubilized histone in supernatant was dialyzed in ddH₂O overnight at 4°C using 10K MWCO Dialysis Tubing (Thermo). Histones were lyophilized and dissolved in ddH₂O.

Liquid Chromatography and Quantitative Histone Mass Spectrometry (LC-MS/MS)

Chemical derivatization of histones and tryptic digestion: Take 25 μg of purified histone samples and dissolve them in 100μL 100mM TEAB buffer (pH 8.0). Add 4μL 4% 13CD₂O (w/v) and 4μL 600 mM NaBD₃CN to the samples and vortex them at room temperature for 1h to label the free and mono-methylated lysine with heavy isotopic methyl. Terminate the reaction by acidifying the sample with TFA. Transfer the samples to 10K MWCO ultracentrifuge tube (Millipore) and centrifuge the samples for 15 min at 14,000 g at 4°C to remove the reaction reagents. Continually add 200μL 100mM TEAB buffer in the ultracentrifuge tube and centrifuge the samples for 15 min at 14,000 g at 4°C to wash histone sample for 3 times. Add 100μL 100mM TEAB buffer and 1μg trypsin in the ultracentrifuge tube and put the samples at 37°C incubators for 16 h. Collect the digested sample by centrifuging the samples for 15 min at 14,000 g at 4°C. Wash the ultracentrifuge tube two times with 100μL 100mM TEAB buffer and combine the follow-through with digested sample and dry down. Resolve the dry down sample with 100μL 50mM TEAB buffer and add 15μL 25% propionic anhydride buffer (v/v in ACN) in the sample, add 10-
15 µL 28% NH₄OH to keep the pH of the sample reaction to be around 8.0. Put the sample tube on vortex for 20 min to label the N-terminal of digested histone peptides with propionyl. After propionylation, the sample was desalted with Sep-Pak cartridge (Waters) and lyophilized.

**LC-MS/MS for histone modification:** Lyophilized histone peptides were resuspended in 0.1% formic acid (FA) and analyzed on a Dionex U3000 ultra performance liquid chromatography system coupled to a Q-Exacte HF quadrupole orbitrap mass spectrometer (Thermo Fisher Scientific). Peptide sample was injected (2 µl). A Waters BEH 300Å C18 reversed phase capillary column (150 mm x 75 µm, 1.7 µm) was used for separation. Water with 0.1% FA and acetonitrile with 0.1% FA were used as mobile phases A and B, respectively. The flow rate was set to 0.300 µL/min. 2 µL of sample was injected onto the column and separated over a 120-minute gradient as follows: 0-1 min 3-10% B; 1-90 min 10-35% B; 90-92 min 35-95% B; 92-102 min 95% B; 102-105 min 95-3% B; 105-120 min 3% B. The data was acquired under data dependent acquisition mode (DDA, top 20). Mass spectrometric conditions were as follows: spray voltage of 2.8 kV, no sheath and auxiliary gas flow; heated capillary temperature of 275°C, normalized high-energy collision dissociation (HCD) collision energy of 33%, resolution of 120,000 for full scan, resolution of 60,000 for MS/MS scan, automatic gain control of 2e5, maximum ion injection time of 100 ms, isolation window of 1.6, and fixed first mass of 110 m/z

**Data analysis and relative quantification of histone PTMs:** Due to histones possess multiple post-translational modifications and after heavy isotopic dimethylation and propionylation they are even highly modified and may contain several isoforms for same peptide sequence with different modifications. It is challenging to identify all different forms of histone modification peptides. Here in this work, the most frequently observed modifications that is the mono-methylation, di-methylation, tri-methylation, and acetylation on lysine residue of histone H3 were analyzed. The same histone peptide possess different modifications can firstly be identified according to their difference in mass over charge (m/z). Then the peptide can be additionally distinguished according to their retention time difference on the RP-HPLC column (trimethylated peptide ≈ unmodified (possesses two heavy isotopic methyl), mono (possesses one heavy isotopic methyl), and di-methylated peptide < acetylated peptides. To relatively quantify the abundance of histone PTMs, we used the area of each identified peptide peak in the MS chromatogram for comparison. Normally same peptide may have different charge state ions in LC-MS analysis and we only choose the highest intensity ions to measure their peak area. The total peak area of a histone peptide with all different PTM forms is regarded as 100%, and the percentage of each PTM the peptide is calculated by dividing the area of the PTM peak area by the total peak area. To distinguish histone peptide isoform, we also investigate the MS/MS spectrum to calculate the ratios of b and/or y ions that were different between the two or more peptide isoforms and the ratio is used to continually calculate the relative quantity of the peptide isoforms.

**Preparation of nuclear lysates**

Nuclear lysates were prepared as described (Michael, H. K., et.al., 2010) and used for co-immunoprecipitation and peptide pulldown experiments. Cells were harvested by scraping in ice-cold PBS and extracted at 4°C in buffer containing 50mM Tris-HCl pH7.5, 5mM
EDTA, 250mM NaCl and 0.1% NP-40 supplemented with protease and phosphatase inhibitors for 30 mins. After centrifugation at 13,000 rpm at 4°C for 1 hour, the supernatant was collected and mixed with two volumes of buffer containing 50mM Tris-HCl pH7.5, 5mM EDTA, 100 mM NaCl, 0.1% NP-40 and 10% glycerol.

**Co-Immunoprecipitation using nuclear extract**

Co-IP was performed as previously described (Malte, B., et.al., 2016). Briefly, immunoprecipitations were performed in IP buffer [50mM Tris-HCl pH7.5, 150mM NaCl, 2mM MgCl₂, 0.5% NP-40 and 10% Glycerol] supplemented with protease and phosphatase inhibitors before use. Approximately 1.5 - 2 mg nuclear protein extract, as quantified by a Bradford assay, was mixed with 5 μg of antibody and 50 μl of protein A magnetic Dynabeads (Invitrogen, washed previously 3X in IP buffer) per IP reaction in 750 μl total volume. Beads were washed three times with IP buffer, and once with PBST the following day. Proteins were eluted in 75 μl 2X SDS loading buffer with 50nM DTT and heated at 95°C for 15 mins before loading on an SDS-PAGE gel.

**Peptide pulldown using nuclear extract**

Peptide pulldown was adapted from protocol described in (Malte, B., et.al., 2016). Lysine methylated peptide with a C-terminal biotin tag ATKAAR-Kme3-SAPSTGGVKKPHRYRP-GGK(Biotin)-NH₂ and the corresponding non-modified peptide were synthesized by Active Motif®. For each peptide pull down, 50 μg of magnetic streptavidin beads (Medchem Express) were incubated with 5 μg of peptide in 500 μl of binding buffer [50mM Tris-HCl pH7.5, 150mM NaCl, 1mM EDTA and 1% NP40] for three hours, rotating at room temperature. Peptide-bound beads were washed three times in wash buffer I [50mM Tris-HCl pH7.5, 150mM NaCl, 1mM EDTA and 0.05% Triton X-100], twice in wash buffer II [50mM Tris-HCl pH7.5, 150mM NaCl and 1mM EDTA]. Samples were vortexed twice with 50 μl U/T buffer (6M urea, 2M thiourea, 150mM NaCl, 30mM biotin in 10mM HEPES pH 8.0) at room temperature for 10 min and at 95°C for 15 min. The two eluates were combined for mass spectrometry analysis.

**Western blotting**

Cells were harvested after trypsinization, washed with Dulbecco's phosphate buffer saline (DPBS) (Life Technologies), and lysed in lysis buffer [50 mM Tris-HCl pH 8.0, 400 mM NaCl, 10% glycerol, 0.5% Triton X-100 and 1 x protease inhibitor cocktail (Sigma-Aldrich)]. After a brief sonication, total lysate was centrifuged, and the supernatant was quantified using the BioRad Protein Assay (BioRad). Approximately 30 μg protein was resolved by SDS-PAGE. Proteins were transferred to a nitrocellulose membrane for 1.5 hours at 350 mA. Membranes were blocked with 5% nonfat milk or 5% BSA at room temperature for 1 hour and incubated overnight with diluted primary antibody at 4°C. Membranes were then washed and incubated with HRP-conjugated goat-anti-rabbit or mouse IgG secondary antibody for 1 hour at room temperature. Membrane was incubated with enhanced chemiluminescence reagents (Thermo Scientific) followed by exposure to X-ray films.
ELISA for Histone modifications

ELISA measurement of specific Histone H3 modification was performed in using Histone H3 Modification Multiplex Assay Kit (abcam) according to manufacturer’s protocol. In brief, extracted histone mixture in Antibody Buffer (provided in kit) was aligned to wells coated with specific Histone H3 modification antibodies. After incubation at 37°C for 2hrs, solution in wells was removed and wells were washed 3X in wash buffer (provided in kit). Diluted detection antibody solution (provide in kit) were added and incubate at room temperature for 1hr. After 2x brief wash in wash buffer, developer solution was added and incubate at room temperature for 2-10 mins until wells sufficiently turn into blue while blank wells with no histone extract added remain transparent. Stop the reaction by adding the stop solution (provided in kit) and the wells will turn into yellow. The absorbance of each well was read on a microplate reader at 450 nm with an optional reference wavelength of 655 nm. Absorbance output among different samples will first eliminate the background noise measured by the blank wells and subsequently normalized by corresponding absorbance in control wells coated with H3-total antibody.

Cell proliferation and two-dimensional (2D) colony formation assays

For cell counting-based proliferation assays, 1 × 10^5 cells were seeded into six 3.5 cm petri dishes for compound treatment. MCF7-tet-on–shCtrl9 cells were pretreated with vehicle or 500 ng/mL Dox for 5 days before seeding to 3.5 cm petri dishes. Media were changed every 48 hours. Cells were trypsinized and counted after Trypan blue exclusion using an automated cell counter (Bio-Rad).

For 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium (MTT)-based (Sigma-Aldrich) proliferation assays, 2 × 10^3 cells were seeded into 96-well plates for compound treatment. 15 μl MTT (5 mg/mL in DPBS) was added to the cells followed by incubation at 37°C for 1 h. After removing cell culture medium, 50 μL of DMSO was added. The absorbance of the color substrate was measured with a 540-nm filter on a VictorX5 microplate reader (Perkin Elmer), and data were plotted and analyzed using GraphPad Prism 7 software (GraphPad Software, Inc.).

For 2D colony formation assays, 1000 cells were seeded into 3.5 cm petri dishes for compound treatment, and media was refreshed every 4 days. After treatment with compounds for 12-15 days, cells were washed with DPBS, fixed with 0.5% formaldehyde for 10 min at room temperature, and stained with 0.05% crystal violet for 30 min at room temperature. Images were taken on a Leica inverted microscope using the Leica Application Suite. Colony numbers were counted using ImagePro software.

Senescence-associated β-galactosidase staining

Cells were fixed in a 2% formaldehyde / 0.2% glutaraldehyde solution for 5 min, and then stained with an X-Gal staining buffer (20mM Citric Acid pH 6.0, 40mM Dibasic-Na3(P04)2, 5mM K4[Fe(CN)6], 5mM K3[Fe(CN)6], 150mM NaCl, 2mM MgCl2 and 1mg/ml X-gal in DMF) overnight at 37°C. After washing with PBS twice, cells were imaged on a Leica inverted microscope using the Leica Application Suite.
Cell cycle analyses using flow cytometry

For PI staining-based cell cycle analysis, cells were harvested after trypsinization, fixed in cold 95% ethanol, and washed in PBS. The fixed cells were then resuspended in propidium iodide staining solution (200 μg/mL RNase A, 50 μg/mL propidium iodide, 0.1% [v/v] Triton X-100 in PBS +1% BSA) and incubated overnight at 4°C. Flow cytometry analyses were performed at the University of Wisconsin Flow Cytometry Laboratory and data were analyzed using FlowJo software (FlowJo, LCC).

Edu staining-based cell proliferation analysis was performed by using the Click-iT™ Plus Edu Flow Cytometry Assay Kit (Invitrogen) according to manufacturer's protocol. In brief, cells were labeled with 10 μM Edu staining buffer in culture medium for 2 hours. After a brief wash with 1% BSA in DPBS, cells were harvested by centrifugation. Cells were then fixed in fixative buffer (provided in kit) at room temperature for 15 mins. After washing with 1% BSA in DPBS twice, cells were resuspended in saponin-based permeabilization buffer (provided in kit) at room temperature for 15 mins. 500 μl Click-iT™ Plus reaction cocktail was added to each sample, followed by incubation of the reaction mixture in dark at room temperature for 30 mins. Cells were washed with permeabilization buffer, wash buffer (provided in kit), and then subjected to flow cytometry analysis.

Annexin V and PI Staining by Flow Cytometry

Collect 1-5 x10^5 trypsinized cells by centrifugation. Wash cells 1X with cold PBS and carefully remove the supernatant. Re-suspend the cells in Binding buffer [10 mM Hapes pH 7.4, 140 mM NaCl and 2.5 mM CaCl] at a concentration of ~1 x 10^6 cells/mL. After a brief centrifugation, cells were resuspended and incubated for 10 min with 0.5 μg/mL Annexin V-FITC and 2 μg/mL PI in 400 μL binding buffer. The cells were immediately placed on ice and analyzed by flow cytometry. Cell fragments were removed by morphological gating. Cells negative for Annexin V-FITC and PI were considered viable, Annexin V-FITC positive and PI negative considered apoptotic, and Annexin V-FITC positive and PI positive considered necrotic.

Cytotoxicity assay of 3D spheroids

Assay was performed according to manufacturer's instruction (Invitrogen, Cat# L3224). In brief, optimized concentration of Calcein AM and Ethidium homodimer-1 as well as 1 μM Hoechst 33342 were added in DMEM media and incubated with spheroids at 37°C for 30 mins. After incubation, those 3D spheroids were immediately subjected to confocal imaging (Nikon W1 confocal) in a live cell incubating chamber. The area of 3D spheroids was measured using NIS-A1R Advanced Research Imaging Software (Nikon - Mager Science) with nuclei annotation.

Immunofluorescence staining of H3K27me3

MCF7-tet-on-shCtrl9 cells were seeded on glass bottom 3.5cm petri dishes and cultured in DMEM supplemented with 10% FBS in the absence or presence of 500 ng/mL Dox. Cells were fixed in 4% formaldehyde for 15 mins, and then washed with DPBS three times. Subsequently, cells were permeabilized in 0.3% Triton X-100 in PBS for 10 mins, blocked with 3% BSA in PBST (PBS + 0.1% Triton X-100) for 1hr, and incubated with H3K27me3 primary antibody (Cell signaling technology, #9733:C6B11) at room temperature for 2
hours. Cells were then washed with PBST, followed by incubation with secondary antibody (Cy5-goat anti-rabbit, 1:250; Bethyl) for 30 mins at room temperature. After being washed twice in PBST, cells were incubated with 50 nM Alexa Fluor 555 Phalloidin (Cell Signaling Technology) and 1 μg/ml of Hoechst 33342 (Cell Signaling Technology) at 37°C for 15 mins and washed twice in DPBS. Fluorescence was detected using a Nikon A1R confocal microscope at appropriate wavelengths at the UW imaging core. And signal intensity was analyzed in NIS-A1R Advanced Research Imaging Software (Nikon - Mager Science).

Quantification of H3K27me3 intensity using flow cytometry
The Dox treatment of MCF7-tet-on-shCtr9 cells was performed as previously described above. Cells were harvested after trypsinization, washed in PBS, and fixed in 4% paraformaldehyde for 15 mins. Subsequently, cells were permeabilized with 0.3% Triton X-100 in PBS for 10 mins, blocked with 3% BSA in PBST (PBS + 0.1% Triton X-100) for 1 hour, and incubated with Cy5 conjugated H3K27me3 antibody (abcam) in 1% BSA in PBST for 1hr. After washing with PBST, cells were subjected to flow cytometry analysis.

Total RNA and Ribosome associated RNA preparation and real-time quantitative PCR (RT-qPCR)
Total RNA was extracted using the HP Total RNA Kit (VWR Scientific) according to the manufacturer's protocol. Ribosome associated RNA in cycloheximide pretreated cells were similarly prepared as described in (Myriam, H., et.al., 2014) by using 40S ribosomal protein S3 antibody (Cell signaling technology) to perform immunoprecipitation. Dynabeads™ Protein A/G (Invitrogen) was used to enrich ribosome-RNA complex at the next day. Eluted RNA was further cleaned up by using miRNeasy Micro Kit (Qiagen). 2μg of total RNA or ribosome associated RNA were reverse transcribed using RevertAid First Strand cDNA Synthesis kit (Thermo Fisher Scientific). Quantitative PCR was performed using Fast Start Universal SYBR Green Master Mix (Roche) on a BioRad CFX-96 instrument. Primer sequences are summarized in Supplemental Table S3. Data were analyzed using the ΔΔCq method calculated by the CFX Manager Software (BioRad).

Chromatin immunoprecipitation (ChIP)
Cells in 15-cm dishes were washed once with PBS before cross-linking with PBS containing 1% formaldehyde for 15mins at room temperature. Crosslinking was quenched with 0.125 M glycine for 5 minutes at room temperature before two washes with ice-cold PBS. Cells were scraped, harvested by centrifugation, and subjected to ChIP assays. Crosslinked cells were lysed with lysis buffer 1 (10 mM HEPES pH 7.0, 10 mM EDTA, 0.5 mM EGTA, 0.25% Triton X-100, supplemented with 0.5 mM PMSF before use) with rotation at 4 °C for 10 minutes. The crude nuclear pellets were collected by centrifugation at 1500 rpm for 4 minutes at 4 °C. The supernatant was discarded, and the chromatin was washed with lysis buffer 2 (10 mM HEPES pH 7.0, 200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA, supplemented with 0.5 mM PMSF before use) for 10 minutes at 4 °C with rotation. Nuclear pellets were collected by centrifugation (1500 rpm, 4 °C, 4 minutes), resuspended in nuclear lysis buffer [50 mM Tris-HCl pH 8.1, 10 mM EDTA, 1% SDS, supplemented with 1 mM PMSF and 1 x protease inhibitor cocktail (Sigma-Aldrich) before use, and incubated on ice for 10 minutes. Chromatin was sheared to approximately 100bp-1000bp
fragments by sonication in ice-water bath at 4 °C using a Branson Sonifier 450 with a microtip (40% amplitude, 3 seconds on, 10 seconds off, 3 minutes total pulse time). Sonicated chromatin was centrifuged at 15,000 rpm for 15 minutes at 10 °C, and concentration of nuclear proteins was determined using the BioRad Protein Assay (BioRad). Equal amounts of total nuclear proteins were used for ChIP. Nuclear proteins were supplemented with nuclear lysis buffer to achieve same final volumes between different samples, and then diluted 1:10 with dilution buffer (20 mM Tris-HCl pH 8.1, 150 mM NaCl, 2 mM EDTA, 1% Triton X-100, supplemented with 1 x protease inhibitor cocktail before use). Five percent of the chromatin fraction was removed and saved as input, and the rest was pre-cleared with a normal IgG control before incubating with the antibody of interest overnight at 4 °C.

On the following day, the immune complexes were incubated with Dynabeads™ Protein A/G or Dynabeads™ M-280 Sheep anti-Mouse IgG (Life Technologies) (beads were pre-washed with ChIP dilution buffer three times before use) while rotating at 4 °C for 2 hours. The immunoprecipitated materials were subsequently washed once with low salt wash buffer (20 mM Tris-HCl pH 8.1, 150 mM NaCl, 2 mM EDTA, 0.1% SDS, 1% Triton X-100), once with high salt wash buffer (20 mM Tris-HCl pH 8.1, 500 mM NaCl, 2 mM EDTA, 0.1% SDS, 1% Triton X-100), once with LiCl wash buffer (10 mM Tris-HCl pH 8.1, 0.25 M LiCl, 1 mM EDTA, 1% NP-40, 1% deoxycholate), and twice with TE buffer (10mM Tris-HCl pH 8.0, 1 mM EDTA pH 8.0). Each wash was done with rotation at 4 °C for 5 minutes followed by separation on magnetic stand. The immunoprecipitated material was eluted twice in freshly prepared elution buffer (1% SDS, 0.1 M NaHCO3) with shaking on a vortexer for 20 minutes at room temperature. The eluted and input materials were then digested with proteinase K (200 µg/ml final concentration) at 55 °C for 2 hours. The crosslinking materials were reversed by incubating at 65 °C in a hybridization oven overnight. DNA was purified using a Qiagen PCR Purification Kit. The ChIPed DNA was then analyzed by qPCR using the SYBR Green detection chemistry and the location-specific primers in Supplemental Table II. Fold change was determined by normalizing the ChIPed DNA signal to the input DNA signal.

ChIP-seq library preparation

Prior to ChIP-seq library preparation, the concentration and size distribution of the ChIPed DNA samples was determined using a Qubit Fluorometer (Thermo Fisher Scientific) and the Agilent High Sensitivity DNA Kit (Agilent Technologies), respectively at the Sequencing Facility at the University of Wisconsin-Madison Biotechnology Center. Approximately 10-25 ng of ChIPed DNA from each condition was used to generate the ChIP-seq library using the Ovation Ultralow System V2 1-16 Kit (NuGEN Technologies), according to the manufacturer's protocol. Briefly, the DNA was end-repaired and ligated to Illumina sequencing adaptors. The ligated DNA was purified using Agencourt RNAClean XP beads (Beckman Coulter). A subsequent PCR amplification step (15 cycles) was performed to add linker sequence to the purified fragments for annealing to the Genome Analyzer flow-cell. Following PCR amplification, the library was separated on a 2% agarose gel (120 V, 1.5 hours) to select a narrow range of fragment sizes, and bands between 200-500 bp were excised. The library was purified from the excised agarose gel using the Qiagen MiniElute PCR Purification Kit following the manufacturer’s protocol.
Quality control for the size, purity, and concentration of the final ChIP-seq libraries was performed at the Sequencing Facility at University of Wisconsin-Madison Biotechnology Center. Qualified libraries were deep sequenced using an Illumina HiSeq 2000 per the manufacturer's instructions at the University of Wisconsin Biotechnology Center.

**ChIP-seq data analysis**

ChIP-seq reads were aligned to human genome (hg38) by Bowtie (version 1.1.2) with command line options `-quiet -q v 2 -a --strata -m 1 --phred33-quals -S`. We removed reads that were unmapped or PCR/optical duplicates and those that did not pass platform/vendor quality controls. ChIP-seq peaks were called by MACS (version 2.1.0.20151222) with a q-value cutoff of 0.05. Narrow peaks were called for H3K4me3 and broad peaks were called for H3K27me3 and H3K36me3. Peaks that overlapped with ENCODE’s Blacklisted Regions (https://www.encodeproject.org/annotations/ENCSR636HFF/) were removed. An overlap was defined as having at least one base-pair in common. We applied the same definition when comparing peaks from different conditions and a unique peak in one condition required that it did not have any overlap with peaks from the other condition in comparison. ChIP-seq signals were calculated by MACS as per million reads for fragment pileup profiles in bedGraph format and converted to bigWig format.

To prepare heatmaps of H3K27me3 signals, a ‘max-center’ was picked within each H3K27me3 peak by selecting the genomic locus with the highest H3K27me3 signal. If there were multiple loci with the highest signals, their geometric center will be defined as the ‘max-center’. Each max-center’s upstream and downstream 2kb regions were divided into 200 bins and each bin had an equal width of 10 bp. Average H3K27me3 signals were calculated for each bin. Bin signals across all the peaks within each cluster were further averaged and shown above the heatmap for the corresponding cluster.

We used GENCODE v27 basic gene annotation on the reference chromosomes only (https://www.gencodegenes.org/human/release_27.html) to define genomic locations and types of genes and their transcripts. The whole human genome were divided into four types of regions: (i) ‘exon region’, representing exons of protein-coding transcripts; (ii) ‘intron region’, representing introns from protein-coding transcripts and do not overlap with any ‘exon regions’ (Note that a gene may have multiple alternatively spliced isoforms, i.e., transcripts, and one isoform’s exon may overlap with another isoform’s intron); (iii) ‘promoter regions’, defined as the 5kb upstream region of protein-coding transcript’s Transcription Start Site (TSS) and do not overlap with any ‘exon region’ or ‘intron region’; (iv) ‘intergenic region’, representing the remaining genomic regions that do not belong to any of the above three types of regions. We further divided ChIP-seq peaks by these four types of regions: (i) ‘promoter peak’: peaks overlapped with ‘promoter region’; (ii) ‘intron peak’: peaks that overlapped with ‘intron region’ and do not overlap with any ‘promoter region’; (iii) ‘exon peak’: peaks overlapped with ‘exon region’ and do not overlapped with any ‘promoter region’ or ‘intron region’; (iv) ‘intergenic peak’: peaks that does not belong any of the other three peak categories. Peaks from the first three categories were also considered as ‘genic peak’.

To study H3K27me3 signals around TSS, we selected protein-coding transcripts that gained H3K27me3 peaks in genomic region 5 kb around their TSS (TSS - 5kb, TSS + 5kb).
5kb]) after Ctr9 knockdown. For these selected transcripts, we divided their [TSS-5kb, TSS+5kb] region into 100 bins, where each bin has an equal width of 100 bp. H3K27me3 signals were calculated for each bin and averaged across all transcripts.

We used GENCODE v27 basic gene annotation on the reference chromosomes only to define genomic locations and types of genes and their transcripts. The whole human genome were divided into four types of regions: (i) ‘exon region’, representing exons of protein-coding transcripts; (ii) ‘intron region’, representing introns from protein-coding transcripts and do not overlap with any ‘exon regions’ (Note that a gene may have multiple alternatively spliced isoforms, i.e., transcripts, and one isoform’s exon may overlap with another isoform’s intron); (iii) ‘promoter regions’, defined as the 5kb upstream region of protein-coding transcript’s Transcription Start Site (TSS) and do not overlap with any ‘exon region’ or ‘intron region’; (iv) ‘intergenic region’, representing the remaining genomic regions that do not belong to any of the above three types of regions. We further divided ChIP-seq peaks by these four types of regions: (i) ‘promoter peak’: peaks overlapped with ‘promoter region’; (ii) ‘intron peak’: peaks that overlapped with ‘intron region’ and do not overlap with any ‘promoter region”; (iii) ‘exon peak’: peaks overlapped with ‘exon region’ and do not overlapped with any ‘promoter region’ or ‘intron region”; (iv) ‘intergenic peak’: peaks that does not belong any of the other three peak categories. Peaks from the first three categories were also considered as ‘genic peak’.

For Figure S4D, 240 Ctr9-regulated genes were identified in previous published work. [Zeng et al., 2016]. For two out of the 240 genes, LOC100128881 and LOC728342, we could not map them to the current gene annotation and hence we analyzed the remaining 238 genes. Since a gene may contain multiple transcripts, we calculated individual transcript’s ChIP-seq signals and averaged them across all the transcripts from that gene. For H3K4me3, we calculated its signal over a transcript’s promoter, which was defined as the 5kb region upstream of a transcript’s TSS. For H3K27me3 and K3K36me3, we calculated their signals over a transcript’s promoter and a transcript’s genomic span (i.e., all exons and introns). UpSet plots were used to compare the number of genes with increased H3K27me3 signals and/or decreased H3K36me3 and H3K4me3 signals.

PRC2-EZH2 repressed genes were obtained from a recent study in mouse (Foxc1 and genes listed in Figure 4a of [Hirukawa et al., 2018]). All of the 24 mouse genes can be mapped uniquely to human genes except that Dbc1 was mapped to BRINP1 and CCAR2, so we analyzed all of the 25 human genes. We defined gene body as the union of genomic spans (i.e., all exons and introns) of all the transcripts from that gene. We calculated H3K27me3 signals over the gene bodies of these 25 genes before and after Ctr9 knockdown.

**mRNA expression correlation analysis using published TCGA breast tumor RNA-seq data**

For Figure S1F, complete correlation analysis and dot plotting were directly derived from the cBioPortal for Cancer Genomics (http://www.cbioportal.org/) by choosing RNA-seq datasets from [Ciriello et al., 2015]. 593 primary ER+ breast tumors with RNA-seq data were selected and Spearman correlation and corresponding p-values were recorded. For Figure 5D, TCGA Breast Cancer clinical records and RNA-seq datasets were downloaded from Genomic Data Commons Data Portal (https://portal.gdc.cancer.gov).
Estrogen receptor (ER) status was determined by the entry ‘breast_carcinoma_estrogen_receptor_status’ in patient’s clinical record. There are 803 ER positive patients have primary tumor RNA-seq data. Upper Quantile normalized FPKM (FPKMUQ) were used to study gene expression levels. If a patient had multiple primary tumor RNA-seq datasets, we took the average of gene’s FPKMUQ across all the datasets. Pearson correlation coefficient was calculated between two genes’ log10(FPKMUQ). P-values were adjusted by Benjamini & Hochberg procedure to account for multiple hypothesis testing.

**DATA AVAILABILITY**

The accession number for the ChIP-seq data reported in this paper is GEO: GSE133318. Source data have been provided separately with supplementary files.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

Statistical comparisons between two groups for RT-qPCR data and proliferation analyses were performed with Graphpad Prism software 7.0 using a paired two tails t-test. The sample size (n) is indicated in the figure legends and represents biological replicates. Details for sequence data analyses and statistical significance are described in the specific Method section.
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Figure 1. Ctr9 regulates a panel of KDM proteins in MCF7 breast cancer cells

(A) Schematic representation of the design of the doxycycline (Dox) inducible CTR9 knockdown system in MCF7 cells. eGFP reporter positive cells indicate shCTR9 RNA expression.

(B) Heat map illustrating relative enrichment ratio in expression of all human histone lysine demethylases (KDM) genes measured using an Affymetrix human transcriptome array 2.0. Triplicate samples of MCF7-tet-on–shCtr9 cells were treated with vehicle or Dox in the presence of DMSO (-E2) or 10 nM E2 (+E2). (GEO accession number GSE73388)

(C) RT-qPCR analysis of mRNA levels of CTR9 and KDM genes purified from either total RNA (left), or ribosome-bound RNA (right) from MCF7-tet-on–shCtr9 cells treated with either vehicle or Dox for seven days. Relative fold changes in mRNA levels are represented as the mean ± SD (n = 3). Total RNA or ribosome-bound RNAs were normalized to the internal control gene β-Actin or 18s rRNA, respectively. Values in the vehicle group were set to 1. Adjusted p-value of multiple t test (paired, two tails) with Holm-Sidak correction are calculated.

(D) Western blot analysis of specific KDM proteins indicated on the left. MCF7-tet-on-shCTR9 cells were treated with 500ng/ml Dox for zero days (D0) or seven days (D7), and total cell lysates and chromatin fractions were extracted. HSP90 and histone H3 were used as loading controls for the total lysate fraction, and the chromatin fraction, respectively.

(E) Western blot analysis of specific KDM proteins upon addition and withdraw of Dox (bottom) as shown in the scheme (top). MCF7-tet-on-shCtr9 cells were cultured in full medium containing 500ng/ml Dox for zero days or seven days, and then switched to medium lacking Dox (removal of Dox) and cultured for an additional seven days. HSP90 was the loading control.
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Figure 2. Depletion of Ctr9 leads to the global increase of H3K27me3 in MCF7

(A) Heat map showing the log2 relative fold change of histone methylation as measured by liquid chromatography tandem mass spectrometry (LC-MS/MS) in triplicate samples of MCF7-tet-on–shCtr9 cells treated with vehicle or Dox.

(B) Western blot analysis of histone modifications (top). Histones were extracted by HCl from MCF7-tet-on-shCtr9 cells were treated with 500ng/ml Dox for 0 day or 7 days. Histone H3 serves as a loading control. Ponceau S staining (bottom) of HCl extracted histones MCF7-tet-on-shCtr9 cells were treated with Dox for 0 day or 7 days and loaded in two-fold dilution. The bands intensity of H3K27me3 are quantified by ImageJ after normalizing with H3 loading controls.

(C) Western Blot analysis of H3K27me1/2/3 in MCF7-tet-on–shCtr9 cells treated with vehicle or Dox for 7 days followed by removal of Dox for 0 or 7 days (Top). Ponceau S staining (Bottom) of HCl extracted histones from MCF7-tet-on-shCtr9 cells in two-fold loading ratio. The bands intensity of H3K27me3 are quantified by ImageJ after normalizing with H3 loading controls.

(D) Flow cytometry analysis of H3K27me3 intensity in MCF7-tet-on–shCtr9 cells upon addition and removal of Dox.

(E) Bar chart showing the relative percentage of H3K27me1/2/3 as measured by liquid chromatography tandem mass spectrometry (LC-MS/MS) in triplicate samples of MCF7-tet-on–shCtr9 cells treated with vehicle or Dox for 7 days followed by removal of Dox for 0 or 7 days.

(F) Representative images in 3D volume view (left) and 2D zoom view (right) of Immuno-fluorescence staining of H3K27me3/nuclei/F-actin in MCF7-tet-on–shCtr9 cells upon addition and removal of Dox.

(G) Quantification of H3K27me3/nuclei staining intensity ratio in 20 randomly selected cells with complete nuclei. Data are represented as mean ± SD (n=3). Adjusted p-value of multiple t test (unpaired, two-tailed) with Holm-Sidak correction are calculated.
Figure 3. Inducible knockdown of Ctr9 results in gradual loss of H3K4me3 and H3K36me3 followed by genome-wide gain of H3K27me3

(A) Summary of overall and unique H3K27me3 peak numbers in MCF7-tet-on-shCtr9 cells treated with vehicle or Dox. Peak numbers are classified in total or in Promoter or Exon or Intron or Intergenic regions.

(B) Venn Diagram showing the overlapped and unique H3K27me3 peaks between Vehicle and + Dox groups (Top). Different clusters were assigned according to the Venn Diagram intersection. Clustered heatmap of H3K27me3 ChIP-seq signal in both vehicle and + Dox groups using the maximum peak value as matrix center (Bottom). Each cluster have a line plot on the top summarizing the average H3K27me3 ChIP-seq signal in the range of max peak center ± 2kb.

(C) Representative genome browser snapshots of the H3K27me3 ChIP-seq signals and corresponding peak profile in each cluster.

(D) Summary of gene numbers with increased H3K27me3 ChIP-seq signal or/decreased H3K4/K36me3 ChIP-seq signal after inducible loss of Ctr9 (+Dox vs vehicle) within previously identified 240 Ctr9 regulated genes.

(E) Representative genome-browser snapshots of serval Ctr9 regulated genes with significant increase of H3K27me3 ChIP-seq signal and decrease of H3K4me3 ChIP-seq signal simultaneously when Dox treated group was compared to vehicle.
Figure 4. Stable depletion of Ctr9 results in drastic expansion of H3K27me3 peaks across genome

(A) Venn Diagram showing the overlapped and unique H3K27me3 peaks between Control KD and two Ctr9 KD (shRNA#3 or shRNA #5) groups (Up). Different clusters were assigned according to Venn Diagram intersection. Clustered heatmap of H3K27me3 ChIP-seq signal in both Control KD and two Ctr9 KD groups using the maximum peak value as matrix-center (Bottom). Each cluster have a line plot on the top summarizing the average H3K27me3 ChIP-seq signal in the range of max peak center ± 2kb.

(B) Summary of gene numbers with increased H3K27me3 ChIP-seq signal or/and decreased H3K4/K36me3 ChIP-seq signal after stable knockdown of Ctr9. (shCtr9#3 or shCtr9#5 vs shControl) within 240 Ctr9 regulated genes

(C) Representative images of 40x scanned tumor cores with high or low Ctr9 IHC staining and corresponding H3K27me3 IHC staining in breast cancer TMA slides.

(D) Correlation analysis between Ctr9 and H3K27me3 IHC staining by calculating the 4-bin H-score after excluding non-available samples.(n=308) (0+: negative staining; 1+: weak staining; 2+: medium staining; 3+: strong staining). Pearson correlation r value and two-tailed t test p-value were shown.
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Figure 5. Depletion of Ctr9 results in switching from PRC2.2 to PRC2.1 subtype

(A) Western Blot analysis of PRC2 core (EZH2/SUZ12/EED/RbAp48) and facultative subunits (PRC2.1: EPOP/PCL2/PCL3; PRC2.2: Jarid2/AEBP2) in total lysates and chromatin fractions in MCF7-tet-on-shCtr9 cells treated with 500ng/ml Dox for zero days (D0) or seven days (D7). β-actin and Histone H3 were used as loading controls for total lysates and chromatin extract, respectively.

(B) Western blotting analysis of PRC2 core and facultative subunits in total lysates and extracted chromatin fraction of MCF7-shControl or MCF7-shCtr9#3 or ShCtr9#5 cells. Histone H3 was used as a loading control.

(C) Western Blot analysis of PRC2 core subunits and facultative components using chromatin extracts from MCF7-tet-on-shCtr9 cells were addition and withdraw of Dox. Histone H3 was used as a loading control.

(D) Bar chart showing the person correlation of RNA-seq data between Ctr9 and core or facultative subunits of PRC2 complex in 803 primary ER+ breast tumor samples from TCGA. P-values were adjusted by Benjamini & Hochberg correction.

(E) Co-Immunoprecipitation of PRC2 core subunits (EZH2/SUZ12/EED/RbAp48) and auxiliary components (EPOP/PCL2/PCL3; Jarid2/AEBP2) using nuclear extracts from MCF7-tet-on-shCtr9 treated with vehicle or Dox for 7 days. IgG IP served as negative controls. β-actin was used as a loading control for input.

(F) Western blot of Ctr9, EZH2, KDM6A and H3K27me1/2/3 in an immortalized non-transformed mammary epithelial cell line (MCF10A), four ER+ human breast cancer cell lines, and three TNBC cell lines. HSP90 and histone H3 were loading controls for whole cell lysate and extracted histones, respectively.
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Figure 6. Exogenous expression of JARID2 or KDM6A partially rescues the cellular defects caused by Ctr9 KD

(A) Western Blot validation of exogenous expression of Flag-tagged Ctr9, Jarid2 or KDM6A in MCF7-shControl or MCF7-shCtr9#3 cells. MCF7-shControl or MCF7- shCtr9#3 cells transfected with blank vector served as negative controls. β-actin was used as a loading control.

(B) Measurement of cell proliferation by cell counting in Control KD or Ctr9 KD MCF7 cells transfected with blank vector or Flag-Jarid2/KDM6A/Ctr9 expressing plasmid. Adjusted p-value of multiple t test (unpaired, two-tailed) with Holm-Sidak correction are calculated.

(C) Representative image of 2D colony formation of Control KD or Ctr9 KD MCF7 cells transfected with blank vector or Jarid2/KDM6A overexpression plasmid (n=3) (Top). Quantification of relative colony numbers using Image J normalized by average colony diameters (Bottom). Number in MCF7-shControl transfected with blank vector group was set as 100%. Data are represented as mean±SD (n=3). P-value of unpaired two-tailed t test with Welch correction are shown.

(D) PI staining-based cell cycle analysis of control KD or Ctr9 KD MCF7 cells transfected with blank vector or Flag-Jarid2/KDM6A/Ctr9 expressing plasmid.

(E) Western Blot of H3K27me1/2/3 in MCF7-shControl or MCF7-shCtr9#3 cells with exogenous expression of Flag-tagged Ctr9, Jarid2 or KDM6A (top). Ponceau S staining of HCl extracted histones in two-fold dilution for loading (bottom). The bands intensity of H3K27me3 are quantified by ImageJ after normalizing with H3 loading controls.
Figure 7. Depletion of Ctr9 sensitizes MCF7 cells to UNC1999, an EZH2 inhibitor

(A) Cell viability measured by MTT assays after treating MCF7-shEZH2 or MCF7-tet-on-shCtr9 cells (vehicle or Dox) with increasing doses of UNC1999. Data are represented as mean ± SD (n=3) normalized to a control compound UNC2400 at corresponding concentrations. IC_{50} was calculated through non-linear regression against log(inhibitor) response model.

(B) Measurement of cell proliferation by cell counting with trypan blue exclusion after treating MCF7-shEZH2 or MCF7-tet-on-shCtr9 cells (vehicle or Dox) with DMSO control, 1 µM UNC2400 or 1 µM UNC1999 for 4 days. Data are represented as mean ± SD (n=6). Adjusted p-value of multiple t test (unpaired, two-tailed) with Holm-Sidak correction are shown.

(C) Representative image of 2D colony formation of MCF7-tet-on-shCtr9 cells (vehicle or Dox) treated with DMSO or 1 to 10 µM of UNC2400/UNC1999 for 2 weeks (n=3) (Left). Relative colony numbers were quantified using Image J normalized by average colony diameters (Right). DMSO treatment groups were set as 100%. Data are represented as mean ± SD (n=3). Adjusted p-value of multiple t test (unpaired, two-tailed) with Holm-Sidak correction are shown.

(D) Flow cytometry analyses of PI uptake and annexin-V FITC labeling in MCF7-shControl or MCF7-shCtr9#3 or Ctr9#5 cells treated with DMSO, 0.2 to 50 µM UNC1999, or 50 µM UNC2400 for 2 days.

(E) Flow cytometric quantification of percentage of apoptotic cells (Annexin-V+/PI-) in MCF7-shControl or MCF7-shCtr9#3 or MCF7shCtr9#5 after treating with DMSO or ascending concentrations of UNC1999.
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E. Scatter plot showing Log2 RPKM values for various genes.
Figure S1 (related to Figure 1) CTR9, but not other Paf1c subunits, regulate KDM protein expression in breast cancer cells

A. Representative genome browser views of RNA Pol II binding around the TSSs of KDM genes in MCF7-tet-on–shCtr9 cells treated with vehicle or Dox followed by DMSO or 10 nM E2 treatment.

B. RT-qPCR analyses of mRNA levels of CTR9 and KDM genes in ER+ breast cancer cell lines MCF7/T47D expressing shControl, shCtr9#3 or shCtr9#5. Relative fold change in mRNA levels are represented as means ± SD (n = 3) and were normalized to the internal control β-Actin. P-values were calculated using a paired two tails t-test.

C. Western blot of KDM proteins in total lysates or extracted chromatin fractions from MCF7-shControl, MCF7-shCtr9#3 or MCF7-shCtr9#5 cells. HSP90 and histone H3 served as loading controls for total lysates, and the chromatin extract, respectively.

D. Western blot of KDM proteins in total lysates or extracted chromatin fractions from T47D-shControl, T47D-shCtr9#3 or T47D-shCtr9#5 cells. HSP90 and histone H3 served as loading controls for the total lysates, and the chromatin extract, respectively.

E. Dot plot showing the correlation between CTR9 and KDMs at the mRNA level in 593 ER+ invasive breast tumors from TCGA (n = 593 biologically independent patient samples). Spearman correlation and corresponding p-values were shown.
Figure S2. (Related to Figure 2)

A.

**H3K27me3 -- ELISA**

- Normalized OD450nM absorbance
- ShControl, shCtrl9#3, shCtrl9#5

B.

<table>
<thead>
<tr>
<th>T47D</th>
<th>shControl</th>
<th>shCtrl9#3</th>
<th>shCtrl9#5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loading ratio: 2 : 1</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H3K27me1</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H3K27me2</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H3K27me3</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H3</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
</tbody>
</table>

C.

**BT474**

- Loading ratio: 2 : 1
- 25 kDa, 17 kDa, 10 kDa

D.

**MCF7-tet-on-parental**

HCl Extracted Histones

- + Dox: D0, D3, D5, D7
- Loading ratio: 2 : 1
- MW (kDa): 17

H1, H2B, H2A, H4
Figure S2 (related to Figure 2)  Depletion of CTR9, but not other Paf1c subunits, leads to the global increase of H3K27me3 in multiple breast cancer cell lines

A. ELISA analyses of H3K27me3 levels in MCF7, T47D and BT474 expressing shControl, shCtr9#3 or shCtr9#5. Data are represented as the mean ± SD (n = 6) and were normalized to respective total H3 levels. P-values were calculated using paired two tails t test.

B. Western blot of H3K27me1/2/3 in T47D cells stably expressing shControl, shCtr9#3, or shCtr9#5 (top). Ponceau S staining of HCl extracted histones diluted two-fold for loading (bottom).

C. Western blot of H3K27me1/2/3 in BT474 cells stably expressing shControl, shCtr9#3, or shCtr9#5 (top). Ponceau S staining of HCl extracted histones diluted two-fold for loading (bottom).

D. Western Blot of H3K27me1/2/3 in MCF7-tet-on-parental cells in a time course Dox treatment (top). Ponceau S staining of HCl extracted histones in two-fold dilution for loading (bottom).
Figure S3. (Related to Figure 4)

A.

B.

TSS±5kb with gained H3K27me3 peaks (shCtr9#3/#5 vs shControl)

C.

D.

MCF7

shControl (overall)

shCtr9#3 (overall)

shControl (unique)

shCtr9#3 (unique)

MCF7

shControl (overall)

shCtr9#5 (overall)

shControl (unique)

shCtr9#5 (unique)

H3K27me3 ChIP-seq peaks number

H3K27me3 ChIP-seq signal (FPKM)

H3K27me3 peak width (bp)

p-value
Figure S3 (related to Figure 4) Stable depletion of CTR9 results in increased H3K27me3 peak numbers, intensity, and width

A. Summary of overall and unique H3K27me3 peak numbers in MCF7 cells stably expressing shControl, shCtr9s#3, or shCtr9#5. Peak numbers are classified as the total number of peaks, as well as the number of peaks in the promoter, exons, introns, or intergenic regions.

B. Knocking down CTR9 using shCtr9#3 and shCtr9#5 induced a statistically significant increase of H3K27me3 and decrease of H3K4/K36me3 ChIP-seq signals across the genome and intergenic regions as compared to the shCtr9 control. P-values are shown on the top of each bar chart.

C. Genome-wide increase of H3K27me3 ChIP-seq peak width when CTR9 was stably knocked down by shCtr9#3 and shCtr9#5. P-values were calculated using a one-sided Mann-Whitney U test.

D. The average ChIP-seq profiles of H3K27me3 signal at those TSS ± 5kb regions with gained H3K27me3 peaks after CTR KD in MCF7 cells expressing shCtr9#3 (left) or shCtr9#5 (right) relative to MCF7 cells expressing control shRNA.
Fig S4. (Related to Figure 4)

A. BrCa TMA slides (n=382)

H3K27me3

Ctr9

B. Good example

Raw data  
Tissue Segmentation (Epithelial vs Stromal)  
Cell Segmentation (Nucleus)  
Score-map (4-bin H-score)

Bad examples
(Excluded)

Too much adipose tissue  
Overfolded tissue  
Bad section: Tissue debris
Figure S4 (related to Figure 4) CTR9 has inverse correlation with H3K27me3 in breast cancer TMA samples.

A. A general snapshot of breast cancer (BrCa) TMA slides (382 tumor cores) with H3K27me3 (left) and Ctr9 (right) IHC staining.

B. Workflow for analyzing Ctr9 or H3K27me3 IHC staining in the nucleus of tumor epithelial cells and H-score grading in appropriate tumor cores. (Top) Representative bad samples of tumor cores within TMA slides that need to be excluded for correlation analysis. (Bottom)
Fig S5. (Related to Figure 1 and Figure 3)

A.

MCF7-tet-on-shCtr9

- Vehicle H3K4me3 peaks
  + Dox H3K4me3 peaks
- Dox Input
  + Dox Input

B.

MCF7-tet-on-shCtr9

Normalized log [% of Input (+ Dox Vehicle)]

TSS (Transcription start site)

- H3K4me3
- H3K9me3
- H3K27me3
- H3K36me3

*p < 0.05
**p < 0.01
Figure S5 (related to Figure 1 and Figure 3) CTR9-regulated KDM genes are subjected to PRC2 and H3K27me3 regulation

A. Genome browser snapshots of H3K4me3 ChIP-seq profiles at the TSSs of CTR9-regulated KDM genes in MCF7-tet-on-shCtr9 cells treated with vehicle or Dox. KDM4B serves as a negative control.

B. ChIP-qPCR analyses of H3K4me3, H3K9me3, H3K27me3, and H3K36me3 signals at the TSSs of KDM genes in MCF7-tet-on-shCtr9 cells treated with vehicle or Dox. The modified histone ChIP inputs were normalized to the total H3-ChIP input, and the ratios of the ChIP signal over input between Dox and vehicle treated group were log2 transformed (n=3). P-values were calculated using a paired two tails t-test.
Figure S6. (Related to Figure 5)

A. PRC2-EZH2 repressed genes

Change of H3K27me3
ChIP-seq signal (FPKM)

 adversarial

shCtrl#3 vs shControl

shCtrl#5 vs shControl

B. H3K27me3 ChIP-seq

1kb

MCF7
shCtrl#3 peaks
shCtrl#5 peaks
shControl peaks

SLFN5

FOXC1

[0-70] [0-70]
Figure S6 (related to Figure 5) Expression of PRC2/EZH2 target genes are regulated by CTR9 in breast cancer cells

A. Change of H3K27me3 ChIP-seq signal on 25 human analogous genes after stable knockdown Ctr9 (shCtr9#3 or shCtr9#5 vs shControl). These 25 human homologous genes are derived from PRC2-EZH2 repressed genes in mouse.

B. Representative genome-browser snapshots of H3K27me3 ChIP-seq profile at FOXC1 and SLFN5 genes with increased H3K27me3 ChIP-seq signal when Ctr9 was lost (shCtr9#3 or shCtr9#5 vs shControl).
Figure S7. (Related to Figure 6)
Figure S7 (related to Figure 6) Exogenous expression of JARID2 or KDM6A attenuate the proliferation-defect of Ctr9 KD MCF7 cells

(Up) Gating strategy for Edu staining based flow cytometry analysis. (Bottom) Quantification of Edu positive cells in control KD or Ctr9 KD MCF7 cells transfected with blank vector or Flag-Jarid2/KDM6A/Ctr9 expressing plasmid. P-value of unpaired two tails t test with Welch correction were calculated.
Figure S8. (Related to Figure 7)

A. Relative growth of MCF7-tet-on-shCt9 cells treated with Vehicle (IC50 = 5.1 ± 0.6 μM) or MCF7 (IC50 = 8.6 ± 0.9 μM) in comparison to shEZH2.

B. Cell number (x100000) for MCF7-tet-on-shCt9 cells treated with DMSO, GSK343 (0.5 μM), EED226 (1 μM), Vehicle + Dox, and MCF7-shEZH2.

C. Images showing the effect of UNC2400 and UNC1999 on cell toxicity in MCF7-shCt9#3 and MCF7-shCt9#5.

D. Area ratio of 3D spheroids for MCF7-shControl, shCt9#3, and shCt9#5 over time post treatment with UNC1999 (50 μM) or UNC2400 (50 μM).
**Figure S8 (related to Figure 7)** Depletion of CTR9 sensitizes MCF7 cells to two mechanistically distinct PRC2 inhibitors

A. Cell viability measured by MTT assays after treating MCF7-shEZH2 or MCF7-tet-on-shCtr9 cells (pretreated with vehicle or Dox) with increasing doses of SAM-based EZH2 inhibitor GSK343 (left) or PRC2 allosteric inhibitor EED226 (right). Data are represented as the mean ± SD (n=3) normalized to 10^{-10} M treatment data. The IC_{50} was calculated using a non-linear regression model of log(inhibitor) response.

B. Measurement of cell proliferation by cell counting with trypan blue exclusion after treating MCF7-shEZH2 or MCF7-tet-on-shCtr9 cells (pretreated with vehicle or Dox) with DMSO, 0.5 µM GSK343, or 1 µM EED226 for four days. Data are represented as the mean ± SD (n=6). Adjusted p-value were calculated by multiple t test (unpaired, two tails) with Holm-Sidak correction.

C. Representative confocal images of 3D spheroids (MCF7 shControl/ shCtr9#3/ shCtr9#5) after treated with ascending concentration of UNC1999 (EZH2i) for 2 days. UNC2400 (negative paralog) serves as a negative control. Nuclei were stained in blue. Live cells with ubiquitous esterase activity were in green; Dead cells with impaired cell membrane were in red.

D. Time coursed measurement of 3D spheroids (MCF7-shControl/ shCtr9#3/ shCtr9#5) area ratio (Area_{0hr} / Area_{Xhr}) after treated with 50 µM UNC1999 (EZH2i, left) or 50 µM UNC2400 (Negative paralog, right) for 0 – 72 hr. Data are represented as mean ± SD. (n=3)
Table S1. (Related to Figure 1C, Figure S1B and Figure S4A)

<table>
<thead>
<tr>
<th>Primers</th>
<th>Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ctr9 QF</td>
<td>5'-GCCGAGTTGGTCTTCCAGAGATTC-3'</td>
</tr>
<tr>
<td>Ctr9 QR</td>
<td>5'-GCTTTTGCACGGTCCAATGACG-3'</td>
</tr>
<tr>
<td>KDM1A QF</td>
<td>5'-TCAGGAGTTGGAAACCGAATCCC-3'</td>
</tr>
<tr>
<td>KDM1A QR</td>
<td>5'-GTTGAGAGAGGTGTGGCATTAGC-3'</td>
</tr>
<tr>
<td>KDM2B QF</td>
<td>5'-CATGGAAGTTGGCTCATCTGCAATG-3'</td>
</tr>
<tr>
<td>KDM2B QR</td>
<td>5'-ACTTCGGACACTCCCAGCAGTT-3'</td>
</tr>
<tr>
<td>KDM3B QF</td>
<td>5'-GCTCTGTAAATGCTGAAAGGAGG-3'</td>
</tr>
<tr>
<td>KDM3B QR</td>
<td>5'-CACATTGTCGCAAAAACCCAGTGG-3'</td>
</tr>
<tr>
<td>KDM4B QF</td>
<td>5'-GCCGAGAGAGGTGTGGCATTAGC-3'</td>
</tr>
<tr>
<td>KDM4B QR</td>
<td>5'-GTTGAGAGAGGTGTGGCATTAGC-3'</td>
</tr>
<tr>
<td>KDM5B QF</td>
<td>5'-AGCCAGAGACTGGCTTCAGGAT-3'</td>
</tr>
<tr>
<td>KDM5B QR</td>
<td>5'-AGCCAGAGACTGGCTTCAGGAT-3'</td>
</tr>
<tr>
<td>KDM6A QF</td>
<td>5'-AGCCGAAAGGAGCCGTTGAAA-3'</td>
</tr>
<tr>
<td>KDM6A QR</td>
<td>5'-AGCCGAAAGGAGCCGTTGAAA-3'</td>
</tr>
<tr>
<td>KDM6B QF</td>
<td>5'-GGAGGCCACACGCTGCTAC-3'</td>
</tr>
<tr>
<td>KDM6B QR</td>
<td>5'-GCCAGTATTAGAAGCTCAAGCTAC-3'</td>
</tr>
<tr>
<td>Jarid2 QF</td>
<td>5'-GCCGAGGAGGAGCCGTTGAAA-3'</td>
</tr>
<tr>
<td>Jarid2 QR</td>
<td>5'-GCCGAGGAGGAGCCGTTGAAA-3'</td>
</tr>
<tr>
<td>β-actin QF</td>
<td>5'-GGTGTCTTCAGGATAATCTCCTGGG-3'</td>
</tr>
<tr>
<td>β-actin QR</td>
<td>5'-GGTGTCTTCAGGATAATCTCCTGGG-3'</td>
</tr>
<tr>
<td>18sRNA QF</td>
<td>5'-GGACAGAGTACTGGCGGAAAC-3'</td>
</tr>
<tr>
<td>18sRNA QR</td>
<td>5'-GGACAGAGTACTGGCGGAAAC-3'</td>
</tr>
</tbody>
</table>

ChIP-qPCR primers used in Figure S4A

<table>
<thead>
<tr>
<th>Primers</th>
<th>Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDM1A-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM1A-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM2B-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM2B-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM3B-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM3B-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM4B-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM4B-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM5B-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM5B-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM6A-TSS ChIP-F</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
<tr>
<td>KDM6A-TSS ChIP-R</td>
<td>5'-GGGCGTCTCCAGGACGTTAGCA-3'</td>
</tr>
</tbody>
</table>

Table S1. Sequence of RT-qPCR and ChIP-qPCR primers used in Figure 1C, Figure S1B and Figure S4B