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Abstract

Surprise signals a discrepancy between predicted and observed outcomes. It is theorized to segment the flow of experience into discrete perceived events, drive affective experiences, and create particularly resilient memories. However, the ability to precisely measure naturalistic surprise has remained elusive. We used advanced basketball analytics to derive a quantitative measure of surprise and characterized its behavioral, physiological, and neural effects on human subjects observing basketball games. We found that surprise served to segment ongoing experiences, as reflected in subjectively perceived event boundaries and shifts in neocortical neural patterns underlying belief states. Interestingly, these effects differed by whether surprising moments contradicted or bolstered current predominant beliefs.

Surprise also positively correlated with pupil dilation, processing in subcortical regions associated with dopamine, game enjoyment, and, along with these physiological and neural measures, long-term memory. These investigations support key predictions from event segmentation theory and extend theoretical conceptualizations of surprise to real-world contexts.
Introduction

As events in the world unfold, the brain rapidly adjusts its predictions of what will happen next. Of course, our predictions are not always correct – when they are inaccurate, we experience surprise (i.e., unsigned prediction error\(^1\)-\(^5\)). Surprise is theorized to be critical for learning and memory\(^6\),\(^7\), updating our beliefs about the structure of the world\(^8\), and demarcating events in the continuous flow of time\(^9\). Moreover, although people typically prefer certainty about outcomes that are instrumental for survival\(^10\), in domains with non-instrumental information, such as narratives, music, and sports, people tend to prefer violations of their expectations\(^11\)-\(^13\), suggesting that surprise is often a rewarding affective experience.

Although surprise has been elegantly operationalized in laboratory experiments, in more naturalistic settings it is difficult to precisely characterize. Most experiments measure surprise in the context of discrete temporal units (e.g., trials) involving repeated sensory cues, rather than as a probabilistic belief state that is continuously updated over time\(^14\). Here, we leveraged naturalistic stimuli (video clips of basketball games) in which we could quantify how people continuously update their predictions about an outcome (which team will win). First, we describe and validate our model of surprise. Then, we show how surprise relates to perceived event boundaries, the segmentation of neural event states, and pupil dilation. Finally, we show that surprise predicts both subjective enjoyment and neural signatures of reward and leads to improved long-term memory for events.

Results

Calculating and validating surprise during basketball viewing
Self-ascribed basketball fans ($N = 20$, 6 female) underwent eye tracking and fMRI scans while watching the final five minutes of nine games from the 2012 men’s NCAA® college basketball (“March Madness”) tournament (Fig 1A). Subjects reported their preferred team (if any) and enjoyment after each game and freely recalled the games from memory after each set of three. We operationalized predictions using a “win probability” metric derived from an expert basketball analyst that was constant within possessions of the game and updated after each score or possession change (Fig 1A, B, top; Fig S1). These predictions were used to compute punctate values of surprise, defined as the absolute value of the derivative of the win probability time course. Note that surprise refers to prediction errors (differences between expected and actual outcomes) that can\textsuperscript{15}, but do not always\textsuperscript{1}, lead to belief updates (how much beliefs change as a result); here we operationalize surprise to indicate both a model-based estimate of the prediction error an observer should experience at possession boundaries and how much they should update their beliefs going into the next possession.

To validate that subjects represented these probabilities in some form, at the end of the experiment we presented them with a test featuring scenarios from different 2012 tournament games that they had not previously viewed (Fig 1C). In this test, subjects rated the likelihood that the home team would win for every possession (starting with five minutes left) when given the score, the time remaining, and which team had the ball. The distribution of probabilities in this test resembled those from viewed games (Fig S2). Indeed, subject responses correlated highly with the win probabilities specified by the algorithm (mean $r = 0.82$, range $= 0.69$ to $0.92$, $p < 0.001$), validating its use for computing surprise.
Fig 1. Experimental procedure and surprise calculation and validation. a) Subjects undergoing eye-tracking and fMRI viewed and recalled nine NCAA basketball games. Game screenshot was blurred here for copyright reasons. b) (top) Win probability metrics (used to model subjects’ predictions) from an established algorithm chart the likelihood of one team winning across time points in the scanner (TRs). (bottom) Surprise was defined as the unsigned derivative of this time course. c) (top) Subject predictions were tested on scenarios from different games given at the end of the experiment. (bottom) Subject predictions correlated highly with the algorithm.
**Surprise increases subjective event segmentation, the segmentation of neural states, and pupil dilation**

Event segmentation theory (EST) posits that humans naturally segment their ongoing stream of experience and create internal event models to predict upcoming events\(^{16,17}\). Violations of these predictions (i.e., surprises) are thought to create event boundaries, which are reflected by subjective segmentation of continuous perception\(^{16}\), pronounced shifts in neural states\(^{18}\), and physiological changes such as pupil dilations\(^{19-23}\). Here, we investigated how surprise relates to these measurements.

First, we wanted to examine how a separate group of basketball fans perceived game events and how these judgments related to surprise. These fans (\(N = 15, 8\) female) watched the games outside of the scanner and responded when they perceived the ending of “game units” at the coarsest level that was meaningful to them (see Methods for instructions). Overall, subjects responded anywhere from 5 to 150 times (66 ± 11.7) across the 9 games (Fig 2A). Based on these responses, we computed a *subjective boundary agreement* score for each possession boundary (e.g., score or change in possession), quantifying the agreement across subjects (ranging from 0 for no agreement to 1 for perfect agreement) that a game unit ended at that possession boundary. Crucially, supporting the predictions from EST outlined above, subjective boundary agreement correlated with model-based surprise across possession boundaries (\(r = 0.25, p = 0.01\), permutation test shuffling possessions within each game) (Fig 2C).

We next intuited that, while subjects can represent these predictions probabilistically (Fig 1C), they could also binarize their predictions\(^{24}\), holding a predominant belief of the likely
winner (e.g., team X currently has >50% chance of winning). If so, new evidence that is consistent with this belief (e.g., team X scores) should differ from evidence that is inconsistent with this belief (e.g., team Y scores); inconsistent evidence requires more updating of one’s beliefs regarding the future state of the world, and thus should be more likely to trigger segmentation (Fig 2B). Thus, we next correlated subjective boundary agreement across possession boundaries separately with belief-consistent and belief-inconsistent surprise (Fig 2C). The correlation was significant for belief-inconsistent but not belief-consistent surprise, and the two significantly differed (inconsistent: \( r = 0.40, p < 0.001 \); consistent: \( r = -0.06, p = 0.8 \); difference: \( r = 0.46, p < 0.001 \), permutation tests shuffling possessions within each game).

Taken together, these results suggest that event segmentation increases with surprise and, rather than simply demarcating probabilistic changes in belief, segmentation is especially robust when new information conflicts with the predominant belief.
Fig 2: Perceived event boundaries correlate with surprise measures. a) Each subject’s annotations demarcating game units are shown in rows (black ticks) amidst actual possession boundaries for one game (gray). (b) Hypothetical examples show how surprise, belief-consistent surprise, and belief-inconsistent surprise were calculated. (c) (left) Subjective boundary agreement (the proportion of subjects who marked an event boundary at each possession boundary) is plotted for one game against win probability for the home team, surprise, belief-consistent surprise, and belief-inconsistent surprise at those boundaries (right). Subjective boundary agreement was significantly correlated with both surprise and belief-inconsistent surprise. *: p < 0.05.
We next attempted to capture signatures of the segmentation of continuous experience in neural data, leveraging Hidden Markov models (HMMs) to analyze BOLD responses in fMRI\textsuperscript{18,25}. HMMs are data-driven algorithms that probabilistically segment data into stable states and discrete shifts between those states, making them useful for aligning events in the world and events in the brain. Here we used HMMs to address three questions: First, do HMM state transitions naturally align with actual game possession boundaries? Second, following from the hypothesis that surprise leads to event segmentation, does surprise predict more frequent HMM state transitions across possessions and does greater cumulative surprise lead to more neural event states across games? Finally, are HMM state transitions more likely to occur at moments of belief-inconsistent versus belief-consistent surprise? We addressed these questions using neural activity from primary visual cortex (V1), precuneus, and ventromedial prefrontal cortex (vmPFC) as \textit{a priori} regions-of-interest (ROIs). We predicted that V1 would track small time-scale changes with clear sensory features\textsuperscript{18,26}, like possession changes, and could also be modulated by higher-level processes\textsuperscript{14,27}. For precuneus, a node in the default mode network, we predicted state changes would occur on a longer time-scale and reflect subjective segmentations, as was found previously\textsuperscript{18}. Finally, we predicted that representations in vmPFC, a higher-level region involved in abstract inference and the representation of abstract states\textsuperscript{28–31}, would change on the longest time-scale and more frequently with higher surprise, reflecting changes in the broader narrative of the game.

In agreement with our prediction, the time course of neural state transitions in V1 was significantly correlated with the time course of ground-truth possession changes, which involve substantial changes in visual features (Fig 3B; $r = 0.18$, $p < 0.001$, via permutation tests).
preserving possession lengths within each game). This effect was not found in our high-order ROIs, precuneus \((r = 0.07, p = 0.26)\) and vmPFC \((r = 0.04, p = 0.51)\).

Next, we asked whether surprise leads to more neural event states both across games and possessions. Across games, we correlated the mean surprise per minute in each game and the cross-validated best-fitting number of states per minute (averaged across subjects) in each neural region. This relationship was significant in vmPFC \((r = 0.73, p = 0.03\), via permutation tests that shuffle games) but not in V1 \((r = 0.58, p = 0.16)\) nor precuneus \((r = 0.38, p = 0.30)\).

Representational shifts did not correlate with possible confounding factors such as the number of possessions per minute (vmPFC: \(r = -0.42, p = 0.65\)) nor the number of camera angle changes per minute (vmPFC: \(r = -0.10, p = 0.85\)), and the relationship with mean surprise per minute remained significant in a regression model controlling for these factors (\(p = 0.04\), via permutation tests that shuffle games) (Fig 3B).

To investigate the effects of surprise at the finer temporal resolution of possessions, we first calculated (for each region of interest, and for each possession boundary) HMM state transition agreement, operationalized as the proportion of subjects showing at least one HMM state transition in the 15-s window spanning the possession boundary (±7 s around the boundary). Then, we correlated this value with surprise across possession boundaries. In contrast to the first analysis in this section, which looked at whether HMM state transitions were more likely to occur at possession boundaries (vs. other time points), this analysis “zooms in” on possession boundaries and asks whether the occurrence of HMM state transitions at these time points is modulated by surprise. We found that vmPFC state transition agreement at possession boundaries was significantly correlated with surprise \((r = 0.21, p = 0.02, via\)
permutation tests that shuffle surprise across possessions within each game), but this relationship was not significant in V1 ($r = 0.11, p = 0.19$) nor precuneus ($r = 0.16, p = 0.12$) (Fig 3D). Therefore, vmPFC pattern shifts occur more frequently with greater surprise.

We next asked if HMM state transition agreement differentially correlated with belief-consistent versus belief-inconsistent surprise across possession boundaries. Correlations were significant for belief-inconsistent surprises in all three regions (V1: $r = 0.29, p = 0.008$; precuneus: $r = 0.24, p = 0.02$; vmPFC: $r = 0.25, p = 0.02$), but they were not significant for belief-consistent ones (V1: $r = -0.12, p = 0.34$; precuneus: $r = -0.04, p = 0.89$; vmPFC: $r = 0.03, p = 0.58$; difference between belief-inconsistent and belief-consistent: V1: $r = 0.41, p = 0.01$; precuneus: $r = 0.29, p = 0.04$; vmPFC: $r = 0.22, p = 0.12$) (Fig 3D, lower right). These results accord with neural predictions of EST\textsuperscript{9}, specifically that vmPFC holds higher-level predictive representations, and that surprising outcomes – especially those that counter the current belief and thereby increase uncertainty – “reset” neural representations of event models\textsuperscript{32}. Finally, we asked whether HMM state transition agreement correlated with subjective boundary agreement across subjects, given that both measures correlated with surprise (and specifically belief-inconsistent surprise) from the underlying model. We found that HMM state transition agreement in precuneus ($r = 0.31, p < 0.001$) and V1 ($r = 0.27, p = 0.001$) correlated with subjective boundary agreement, whereas vmPFC did not ($r = 0.02, p = 0.66$).

In sum, neural states in these three regions appear to change on different time-scales, and they are most strongly modulated by different variables. V1 state changes occur rapidly and successfully track possession boundaries overall, but also become more likely at surprising event boundaries. This may be a consequence of modulation from higher-level regions\textsuperscript{27}.
Precuneus changes occur at a moderate rate and appear especially well-tuned for tracking subjective event boundaries\textsuperscript{18,33}. Lastly, vmPFC changes occur sparsely (less than once per minute), but they occur preferentially at surprising moments and, in particular, when events conflict with the current belief about the likely game winner. This result is consistent with vmPFC “resetting” during moments of behavioral uncertainty\textsuperscript{34} or salient changes in environmental structure\textsuperscript{32,35,36}.

Additionally, we performed exploratory analyses asking how HMM state transitions correspond to the above surprise measures in other parts of the neocortex by repeating these across-possession analyses in 48 bilateral cortical parcels from the Harvard-Oxford Brain Atlas (Fig S3, full details in Supplementary Table 1). These results were largely consistent with those above: The frontal medial cortex parcel, which best overlaps our vmPFC ROI, was among the regions showing the strongest correlations for both surprise ($r = 0.20, p = 0.14$, permutation test shuffling possessions within each game; after cuneal cortex) and belief-inconsistent surprise ($r = 0.24, p = 0.04$; after cuneal cortex, precuneus, posterior parahippocampal gyrus, posterior medial temporal gyrus, temporo-occipital inferior temporal gyrus, and lingual gyrus). The precuneus showed strong correlations with belief-inconsistent surprise ($r = 0.26, p = 0.02$) and subjective boundary agreement ($r = 0.28, p = 0.001$). The angular gyrus also strongly aligned with subjective boundary agreement ($r = 0.21, p = 0.005$), in line with previous accounts\textsuperscript{18,33}. 
Fig 3: Surprise predicts neural event boundaries. a) V1 (top), precuneus (middle), and vmPFC (bottom) ROIs are shown. b) (left) TR-by-TR, 2-D spatial correlation matrices in each ROI plotted over time reveal off-diagonal, “block-like” structure relating to different brain states demarcated by Hidden Markov model (HMM) boundaries (white). Actual possession boundaries are shown in gold. (right) Correlations between the time series of HMM state transitions and the time series of true possession boundaries are plotted, compared to null distributions. This relationship was significant in V1. c) Correlations across games (dots) show the number of states per minute in each region versus surprise per minute (left), which was significant in vmPFC (right). d) Across possession boundaries, HMM state transition agreement (the proportion of subjects showing a HMM state transition in the time window around the boundary) was correlated with surprise, belief-consistent surprise, belief-Inconsistent surprise, and subjective boundary agreement for each ROI, compared to null distributions. Surprise was significantly (positively) correlated with HMM state transition agreement in vmPFC. Belief-inconsistent (but not belief-consistent) surprise was significantly correlated with HMM state transition agreement in all three regions. Subjective boundary agreement correlated significantly with HMM state transition agreement in V1 and precuneus.
Previous accounts have linked event segmentation and surprise with pupil dilation\textsuperscript{19–23}, which we investigated next. There are challenges analyzing pupil dilation with video stimuli, as pupil area measurements with conventional eye trackers differ by the gaze location of the eye\textsuperscript{37}, decrease with global and local visual luminance\textsuperscript{38}, and increase with salient sounds\textsuperscript{39}. We addressed the first challenge by normalizing the measurements within x- and y-coordinate bins according to the gaze location (Fig 4A). We addressed the second and third challenges by including the following sensory variables for each second of the game broadcast in a linear model relating surprise to pupil dilation: global luminance of the entire video, local luminance surrounding the eye location, and the auditory envelope from the broadcast (Fig 4B).

On average, subjects’ pupils dilated following possession changes ($p < 0.001$; Fig 4C). More importantly, if pupil dilation reflects event segmentation, pupil dilation across an event boundary should scale with surprise at that boundary. To address this, we asked how surprise, along with the above sensory variables, predicted pupil area change across a boundary using a linear mixed-effects model with subject as a random effect. In line with EST, surprise significantly predicted pupil area change ($p < 0.001$; Fig 4D). Both luminance metrics were also significantly related to dilation ($p = 0.002$, both), but the auditory envelope was not ($p = 0.18$). Surprise effects did not significantly differ based on whether it was consistent ($p = 0.002$) or inconsistent ($p = 0.009$) with the predominant belief (difference: $p = 0.53$). Therefore, pupil dilation modulations differed somewhat from the observed neural effects, reflecting surprise in a manner invariant to the predominant belief.
Fig 4. Surprise increases pupil dilation across possession boundaries. a) Confounds due to gaze location were addressed by splitting the screen into x- and y-coordinate bins and norming the raw pupil area values within each bin. b) (top) Luminance for each TR was calculated as an average for the entire screen (global luminance) as well as for a 2° radius around the current location of the eye (local luminance). (bottom left) The auditory envelope was averaged within each TR based on the broadcast volume. (bottom right) These three variables were included in analyses related to pupil area changes. c) Pupil area (averaged for each TR) increased after possession changes. Pupil area change, computed by subtracting a post- (0 to 2 s) minus pre-possession (-6 to -2 s) time period, significantly increased across the boundary. d) Variables entering a mixed-effects model are shown for one subject. This model showed that surprise was significantly related to pupil area change.
Surprise correlates with enjoyment and neural activity in reward-related regions.

We next examined if and how surprise relates to subjective enjoyment, as well as activity in neural regions associated with reward. Casual fans typically prefer games with high uncertainty and surprise to combat boredom\textsuperscript{13,40}. Indeed, in many circumstances, subjects find tasks to be less boring when events are not perfectly predictable\textsuperscript{41,42}. Accordingly, subjects’ enjoyment ratings given after each game correlated significantly with that game’s mean level of surprise ($r = 0.81, p = 0.008$; Fig S4). We asked whether subjects valued surprise in the absence of direct experience – that is, would they be more excited to watch games merely expected to contain more surprise? At the end of the experiment, subjects rated their excitement to watch games from the following year’s tournament (2013), starting from five minutes remaining. We computed future expected surprise for each of these games by finding games from the 2012 corpus that had similar win probabilities at five minutes remaining and then summed the total amount of surprise remaining in those games. All subjects preferred watching games with higher expected surprise in the future (mean $r = 0.60$, range: 0.12 to 0.92, $p < 0.001$; Fig S4). Thus, viewers appear to value both the experience and the expectation of surprise.

In addition to considering enjoyment across a full game, we also investigated the neural effects of surprise on a shorter time scale. Reward signals are intimately linked with the activity of dopamine neurons in regions of the brainstem such as the ventral tegmental area (VTA), as well as targets of those neurons, particularly the nucleus accumbens (NAcc). Classically, the VTA\textsuperscript{43,44} and NAcc\textsuperscript{12,45,46} respond strongly when rewards are larger or earlier than expected (i.e., reward prediction errors, or RPEs). However, the VTA can respond more broadly to variables other than reward\textsuperscript{47}, including sensory PEs\textsuperscript{48–50}, unexpected events\textsuperscript{51,52}, aversive PEs\textsuperscript{53}, changes
in hidden belief states\textsuperscript{31,54}, reward expectation\textsuperscript{55,56}, advance information\textsuperscript{57}, and stimulus-stimulus learning\textsuperscript{58}, all in the absence of (or controlling for) reward.

Subjects reported having a team preference in approximately half of the games (48 ± 6\%) (Fig 5A). Therefore, in addition to looking at unsigned surprise in all games, for games with a stated team preference, we can ask whether neural activity was modulated by the valence of the outcome, or “signed” surprise. We initially characterized activity in NAcc and VTA (Fig 5B) for each subject using two regressors in separate general linear models (GLMs) - unsigned surprise for all games, and signed surprise for games with a stated preference (Fig 5C). We predicted the NAcc would respond to RPEs as signed surprise, whereas the VTA could respond either to RPEs or more broadly to unsigned surprise. In NAcc, activity was significantly correlated with signed surprise ($p = 0.005$, t-test of GLM betas against zero) but not unsigned surprise ($p = 0.81$), consistent with the standard RPE model (Fig 5D). By contrast, a more complex pattern emerged from VTA, which responded significantly to unsigned surprise ($p < 0.001$) and marginally to signed surprise ($p = 0.08$). Of note, the VTA responded significantly to both belief-consistent and belief-inconsistent surprise separately (both $p < 0.001$), but not differentially ($p = 0.72$).

To tease apart whether the signed response in NAcc was driven by positive and/or negative events, and whether the response in VTA actually increased to both positive and negative events separately, we included two more GLMs with signed regressors reflecting only positive or only negative events (which we modeled as positive to reduce confusion). NAcc responded positively to positive events ($p = 0.003$) but not to negative events ($p = 0.41$), whereas VTA responded both positively to positive events ($p = 0.001$) and positively to negative events.
events ($p = 0.009$). Importantly, given the hemodynamic lag inherent to the fMRI signal, our GLM analyses do not allow us to disentangle whether the VTA responses were solely driven by the possession outcome or a scaled anticipatory process that ramps shortly before the outcome (e.g., when a basketball shot is in the air) (Fig S5). Lastly, control analyses showed that unsigned VTA and signed NAcc responses were better fit using our surprise-based model versus a binarized, unscaled model that reflected binary valence (Fig S6). In sum, we replicated the classic finding that NAcc responses scaled with RPEs using a novel naturalistic stimulus, whereas VTA responses increased with unsigned naturalistic surprise.
Fig 5: Surprise correlates with neural activity in reward-related regions. a) Proportions of games in which subjects preferred the higher seed, lower seed, or had no preference showed that subjects had a preference in approximately half of the games. b) NAcc and VTA ROIs. c) Depictions for one game of different models included in general linear model analyses (GLMs) for how surprise relates to neural activity in reward-related regions. (top three) For all games, we modeled unsigned surprise, as well as belief-consistent and belief-inconsistent surprise. (fourth from top) For games with a preference, we modeled signed surprise, which was positive when the preferred team scored and negative when the non-preferred team scored. (bottom two) For these games, we also modeled only the positive and negative events. d) The NAcc responded only in a signed fashion to positive events (top). The VTA responded positively to unsigned surprise, including a similar response to belief-consistent and belief-inconsistent surprise and a strong response to positive and negative events independently (bottom). Dotted lines indicate quartiles of the distribution. *: p < 0.05; †: 0.05 p < 0.1
Surprise, pupil area change, and neural event boundaries positively predict memory

EST posits that the segmentation of ongoing experience into discrete events enhances memory for information near the event boundaries\(^2,59\text{–}\text{61}\). Given that surprise helps create event boundaries\(^9\) and enhances memory in laboratory settings\(^2,3,5,62\), we asked how it and other factors described above predict long-term memory in our naturalistic paradigm.

We assessed memory by computing the number of possessions subjects recalled with enough specific details that they could be readily identified by an independent rater (Fig 6A). Overall, subjects recalled few possessions (12.0 ± 2.8 out of 157), likely due to high interference from the similar content in the clips. Additionally, subjects’ recall tended to show temporal contiguity\(^63\), preferentially transitioning forward from one possession to the next (Fig 6B).
Fig 6: Effects of surprise and physiological and neural factors on memory. a) Sample recall of a specific possession and the distribution of the number of possessions recalled across subjects characterize memory performance. b) Transitions between successively recalled memories show a strong forward asymmetry from possession-to-possession. Error bars represent SEM. c) Schematic of factors that predict memory individually (blue circle) and that survive in a full mixed-effects logistic regression model (red circle) shows that a wide range of variables predict memory for possessions, including pupil area increases leading into a possession, participant expertise, (independently rated) oddness of a possession, and surprise at the end of a possession. Note that all of these significant relationships were in the positive direction.
Theoretically, surprise and other factors occurring at possession boundaries could affect memory of the upcoming possession, or the possession just completed – that is, a proactive or retroactive enhancement, respectively. Our first prediction was that surprise at the end of the possession would influence memory; this prediction is based on prior studies that found a relationship between neural activity at the end of an event and subsequent memory for the just-completed event\(^{18,64}\). Indeed, we found significant correlations between the memorability of each possession across subjects and end-of-possession surprise \((r = 0.36, p = 0.005,\) permutation test shuffling possessions within each game). Additionally, the VTA has been linked to storage of long-term episodic memories\(^{65}\) and peak VTA activation could predict memory on a trial-by-trial basis for the just-ending possession (see Fig S5). However, surprise and/or other factors leading into the possession could also influence memory for subsequent events. For instance, surprise re-orient attention\(^ {66}\) and increases subsequent learning rates\(^ {67,68}\). Similarly, pupil dilations also predict higher learning rates\(^ {39,69,70}\). As such, many factors could influence long-term memory of events in the game.

We thus submitted the above factors to individual mixed-effects logistic regression modeling for predicting possession memory, and each significant individual factor was included in a full model (Fig 6C). These factors were modeled as predictors for memory of both the prior possession and the just-completed possession. These results are shown schematically in Fig 6D and are detailed in Table S2.

Critically, pupil area changes across the prior possession boundary predicted subsequent memory, in line with attentional reorienting and/or an increased learning rate. In contrast, peak VTA activation predicted memory for the just-ending possession, though this did
not survive in the full model. Surprise at both the end and the start of the possession predicted memory for the possession when submitted individually; surprise at the end of the possession survived as a significant predictor of memory in the full model, but surprise at the start of the possession did not. Therefore, our analysis suggests that the memory-related effects of surprise leading into a possession may be mediated by its influence on these other factors. Belief-consistent (but not belief-inconsistent) surprise at the end of the possession also predicted memory, and in a separate model, it did so significantly better than belief-inconsistent surprise ($p < 0.001$); however, belief-consistent surprise did not survive in the full model. Additionally, we included the following factors, all of which predicted memory individually and in the full model: subject expertise, based on the number of games watched across one’s lifetime, highlighting the importance of domain expertise on memory; the “oddness” of a possession, based on an independently-rated assessment of unusual basketball plays (e.g., a lane violation during a critical free throw), which could index “surprise” in a manner not captured by our win probability metric; and, following the temporal contiguity effects depicted in Fig 6B, whether or not the previous possession was recalled. Altogether, these results capture complex, multifaceted aspects of real-world memory and highlight the importance of surprise, among other associated factors, in shaping those memories.

**Discussion**

Our findings reveal that the popular activity of competitive sports viewing is a valuable model of naturalistic surprise, and our analyses of this task led to multiple novel behavioral and physiological discoveries in support of the tenets of event segmentation theory (EST).
Namely, surprises appear to strongly drive the segmentation of internal event representations, indexed by increased subjective perception of event boundaries, increased pupil dilation, an increased likelihood of significant neural representational shifts (as measured using a Hidden Markov Model), and increased subsequent memory for events.

Further results provide novel evidence for reinforcement learning models of reward prediction errors (RPEs) in a naturalistic setting. In the nucleus accumbens, we observed classic RPE effects reflecting dynamic changes to continuous predictions of the winner of a basketball match\textsuperscript{46}. In the ventral tegmental area, we found that activity generally correlated with a valence-independent updating of beliefs, extending previous work to a naturalistic setting\textsuperscript{31,48,49,58,72}. Finally, in showing that surprise correlates with subjective enjoyment, we provide support for the intriguing idea that, when information is not instrumental for survival, humans may actually prefer unpredictable scenarios\textsuperscript{11,41}.

Importantly, our approach illustrates a marked dissociation of surprise effects based on whether they bolstered or contradicted the current belief. Belief-inconsistent surprise better predicted subjective event boundaries and transitions between neural states in regions such as V1 and vmPFC, while belief-consistent surprise better predicted long-term memory. However, measures such as pupil dilations and signaling in dopamine-related regions showed no such distinction, responding in a graded fashion with increasing surprise in a manner that was invariant to the current predominant belief. Ultimately, the fact that different flavors of surprise have different behavioral, physiological, and neural outcomes demonstrates that individuals’ predictions may have both a binary aspect (i.e., which team will win?) and a
probabilistic one (i.e., how likely is it?)\textsuperscript{24}. These discrepancies raise the question of how and where these two putative aspects of predictions diverge.

Lastly, one noteworthy aspect of our investigation is that the probabilistic, latent predictions derived from our model can be validated behaviorally (as shown in our prediction test, Fig 1C). We speculate that similar latent belief states underlie people’s responses to real-world events in other domains, including news, fiction, and film – people are elated and dismayed in proportion to their surprise at breaking news stories or narrative swings, are more likely to enjoy exciting stories that have multiple twists and turns, and their most long-lasting memories are formed in precisely those moments where their beliefs substantially shift. Future studies should continue to leverage naturalistic stimuli with quantifiable latent variables to investigate how humans respond to an ever-changing world.
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Methods

fMRI subjects. Twenty subjects (6 female, 18-35 years old) with normal or corrected-to-normal vision and fluent in English were recruited via campus flyers and word-of-mouth. Subjects were given hourly monetary compensation for participating ($20/hr). Written informed consent was obtained in a manner approved by the Princeton University Institutional Review Boards. All subjects self-professed to having seen or played in more than 50 basketball games (across all competitive levels of the sport).

Stimuli. The last five minutes from all 32 Round-of-64 2012 NCAA® tournament games were acquired as audiovisual files for a fee and with permission from Wazee Digital™. These files were down-sampled to visual dimensions of 1280 x 720 and frame rate of 29.75 Hz and audio dimensions of 48,000 Hz for computational efficiency when presented using the MATLAB Psychtoolbox software. These games were additionally edited to reduce their overall length by eliminating breaks in action (other than brief intervals preceding free throws and in-bound passes) in a manner that did not significantly compromise their overall comprehension, resulting in clips between 5:29 and 7:32 in length. Tournament games from the Round-of-64 were used for the following reasons: tournament teams are given seeds that inform subjects about the teams’ relative strengths, which should aid subjects’ win probability estimations; tournament games have a heightened sense of importance relative to the regular season, enhancing subject engagement; the Round-of-64 is an early round that we intuited subjects would be unlikely to remember (if they had seen or read about the original broadcasts). Nine games were selected for presentation in the scanner using the following criteria: games were
selected to have as wide-ranging amounts of surprise as possible (Fig S1); games were also
selected to have as wide-ranging tournament seeds as possible, except that no games between
#1 and #16 seeds were selected, as no #1 seed had ever lost before 2012 – each type of
matchup between #2 versus #15 and #8 versus #9 seeds was selected at least once; games
involving extremely well-known teams (e.g., North Carolina) were given a lower priority to
reduce the likelihood that a subject may have remembered the outcome; a yet-lower priority
was given to having three games between teams with the same seed (here, #7 versus #10 was
chosen) in case seed proved to be a relevant factor over which direct comparisons were
required, though none were analyzed here. The selected games/seeds were as follows:

#2 Missouri versus #15 Norfolk State; #3 Florida State versus #14 Saint Bonaventure; #4 Indiana
versus #13 New Mexico State; #5 Wichita State versus #12 Virginia Commonwealth University;
#6 University of Nevada-Las Vegas versus #11 Colorado; #7 Gonzaga versus #10 West Virginia;
#7 Saint Mary’s versus #10 Purdue; #7 Notre Dame versus #10 Xavier; #8 Creighton versus #9
Alabama.

**Design and procedure.** The experiment included four phases: game viewing, free recall,
prediction test, and anticipated surprise preference test (Fig 1). Subjects arrived in the scanner
suite, learned about MRI safety, gave informed consent to participate, listened to the
instructions, and then entered the magnet.

The main section of the experiment consisted of three alternations between game
viewing and free recall phases. Game viewing phases included three games in succession as
part of one scanning run. To keep run length approximately even, the nine videos were pseudo-
randomly shuffled so that one of the longest three, one of the shortest three, and one of the
remaining three were shown in each run. Games were presented in the middle 80% of the
toolbar so the subject’s view would not be obstructed. Audio was delivered via scanner earbuds
and volume levels were tested before the games using an internet video. Audio from the
regular broadcast, including crowd noise and commentary, was included to maintain a
naturalistic viewing experience. Subjects were asked to simply watch the games, though they
were told beforehand that they would later be asked to freely recall the games using as much
specific detail as possible. After each game, they were asked to indicate the team for which
they were cheering or if they had no preference. We emphasized that they should not feel
obligated to prefer one team or another. After this question, they indicated how exciting they
found the game from 1 (not exciting) to 7 (exciting).

During recall phases, subjects freely recalled the three previously seen games in the
viewing order as part of one scanning run. Subjects were shown text of the two teams involved
in the game and were asked to recall the game in as much detail as possible. For instance, they
were asked to include the score and approximate amount of time left during any possession
they could remember and any parts of that possession as they unfolded (e.g., a screen, a pass, a
drive, a defender’s move, the outcome of a shot).

After three rounds of viewing and free recall, subjects remained in the scanner to
receive anatomical and field map scans while they performed two more behavioral tasks. In the
first, subjects were asked to rate the likelihood of teams winning for a series of possessions
from five games (Fig 1C). These games were also taken from the 2012 tournament and were
chosen to evenly distribute win likelihoods and resemble the likelihood distributions of the
viewed games as much as possible (Fig S2). Subjects were shown the teams, their seeds, their scores, which team had the ball, and the amount of time remaining, and they were asked to slide a joystick from 0-100% to indicate the likelihood that the higher-seeded team would win. These scenarios were updated after every possession, so each game had multiple ratings. The selected games/seeds were as follows: #2 Duke versus #15 Lehigh; #4 Michigan versus #13 Ohio; #5 New Mexico versus #12 Long Beach State; #6 Cincinnati versus #11 Texas; #8 Memphis versus #9 Saint Louis. We correlated these likelihoods against the algorithm to assess prediction abilities. Data were omitted from the few instances in which subjects knew the outcome.

In the second task, subjects rated (from 1-7) how excited they would be to watch 28 games starting with five minutes remaining from the Round-of-64 in the 2013 tournament (Fig 5A). All games were selected, except for games between #1 and #16 seeds were selected. We found the anticipated level of surprise by finding games from the 2012 regular season corpus with similar win probabilities with five minutes remaining and calculating the actual amount of surprise remaining in those games. Then, we correlated these excitement ratings with anticipated surprise for each subject (Fig 5A).

After these tasks, subjects left the scanner and completed a questionnaire. Questions included approximately how much basketball they had watched (i.e. their expertise), their most and least favorite teams (none were involved in the games they viewed except for one subject’s third favorite team), whether they knew or suspected the outcomes of any games that they viewed or that were part of the prediction tests (two subjects knew the outcomes for one viewed game each; two subjects knew the outcome of one game in the belief test), their level of overall engagement (6.55±0.25 out of 10), and whether they found any parts of the games
particularly surprising (two subjects mentioned an unusual lane violation during a critical free throw).

*Win probability metric.* In order to approximate the “ground truth” of win probabilities, we obtained estimates that were originally created for a basketball analytics website using a custom, proprietary algorithm by Ken Pomeroy (K.P.; [www.kenpom.com](http://www.kenpom.com)). These estimates were created using the score difference between the teams, the team in possession of the ball, the amount of time left, and the strength of the two teams. We obtained data from the entire 2012 season via personal correspondence, although the data are available on K.P.’s website.

All probabilities are updated in K.P.’s algorithm after every possession. While in reality, a subject may update their win probability estimates for a team within a possession (e.g., if the ball is passed to the team’s best player or a pass is made providing for a wide-open shot), under the large majority of situations, we assumed these probabilities to be stable within the possession and therefore these within-possession parameters were not separately modeled. However, we made some exceptions where we believed both a more fine-grained granularity could be obtained at a discrete moment in time by making interpolated inferences on these estimations in systematic ways. For instance, it is highly likely that an ideal subject would increase their belief in a team winning after that team was fouled while shooting; however, the estimations were limited to the time when the other team obtained the ball after the free-throws, when the outcome of the free-throws were known. Therefore, the ideal observer would hold a different belief than the one provided at the beginning of that possession. In the above scenario, if the probability that the home team would win changed in K.P.’s algorithm
from 50% at the beginning of the possession to 58% after the possession and the free-throws were both made, these numbers were averaged after the foul and before the first free-throw (e.g., 54%). This updated probability was again averaged with the post-possession estimation after the first free-throw (e.g., 56%) before assuming the final state of 58% for that possession after the second free-throw was made. The specifics of all other rare, exceptional scenarios are documented and shared openly along with the behavioral and neural data in this study.

_Surprise calculation and related metrics._ As an agent traverses the world, they proceed through a series of “states.” In viewing basketball, one could conceptualize a momentary state as the current score, the team in possession of the ball, the relative strength of the two teams, and the amount of time left in the game. In each state, an ideal observer, via repeated experience (e.g., watching games), could form a refined, probabilistic belief in some outcome (e.g., which team will win) via an iterative process like temporal difference learning.8

As formulated elsewhere,11 surprise is the change in prediction from the previous to the current state (here, the change in win likelihood). For the purposes of aligning surprise as a psychological phenomenon with physiological and neuroimaging data, surprise was labeled as ‘0’ for all stable time points (e.g., within a possession) and the magnitude of the surprise scaled with changes in belief state (resembling a “stick” function with spikes of varying magnitudes; Fig 1B).

Some analyses separated “belief-consistent” from “belief-inconsistent” surprise. To do this, we first found the team with a higher than 50% chance of winning. Events that increased this probability were classified as belief-consistent, and events that decreased it were classified
as belief-inconsistent. There were no differences between the mean size of surprise for these constructs (belief-consistent: 7.1 ± 0.12; belief-inconsistent: 6.6 ± 0.08, p = 0.66).

Note that in our analyses we used a point estimate of prediction to calculate surprise rather than finding prior and posterior distributions of predictions and computing the difference between them to derive Bayesian surprise\textsuperscript{66}. For completeness, we also calculated this metric. To obtain the prior, we found, in the 2012 regular season corpus of games, all instances of games that had a similar state (i.e., similar win probability and the amount of time remaining in the game). From this, the prior was simply the distribution of probabilities in the next states (from all of these corpus instances). The posterior distribution was calculated identically except starting from the next actual state in the game. Then Bayesian surprise was calculated as the KL divergence between prior and posterior distributions. The correlation across possessions between the point estimate of surprise and the Bayesian surprise was $r = 0.95$, indicating that these appear to be highly similar constructs in our data set. We decided to use the point estimate for two reasons. First, it would be difficult to test the average subject’s distribution of beliefs on the belief test, whereas asking for point estimates of belief proved simple and reliable. Second, because the correspondence between the two estimates was extremely high, we believe the relative simplicity of the point estimate is desirable.

*Free recall scoring.* Subject recall recordings were sampled at 11,025 Hz using built-in MATLAB software and converted for transcription. The following characteristics were labeled for each TR in which subjects spoke: recall type – (1) veridical recall specific to particular possession, (2) gist-based, summarized recall that is temporarily imprecise but accurate, (3) in accurate detail
that is nonetheless about the game, (4) irrelevant commentary about the game, and (5) words that are not related to recall\(^7\); which (if any) game was being recalled; if (1) for recall type, which possession is being recalled, or if (2), which is the first of numerous possessions that are being summarized; if (2) for recall type, which is the last of numerous possessions that are being summarized; if (1) for recall type, does the recall relate to the first or the second half of the possession?

Memory metrics. We calculated the temporal contiguity effect (Fig 6B) by finding, for each position after the initial one, the lag (in number of possessions) with respect to the prior recalled possession.

For logistic regression analysis predicting memory across possessions, we initially ran individual models including all of the following factors: surprise, pupil area change, peak ventral tegmental area (VTA) activation and HMM state transition probability in vmPFC for transitions leading into the possession and at the end of the possession, previous possession memory, oddness of possession, and subject expertise. All analyses for factors leading into possessions had no data (NaN values) for the first possession of the video clip. Peak VTA activation was calculated as the value at each possession at its peak of -2 s minus a baseline averaged from -12 to -8 s (Fig S6). “Oddness” of possessions was determined independently for unusual basketball plays (e.g., a lane violation during a critical free throw). Only 3 out of 157 possessions were labeled this way. Subject expertise was coded as 1-3 depending on the number of games played in/watched over the lifetime (8 subjects had watched 50-200 games; 9 subjects, 200-1000 games; 3 subjects, over 1000 games). Individual factors that were significant entered a
combined model and insignificant factors were dropped individually in reverse order of their significance until a final full model was determined (Fig 6C and Table S2).

**Event segmentation behavioral experiment.** 15 subjects (8 female, 18-35 years old) with similar characteristics were recruited as above and were given hourly monetary compensation for participating ($10/hr for behavioral studies). Written informed consent was similarly obtained. Subjects watched the same games as those viewed in the scanner, though in this case they watched all 9 games consecutively. They performed the following task as they watched: “Click the mouse when, in your judgment, one unit of the game ends. Mark off the game you’ll be seeing into the largest units that seem natural and meaningful to you.” These subjects performed the prediction test, but did not perform recall nor the future surprise preference test. We labeled mouse clicks occurring within 2 seconds after a possession change as an endorsement of it as an event boundary and aligned these responses with other possession-level metrics (Fig 2A). Specifically, for each boundary, we computed a subjective boundary agreement score, quantifying the agreement across subjects (ranging from 0 for no agreement to 1 for perfect agreement) that a game unit ended at that possession boundary.

**Physiological measurements and analysis.** Eye tracking data were acquired in the scanner at 1000 Hz using EyeLink 1000 software (SR Research, Inc., Mississauga, Ontario Canada). Eye tracking data from 6 subjects were lost due to technical difficulties. Extreme outliers (z > 5) and time periods when the gaze location was off-screen were removed, and after exclusion missing
pupil area and eye location data were interpolated by averaging around the errant time periods.

Pupil area measurements are influenced by both gaze location and video luminance. Normally, experimenters measuring gaze location only present stimuli centrally or in fixed locations (e.g., 74); however, we reasoned that restricting subjects gaze while watching videos would artificially affect their viewing experience. Instead, we accounted for gaze location confounds by binning x- and y-coordinates and z-scoring pupil area within each bin (Fig 2A). We addressed confounds related to video luminance by calculating the mean global gray-scaled luminance for the entire screen and local gray-scaled luminance corresponding to the approximate visual angle of the fovea (2o) 75 surrounding the current eye location for each second of video. We addressed the confound of auditory volume by averaging the auditory envelope of the broadcast for each second of video. These visual and auditory sensory regressors were all calculated within-subject and were included in the general linear model relating surprise to pupil area.

For time course analyses locked to possession boundaries, normed pupil area, blink onsets, and saccade onsets were averaged within each second and then across trials. T-tests were then performed across subjects on the following differences between time intervals: for pupil area, -6 to -2 s versus 0 to 2 s; for blinks, -2 to 0 s versus 0 to 2 s; for saccades -2 to -1 s versus -1 to 0 s. Blink and saccade analyses were largely exploratory. To relate pupil area measurements across possession boundaries to surprise, we entered changes in pupil area, local luminance, global luminance, and auditory envelope into a mixed-effects, linear regression
model using subject as a random effect. We also created similar models using blink and saccade differences rather than pupil area.

**FMRI acquisition and preprocessing.** Neuroimaging data were acquired on a 3T full-body Siemens Prisma scanner with a 64-channel head coil, using a T2*-weighted echo planar imaging (EPI) pulse sequence (simultaneous multislice factor 4, no in-plane acceleration, TR 1000 ms, flip angle 59°, TE 30 ms, whole-brain coverage 56 slices of 2.5 mm thickness, in-plane isotropic resolution of 2.5 mm, FOV 195 mm). The first preprocessing steps were performed using FMRIprep ([https://github.com/poldracklab/fmriprep](https://github.com/poldracklab/fmriprep)), including motion correction, susceptibility distortion correction (using field maps or the ‘use-syn-sdc’ flag in their absence), brain tissue segmentation, and coregistration and affine transformation of the functional volumes to the 1 mm isotropic T1w anatomical and subsequently to MNI space.

The data were imported, down-sampled to a 3 mm isotropic resolution and three scans from the beginning of each run were discarded. Next, the data were smoothed using SUSAN smoothing ([https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/SUSAN](https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/SUSAN), Python code adapted from: [https://github.com/INCF/BrainImagingPipelines/blob/master/bips/workflows/gablab/wips/scripts/modular_nodes.py](https://github.com/INCF/BrainImagingPipelines/blob/master/bips/workflows/gablab/wips/scripts/modular_nodes.py)) with a 5-mm full width-half maximum spatial kernel. Next, the data were masked using an across-run averaged mask, z-scored, high-pass filtered (128 s cutoff), and confound variables [movement in three directions, rotation in three directions, framewise displacement, and six components used to correct for the influence of physiological noise](https://doi.org/10.1101/2020.03.26.008714).
were regressed out at the run level. Data from the first 10 s of each video were removed to avoid confounds related to strong onset responses\textsuperscript{78}.

**Regions of interest (ROIs).** Binarized V1, precuneus, and vmPFC ROIs were obtained from a previous dataset\textsuperscript{79}. V1 indicates early visual cortex and nearby voxels created using voxels near the calcarine sulcus with strongest ISC. Precuneus and vmPFC were calculated using whole-brain functional connectivity using posterior cingulate cortex as the seed, separating the default mode network into 10 parts with significant correlations and labeling the masks based on cluster location. The NAcc ROI was obtained using an association test in Neurosynth (threshold: \textit{z}>10) based on the term, “nucleus accumbens”. A probabilistic ventral tegmental area (VTA) ROI was obtained from\textsuperscript{80} via personal correspondence, and a 75% probability threshold was used to binarize it, resulting in 37 voxels. Additionally, HMM analyses were performed using parcels from the Harvard-Oxford Brain Atlas package from FSL 5.0\textsuperscript{81}.

**Hidden Markov model (HMM) analyses.** The start of each video was locked to a pulse from the scanner to align the hemodynamic response for each moment in the movie across subjects. In an additional preprocessing step, the imaging data were shifted 5 s (5 TRs) for later alignment with marked events.

All HMM analyses were performed using the Brainiak toolbox function, brainiak.eventseg.event.EventSegment\textsuperscript{82}. Each HMM state was composed of a particular mean activity pattern across all voxels within the region, and each instance of a neural pattern is assumed to be normally distributed around this mean. Following prior work\textsuperscript{18}, this particular
analysis function imposes the constraint that the HMM cannot re-visit a state once it leaves that state. In other words, each new neural pattern is either assigned to the same state as the previous time step, or a new (not-previously-visited) state. To train the HMMs within each ROI/parcel, we first found the best-fitting number of states for each game. We tested versions of the model with different numbers of states ranging from 1 to 30 with the goal of obtaining the best model to apply to a withheld subject in a cross-validated fashion. We used 14 subjects in our training set and 5 subjects in our validation set, and the best-fitting number of states was determined using the log likelihood of fit to the validation set. Then, the model was fit to the withheld test subject using this number of states. Full details of the basic model are described elsewhere.\(^\text{18}\)

We were first interested in where the HMM placed state transitions and how this aligned with possession boundaries and surprise at those boundaries. To address the question of whether the HMM state transitions aligned with possession boundaries, we first averaged the HMM state transition time course (=1 when there is a transition, 0 otherwise) across subjects; we then smoothed both the averaged HMM state transition time course and the possession boundary time course (binary 1/0) by taking running averages using a moving window of \(\pm 7\) s; finally, we correlated the two smoothed time courses. To assess the strength of these correlations versus chance, we created null distributions scrambling the length of each possession within a game 10,000 times and compared the true versus scrambled distributions (Fig 3B).

Next, we were interested in whether HMM boundaries increase with surprise, which we computed both across games and possessions. Across games, we correlated the best-fitting
number of states per minute for each game with mean surprise in that game, and we compared this with null distributions by scrambling the mean surprise for each game 10,000 times (Fig 3C). Control correlations were also run to verify these correlations could not be explained by the number of possessions or number of camera angle changes (which were enumerated separately by the experimenter), and linear regression analyses including all of these factors were run to investigate whether the surprise effect survived when these factors were considered. Significance was assessed in a similar manner by comparing the true betas to those in permutation tests.

Across possessions, we asked whether HMM state transitions occurred more often at surprising possession boundaries. To answer this question, we first calculated (for each region of interest, and for each possession boundary) HMM state transition agreement, operationalized as the proportion of subjects showing at least one HMM state transition in the 15-s window spanning the possession boundary (±7 s around the boundary) (Fig 3D). Next, we correlated HMM state transition agreement with the amount of surprise at each boundary. Finally, we compared this correlation with null distributions whereby we scrambled the surprise assigned to each possession within each game. In other analyses, we repeated this procedure for belief-consistent and belief-inconsistent surprise, all against similar scrambled null distributions. We also correlated HMM state transition agreement with subjective boundary agreement from the other group of subjects. For HMM analyses applied to parcels from the Harvard-Oxford Brain Atlas, we calculated false discovery rate values for each parcel and analysis ($q$).
**General linear model (GLM) analyses.** We created parametric regressors by aligning discrete events with each video. These events were convolved using the canonical HRF to create a time course for the regression. For signed analyses, positive values indicated positive events for the preferred team, and vice versa. When no team was preferred in these analyses, the entire game was modeled as a row of zeros. For the positive- and negative-only analysis, negative and positive events were modeled zeros, respectively. For the unscaled analyses, all events were given the same binary positive or negative value. Data scrubbing\(^83\) was performed by finding TRs with a framewise displacement above 0.33 and removing the segment starting 1 TR before and 2 TRs after\(^84\). The following regressors entered each GLM: the amount of game remaining in seconds of game time, which team was in possession of the ball, one of the various surprise metrics, the auditory envelope, and global luminance. GLMs were performed using the `linear_model.LinearRegression` function in Python’s scikitlearn toolbox. For each analysis, betas were calculated for each subject and effects were measured using \(t\)-tests against zero. Scaled versus unscaled models were compared using within-subject \(t\)-tests.

**Additional information on statistical analyses.** For permutation analyses, we assessed significance by whether true values fell below the 2.5\(^{th}\) or above the 97.5\(^{th}\) percentile of the null distribution. For mixed-effects linear and logistic regression models, we used subject as a random effect and other variables as fixed effects. Linear and logistic models were created using ‘`lmer’ and ‘`glmer’ functions in R, respectively, with the latter specified as binomial distributions.
Data availability. The datasets and analysis code from this study will be made available at the time of publication on the Open Science Framework website. Neuroimaging data are shared in the brain imaging data structure (BIDS) format amenable to meta-analyses and reproducible neuroscience.
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Fig S1. Win probability and surprise values for all nine games. Similar to Fig 1B.
Fig S2. Distribution of win probabilities. Plotted are the number of possessions with win probability values binned every 0.1 for games used in the scanner (a) and in the prediction test (b).
Fig S3. Exploratory analyses applying Hidden Markov models (HMMs) to 48 cortical parcels. a) Number of states per minute in each parcel reveals a cortical hierarchy, with the highest number of states in early visual regions and fewer states in higher-level regions. b-c) Correlation between HMM state transition agreement and surprise (b) / belief-inconsistent surprise (c) at possession boundaries. d) Difference in the correlation between HMM state transition agreement and belief-inconsistent surprise, and the correlation between HMM state transition agreement and belief-consistent surprise. e) Correlation between HMM state transition agreement and subjective boundary agreement at possession boundaries. Data are shown for every parcel and these correlations resemble those done for a priori ROIs in Fig 3D. All values, including statistical significance, are in table S2.
Fig S4: Surprise correlates with enjoyment and neural activity in reward-related regions. a) Mean surprise positively predicted game-level enjoyment. b) A survey given at the end of the experiment (left) showed that subjects’ excitement for watching a new set of games strongly correlated with the amount of likely future surprise in those games (as determined by finding similar games in corpus data).
Fig S5. BOLD VTA activation relative to possession boundaries for time-shifted (5 s) data. We used peak activity at -2 s (subtracting a -12 to -8 s) baseline to predict memory on a trial-by-trial basis.
Fig S6. Unsigned VTA and signed NAcc responses fit scaled better than unscaled models. a) (left) Depictions for one game of scaled and unscaled models of unsigned surprise included in GLMs of VTA. (right) Betas were higher for scaled than unscaled models in VTA ($p = 0.002$). b) (left) Similar to a), except for signed surprise as scaled and unscaled. (right) Betas were higher for scaled than unscaled models in NAcc ($p = 0.009$).
BeliefCons = belief-consistent surprise, BeliefIncons = belief-inconsistent surprise. These data are plotted in Fig S3.
Table S2. Factors predicting memory in solo models and a full model. Note: PAC = pupil area change, PrevMem = previous possession recalled, Odd = oddness of possession, Expert = subject expertise, BeliefCons = belief-consistent surprise, BeliefIncons = belief-inconsistent surprise, VTA = ventral tegmental area activation, vmPFC_HMM = HMM transition agreement in vmPFC. Suffixes: _pre = leading into possession, _post = end of possession. All significant solo variables were entered into a full model and were dropped in the order of the highest value until the final model was reached. ns = not significant in final model.