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Abstract—Evaluating progress throughout a patient’s reha-
bilitation episode is critical for determining effectiveness of
the selected treatments and contributing to the evidence-based
practice. The evaluation process is complex due to the inherent
large human variations in motor recovery and the limitations of
commonly used clinical measurement tools. Information recorded
during a robot-assisted rehabilitation process can provide an
effective means to continuously quantitatively assess movement
performance and rehabilitation progress. However, selecting
appropriate motion features for rehabilitation evaluation has
always been challenging. This paper exploits unsupervised feature
learning techniques to reduce the complexity of building the
evaluation model of patients’ progress. A new feature learning
technique is developed to select the most significant features from
a large amount of kinematic features measured from robotics,
providing clinically useful information to health practitioners
with reduction of modeling complexity. A novel indicator that
can reflect monotonicity and trendability is proposed to evaluate
the suitability of kinematic features, which are derived from the
collected data of a population of stroke patients participating in
robot-aided rehabilitation. The selected kinematic features allow
for human variations across a population of patients as well as
over the sequence of rehabilitation sessions. The study is based on
data records pertaining to 41 stroke patients using three different
robot assisted exercises for upper limb rehabilitation. Consistent
with the literature, the results indicate that features based on
movement smoothness are the best measures among 17 kinematic
features used to evaluate rehabilitation progress.

Index Terms—Stroke, robot-aided rehabilitation, performance
evaluation, feature learning.

I. INTRODUCTION

STROKE prevalence is anticipated to increase globally with
Australia predicting more than one million survivors by

2050. The financial cost associated with stroke is more than
5 billions dollars annually in Australia [1]. For many stroke
survivors some degree of motor function deficits are persistent.
In particular, upper limb (UL) motor impairment is regarded
as one of the most significant physical disabilities as it greatly
reduces the quality of life [2], [3]. With the recent development
of robotic technology, robot-assisted rehabilitation therapy is
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seen as an effective approach to improve motor function after
stroke [4], [5]. In this paper the potential of the robot data
recorded during the rehabilitation process to understand the
progress of motor function rehabilitation is examined using
machine learning techniques.

During the rehabilitation session, sensors in rehabilitation
robotics can record data about the UL movement as executed
by the patient in cooperation with the robot and under the
guidance of clinicians. From these data it is feasible to extract
various kinematic features that may be used to evaluate or
characterize the quality of the UL movement and hence
the progress made during rehabilitation as pointed out in
[2]. Kinematic features including velocity, acceleration, and
smoothness, are often used to characterize the movement
quality of UL motor function. Results reported in the literature
have demonstrated that some kinematic features might allow
rehabilitation clinicians to evaluate rehabilitation progress [6].

In previous research [2], kinematic features were employed
to represent the severity of the motor control deficits. Other
authors [7] suggested to use kinematic features, including
range of motion and interactive force, to predict functional
motor outcomes of a rehabilitation process. In another study
[8], a total of thirty-five features measured from a robotic
device were suggested. The literature supports clearly that (1)
kinematic features derived from sensor information recorded
during the rehabilitation process can be used to assess rehabil-
itation progress and motion performance, (2) many kinematic
features can be extracted from the recorded motion data, and it
may be difficult to decide which features are truly meaningful.

It transpires that learning the most relevant features derived
from motion data, is in itself a worthwhile objective way
to describe the performance of UL movement. The features
so learned, in some sense objectively, purely driven by the
data, will assist the community to understand the rehabilitation
process more completely [4]. The idea of feature learning
is to identify the relevant and important information from
a large scale dataset to reduce model complexity [9]. In
many rehabilitation processes, it is unrealistic to expect that
clinicians can have enough time to label the data [10], hence,
feature learning within an unsupervised learning context is
preferred to provide a solution.

In the context of rehabilitation, it is desirable that the cost
function, or figure of merit function (1) can reflect the main
purpose of UL motor function retraining, (2) tolerates human
variations across a population of stroke survivors, (3) allows
for variation over a sequence of rehabilitation exercises, so
as to accommodate fatigue and concentration lapses, factors
independent of the actual rehabilitation progress being made.
These requirements were well accepted in the literature, see
for example [11], [12].
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To this end, a new figure of merit to assess kinematic
features for performance evolution of motor function is de-
veloped. Firstly, the kinematic features have to possess a
monotonicity property in that as the sequence of exercises
progressed the kinematic feature had to equally demonstrate
progress. Nevertheless, in order to be robust with respect to
the inherent human variations, pure monotonicity has to be
relaxed, resulting in a new concept of almost monotonicity
property. By introducing a slack factor, the performance is
allowed to vary within an acceptable small range to enhance
the robustness. Secondly, the property of trendability is intro-
duced to address the variation in the kinematic features over
a population of stroke patients.

In summary, the main contribution of this paper is the intro-
ducing of a novel feature selecting technique that objectively
identifies representative kinematic features to describe a robot-
aided rehabilitation process. More precisely, a new figure of
merit is proposed to assess the suitability of kinematic features,
providing robustness with respect to inherent human variations
across the rehabilitation process. The identified features can
capture the progress of the rehabilitation process for any stroke
patient. Finally, the selected representative features can be used
in a scenario model to predict the overall performance of UL
movements. From all feasible kinematic features it appears that
those movement smoothness features provide the best insight
into the motor function improvement of stroke patients.

The remainder of this paper is organized as follows. Section
II describes the protocol used in this study. The relevant
kinematic features are outlined in Section III, and the involved
features have been described previously in literature. In Sec-
tion IV, the new feature selecting criterion based on almost
monotonicity and trendability is described. Section V presents
the data analysis and the results of using this unsupervised
feature learning technique. Section VI concludes the paper.

II. PROTOCOL

The Hand Hub study [13] prospectively evaluated the effec-
tiveness of emerging technologies for UL rehabilitation in a
population primarily comprised of stroke survivors. This study
recruited 92 patients from a single centre in a metropolitan
Melbourne location. The selection criteria were 1) aged over
18 years; 2) impaired UL following a neurological event such
as stroke and multiple sclerosis; 3) assessed by a rehabilitation
physician for UL impairments and potential benefits of the
program; 4) adequate cognition and communication skills to
be able to follow the therapists instructions. The intervention
consisted of participation in gaming and/or robotic technolo-
gies depending on the patient’s level of UL impairment. Those
with more significant UL impairment would typically use the
robotic device whilst those with greater levels of movement
would use gaming technologies.

This study was a sub-group analysis of the 41 participants
who used the robotic device in the Hand Hub study. The
participants had a broad age distribution, with the minimum
age 23 years and the maximum age 95 years. In the literature
[14], [15], stroke survivors aged below 45 years were regarded
as young adults, and those older than 75 years were considered
as older adults. The total of 41 subjects were divided into three
groups, young-age group (≤ 45 years, n = 8), middle-age
group (> 45 years and < 75 years, n = 25), and old-age group

(≥ 75 years, n = 8). As the middle-age group had the most
participants (n = 25), the present study will mainly focus on
analyzing the data collected from the middle-age group, which
consists of 15 males and 10 females. Relevant parameters of
the middle-age group include the mean age 61.6 ± 9.68 years,
height 1.73 ± 0.13 m, weight 84.16 ± 14.82 kg, body mass
index (BMI) 27.93 ± 3.24 kg/m2.

The particular rehabilitation strategy for all patients was
robot-assisted using an exoskeleton (Armeo Power, Hocoma
AG, Switzerland). As shown in Figure 1(a), the Armeo Power
provided a virtual reality, game playing environment, where
numerous task reaching exercises can be programmed for exe-
cution by the stroke patient. These games can be set up in such
a way that different aspects of the upper limb motion can be
enhanced during the game playing. The experimental protocol
was approved by the Human Research Ethics Committee of
Melbourne Health (#2013.144).

Fig. 1: Experiment setup, (a) The Armeo Power system, (b)
the EFES and EFEE games, (c) the RMS game, (d) movement
trajectory.

The patients had access to several game categories, and they
were working with clinicians to select which game to execute,
when and for how long. As a consequence, there was great
variability across the patients in terms of when, how long
and which games were accessed. To select data to use as a
basis for learning the relevant kinetic features, the following
criteria were applied, (1) only game data of patients who used
a specific game on at least 5 different dates (see also [8] for
further motivation); (2) for a game that was repeatedly played
in the same day, only the averaged data (over the number of
games played in the day) was retained.

Using these criteria, Table I lists three different games and
the corresponding patients from whom the data are used for
feature learning. The date distribution and numbers of task
reaching for each patient on different games involved in this
study can be found in Figure 2. Illustrations of the valid games
are displayed in Figures 1(b) and (c). Figure 1(b) presents
two reaching exercises, the Elbow Flexion Extension Shoulder
(EFES) and the Elbow Flexion Extension Elbow (EFEE). In
the EFES game, the target is to extend and flex the shoulder,
and in the EFEE game the target is to extend and flex the
elbow. Both the two games require a vertical motion direction.
Figure 1(c) shows the RainMug Shoulder game (RMS) where
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TABLE I: Information of valid games for the task reaching exercises

No. Game name Target position Movement direction Index of valid participants Total number of
subjects

1 Elbow Flexion Extension
Shoulder (EFES) Shoulder Vertical #9, #11, #14, #15, #17, #21, #22,

#23, #24, #32, #35, #38, #39 13

2 Elbow Flexion Extension
Elbow (EFEE) Elbow Vertical #9, #11, #14, #15, #17, #21, #22,

#23, #24, #32, #35, #37, #39 13

3 RainMug Shoulder (RMS) Shoulder Horizontal #9, #11, #15, #17, #22, #23, #24,
#32, #35, #37, #38, #39 12

the target is to both adduct and abduct the shoulder in a
horizontal motion.

During the motion, a total of 30 sensors in the Armeo Power
system were employed to capture the UL movement, including
three dimensional positions of hand, wrist and elbow, angles
and torques over different joints, etc. Figure 1(d) illustrates
trajectories of hand and elbow, and the angle of shoulder
flexion and extension movement for execution of one complete
task reaching exercise. Next, some widely used kinematic
features are calculated from the recorded data during the task
reaching exercise to characterize the UL movement trajectory.

III. KINEMATIC FEATURES

Generally, clinical scores such as Fugl-Meyer Assessment,
and Motor Activity Log are widely used for functional evalua-
tion of stroke patient [3], [4]. However, these clinical measures
may lack sensitivity, and require a high level of manual
handling when the upper limb is densely paretic. Meanwhile,
in some instances, there may be a lack of clinicians to score
each particular element throughout the rehabilitation process
[10]. The present study focuses on unsupervised learning to
objectively identify important kinematic features from data to
characterize the rehabilitation process of stroke survivors. In
this section, some typical kinematic features that may be used
to study UL movement are briefly described. There are many
variants, and only the main ones are included in the text below.

(1) Velocity and Time Features

• The maximum velocity (FVmax) of the endpoint effec-
tuator during a single execution of a movement can be
seen as an indicator of motion ability [16], [17].

• Similarly, the mean velocity (FVmean) of the endpoint
effectuator during motion may serve to capture progress
along the rehabilitation process [16], [18].

• The time it takes to achieve the peak speed (FPtime)
from the rest position is expected to decrease as the
rehabilitation process progresses [17], [19].

• The time it takes to execute the entire motion (FTdur)
should decrease with training, and ability or ease with
which the motion can be completed [17], [20].

(2) Accuracy Features

• The global hand path ratio (FHPR) is the ratio between
the length of the endpoint trajectory during the reaching
movement and the minimum distance between the starting
point and target [2], [21].

• The overshoot (FOshoot) is defined as the excess in
the movement direction beyond the region defined by
the starting point and the target [2], [21]. The smaller
overshoot indicates more accurate motion control.

• Task reaching accuracy (FRacc) is defined as the residual
distance between the desired target and the actual end
point reached in the motion [22].

• The normalized error (FNerr) is defined as the Euclidean
distance between the executed position and the desired
target at the end of the first sub-movement phase. This
phase is defined from the starting position to the position
where the speed reaches 10% of the peak speed [23].

• Normalised trajectory error (FErr) is defined as the
summation of all distance differences between the desired
trajectory and the patient’s trajectory. The sum is divided
by the number of sample points and the minimum dis-
tance between the starting point and the target point [4].

(3) Smoothness Features

• The number of sub-movements (FNsub) which is defined
as the segment of the trajectory between successive local
peaks, where these peaks are larger than 20% of the
maximum speed reached during the motion [23].

• The mean jerk (FJmean) is the mean value of the third
derivative of the end effector’s position [24].

• The jerk to speed ratio (FJratio) is the ratio of the mean
jerk divided by the maximum speed [16].

• Normalized jerk (FJnorm) is computed by way of nu-
merical differentiation of the trajectory’s acceleration
processed by a zero phase lag low-pass filter [21].

• Spectral arc length (FSAL) is defined as the negative arc
length of the amplitude and frequency-normalized Fourier
magnitude spectrum of speed profile of the motion [25].

• Speed shape (FV ratio) is the ratio between the mean and
maximum velocities of the endpoint trajectory. This ratio
characterizes how brisk the movement is [2], [20], [24].

(4) Force Features

• The range of grip pressure (FGrange) is defined as the
difference between the maximum and the minimum grip
pressure observed over the motion [24].

• The skewness of the grip pressure (FGske) is used to
detect the imbalance between the subject’s ability to grip
and to release the sensor [24].

IV. UNSUPERVISED FEATURE LEARNING

A. Notations

In this paper, the real number is denoted as R, and the
natural number is denoted as N . Given sensor recorded data
of the task reaching exercise, the notation F = {F jk,Ti

} ∈
RK×M×Np indicates the kinematic feature matrix with the
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element of the kth kinematic feature derived from data, which
is sampled on the Ti day for the jth patient, k = 1, 2, . . . ,K
is the index of kinematic features, j = 1, 2, . . . , Np is index
of subjects, and Ti is the irregular sampling date with index
i = 1, 2, . . . ,M .

B. Problem Formulation

Given measured movement records of stroke survivor during
a rehabilitation process, a set of kinematic features can be
derived from the recorded sensor information. For each par-
ticipant with a session of task reaching exercise on a specific
game, the kinematic feature Pk can be calculated as follows,

P jk,Ti
= φk(Ti, z

j
Ti

(t)), (1)

where, zjTi
(t) is the recorded sensor data of the session, t ∈

[0, ts] is the time duration of the session, j = 1, 2, . . . , Np is
index of total Np subjects, Ti is the irregular sampling date
of the task reaching exercise, i = 1, 2, . . . ,M is the index
of total M sampling dates. k = 1, 2, . . . ,K is the index of
kinematic features. φ(·) is an operator that maps the time-
varying signal of the session to a time-invariant feature value,
such as calculating the maximum value or smoothness feature
from the sensor data of the session.

Usually, the task reaching exercise consists of several indi-
vidual sessions, that is, Ti = {T li }l=1,...,Nl

, and the subject
may repeat several times of the task reaching exercise. Then,
an averaged kinematic feature Fk of all individual sessions
can be obtained as,

F jk,Ti
=

1

Nl ·Nq

Nq∑
q=1

Nl∑
l=1

P j, q
k,T l

i

, (2)

where, l = 1, 2, . . . , Nl is the index of session numbers for one
task reaching exercise, q = 1, 2, . . . , Nq is the repeated times
of the task reaching exercise during the Ti day, and F jk,Ti

is a
sequence of kinematic feature that is relevant to the sampling
date Ti of task reaching exercise for the jth subject.

According to the research in [6], [24], the progress of motor
function during rehabilitation process can be approximately
indicated by kinematic features, and it is well-accepted that
there are two properties of the process of stroke rehabilitation
based on previous research [12], [26], [27], [28], (1) the
rehabilitation process showed an average increasing trend of
functional improvement over a large population, and (2) there
were strong relationships of trajectories between subjects.

With these properties, we may define a suitable cost function
to identify efficient kinematic features from a large datasets
that contribute to the process of stroke rehabilitation. However,
there usually exist large human variations and measurement
uncertainties, which greatly affect the trend of the trajectory
of the measured data. This paper proposed a novel concept
of almost monotonicity (AM) to describe the trend of the
trajectory with consideration of measurement noise and subject
variations, and developed a new cost function for the unsuper-
vised learning with combining the AM and trendability over
a population of subjects. Without loss of generality, in the
sequel, we denote F jk,Ti

as Jjk(Ti) for kinematic features of
interests.

C. Suitability of a Cost Function

The suitability of a cost function for the unsupervised
feature learning is a combination of AM and trendability over
the population, while the AM is a relaxed version of strict
monotonicity (SM). Next, the monotonicity and trendability
will be introduced in details.

(1) Strict Monotonicity
The research in [29], [30] introduced the SM to describe the
underlying trend of a cost over a population based on the
assumption that

∀ : Ti > Ti−1, s.t. J(Ti) > J(Ti−1), (3)

where, Ti is the irregular sampling date, i = 2, 3, . . . ,M is the
date index, and J(Ti) is the trajectory of kinematic feature.

For a single feature, without abuse of notation, we denote it
as {Jj(Ti)}j=1,2,...,Np

over a population of Np, the SM over
this population can be calculated as following. First, we need
to separate the datasets with positive increasing and negative
decreasing points in the trajectory,{
DjMo+ = {Jj(Ti)

∣∣ Jj(Ti)>Jj(Ti−1), ∀ Ti>Ti−1},
DjMo− = {Jj(Ti)

∣∣ Jj(Ti) /∈ DjMo+},
(4)

the number of data points in each of the two datasets DjMo+

and DjMo− can be calculated as,{
sjMo+ = Cardi(DjMo+),

sjMo− = Cardi(DjMo−),
(5)

where, Cardi(·) is an operator to calculate the number of
data points in the datasets, sjMo+ and sjMo− are the number
of elements in the two sets. Then, the SM of the jth feature
trajectory is described as,

Moj =
sjMo+

nj − 1
−

sjMo−

nj − 1
, (6)

where, j = 1, 2, . . . , Np and Np is the size of the population,
nj is the number of total samples (time instants) of the cost
function for the jth individual in the population.

Due to large human variations and measurement noises,
which usually exist in the rehabilitation process [31], the
notion of the proposed AM is introduced to improve the
robustness of SM.

(2) Almost Monotonicity
The concept of the AM is defined by relaxing the SM to a
certain degree. That is, for a trajectory of kinematic feature
J(Ti), if the following condition holds,{

J(Ti) ≥ J(Ti−1) + δ(Ti−1), ∀ Ti > Ti−1,

|δ(Ti−1)| ≤ ∆,
(7)

it is called almost monotonic cost function. Here, δ(Ti−1)
indicates the fluctuation of the trajectory in terms of mea-
surement noise and subject variation, and it is bounded by
the term ∆, which is related to different participants and
different trajectories. It is difficult to obtain the accurate value
of variations due to a variety of tasks and participants, usually
the variation rate can be set around 0.1, a detailed investigation
of the bound is presented in Section V-D.
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With the definition of AM in Eq. (7), the calculation of AM
for the jth trajectory with an increasing trend, we can define
the positive and negative sets accordingly,
DjAm+ = {Jj(Ti)

∣∣ Jj(Ti) ≥ Jj(Ti−1)− δj(Ti−1),

∀ Ti > Ti−1},
DjAm− = {Jj(Ti)

∣∣ Jj(Ti) /∈ DjAm+}.
(8)

Similarly, for the trajectory Jj(Ti) with a decreasing trend,
the positive and negative sets of the the trajectory can be
calculated as follows,
DjAm+ = {Jj(Ti)

∣∣ Jj(Ti) ≤ Jj(Ti−1) + δj(Ti−1),

∀ Ti > Ti−1},
DjAm− = {Jj(Ti)

∣∣ Jj(Ti) /∈ DjAm+},
(9)

where, DjAm+ and DjAm− are the datasets with positive
increasing and negative decreasing points in the trajectory.

Once DjAm+ and DjAm− are obtained, following the similar

procedure, we can obtain AMoj =
sj
Am+

nj−1 −
sj
Am−
nj−1 , where

sjAm+ and sjAm− are computed similar to (5) and nj is the
total number of data points in the trajectory for the jth subject.

(3) Trendability between Subjects
The research in [6], [32] indicates that the motor function im-
provement in rehabilitation process roughly follows a similar
trend over a population. That is,

Jj1(Ti) ∝ Jj2(Ti), (10)

where, j1, j2 = 1, 2, . . . , Np and j1 6= j2 are subject indices,
Np is the total number of subjects. The trendability is defined
as the degree of progress tendency of a group of stroke
survivors. The progress of each subject is characterized by the
trajectory of the cost. For the jth1 subject and the jth2 subject,
the trendability between them can be calculated as,

Trj1,j2 = Corr(Jj1 , Jj2), (11)

where, Corr(·, ·) is an operator to calculate the correlation
coefficient between the trajectories from two subjects. The
definition of such a correlation is given as,

Corr(φk, ψk)=

N∑
k=1

(φk − φ̄)(ψk − ψ̄)

(
N∑
k=1

(φk − φ̄)2

)1/2( N∑
k=1

(ψk − ψ̄)2

)1/2
,

(12)

where, φ̄ = 1
N

N∑
k=1

φk and ψ̄ = 1
N

N∑
k=1

ψk are means of two

sequences respectively.

(4) Suitability of the Kinematic Features
By combining the AM and trendability of a cost, a new index is
defined as follows to evaluate the relationship between subjects
in terms of the kth kinematic feature,

Amj1,j2
k = ωk(AMoj1k +AMoj2k )Trj1,j2k , (13)

and the suitability of this cost is defined as an average over
the population,

Sk =
2

Np(Np − 1)

Np−1∑
j1=1

Np∑
j2=j1

Amj1,j2
k , (14)

where, Sk is the suitability for the kth kinematic feature,
AMoj1k and AMoj2k are the calculated AM values for the jth1
and jth2 subject, respectively. Trj1,j2k is the similarity between
two participants. ωk ∈ {−1, 0, 1} is a weight factor, the value
of ωk is 1 when the trajectory is an increasing trend, −1 for
a decreasing trend, and 0 indicates constant.

As indicated in Eq. (14), a larger AM value and a stronger
trendability between costs of trajectories indicate a higher
suitability value. Then, the task of selecting n representative
features from the high dimensional data set F can be regarded
as the following optimization problem,

max
S⊂RNp×n

∑
k∈S

Sk

=
2

Np(Np − 1)

∑
k∈S

Np−1∑
j1=1

Np∑
j2=j1

Amj1,j2
k ,

(15)

s.t. S ⊂ F ⊂ RNp×K , 1 ≤ n ≤ K,

where, Sk is the suitability value of the kth kinematic feature,
S is the identified datasets with n representative features, F
is the original datasets with total K kinematic features.

V. ANALYSIS OF THE COLLECTED DATA

A. Data Preprocessing

Data preprocessing was used to process the collected data
during each movement session of the task reaching exercise.
The data was filtered by a low-pass Butterworth filter with
the cut-off frequency of 10 Hz to remove noise artefacts [17],
[21]. Outliers in the measurements were identified by the three
standard deviations rule and such measurements were replaced
with the nearest, non-outlier point. After data preprocesing, the
kinematic features detailed in Section III were calculated from
the trajectory of each session of the task reaching exercise for
the evaluation study.

B. Fitting Irregularly Sampled Data

As discussed Section II, due to many factors exist in the
rehabilitation process, such as the availability of patients,
clinicians, and the device, it is usually difficult to sample the
patient’s data in a regular way. Figure 2(a) shows the date
distributions of patients #11 and #38, the x-axis indicates
the dates of game playing, the y-axis is the number of game
categories of the played games by the patients in specific dates,
and the size of each data plot corresponds to the repeated times
of game playing within the same day. As indicated by point
A, patient #11 played a total of 4 different games with 10
repetitions on the 28th day, while as shown by point B, the
patient played the games again on the 41st day, but there was a
gap of 13 days between the two sampling dates, which clearly
indicates the irregular sampling of the data.
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Fig. 2: Processing of the irregularly sampled data, (a) date
distribution of the task reaching exercise, (b) fitting the data.

The trajectory of the speed shape feature (FV ratio) derived
from the irregularly sampled data of the EFES game is shown
in Figure 2(b). The boxplot indicates the mean value of the
feature, and the associated number is the repetitions of the
game in the same day. To fit the irregularly sampled data, the
widely used linear fitting and cubic fitting were employed for
illustration. Figure 2(b) indicates the fitted trajectories by the
two methods. While as suggested by the research in [26], [27],
[28], the average rehabilitation process may consist of two
stages, (1) the transit stage with an improvement increasing
rate for a certain period, the upper limb’s functional ability
may be improved in this stage; (2) the steady stage with
performance fluctuation, the functional ability may be stable
or have small changes. It can be clearly seen that the two
fitting methods cannot fully capture the characteristics of the
two stages of the rehabilitation process, thus, a new model is
needed to be developed to fit the data.

In order to characterize these principles, a parameter ρ is
introduced to describe the rate of improvement over time by
using an exponential function, which is able to satisfy the
discussed characteristics of the improvement of the patient
during the rehabilitation process. For the time series data of
kinematic feature J(Ti), considering a gradually increasing
trend, by introducing the ratio parameter, the trajectory can be
described as follows,

J(Ti) > ρ(Ti−1)J(Ti−1),

ρ(Ti−1) = 1 +
C0

1 + λ1 · e λ2·Ti−1
,

(16)

where, ρ(Ti) is a ratio parameter to control the rate of the
trajectory, Ti is the sampling date of the trajectory, i =

1, 2, . . . ,M . The parameter C0 ∈ {−1, 1} is a constant value
with 1 to indicate an increasing trend, and −1 for a decreasing
trend. The two parameters λ1 and λ2 are used to regulate the
ratio of the trajectory, and they can be obtained by optimizing
the fitting process.

By using the least squares method to fit the collected data,
the parameters in Eq. (16) can be identified by minimizing
the regression error. The data fitting results obtained by the
proposed fitting model and the other two fitting techniques are
compared in Figure 2(b), it can be clearly seen that the fitted
curve by the proposed model has a gradually increasing stage
in the first 29 days, and then follows a steady stage. The curve
well matches the trend of the collected data, which indicates
the proposed model has an excellent ability in representing the
underlying trend of the irregularly sampled data.

C. Compensation from the Robot Support

It is common that there are different levels of gravity
compensation from the robot to support the rehabilitation
process, which may vary among participants and the dates
of game playing. Here, a weight factor is employed normalize
the calculated features based on the robot support rates during
the task reaching exercise. Generally, for the kth kinematic
feature derived from the jth subject on the Ti game playing
date, the normalized feature can be described as,

F̃ jk,Ti
=

Nq∑
q=1

F j, qk,Ti

1 + Γj, qTi

, (17)

where, F̃ jk,Ti
is the weighted feature for the jth subject in the

Ti day, and Γj, qTi
is the robot support rate for the qth game

playing in the Ti day, q = 1, 2 . . . , Nq is the index of game
playing repeated in the same day. The value of the support rate
can be found in the recording of the Armeo Power system.

Take the collected sensor data from the subject #14 as an
example, as shown in Figure 2(b), the system recorded 10
separate days for the participant’s playing the EFES game
and repeating the game for several times in specific days,
e.g. the EFES game was played three times in the 1st day.
During each time of the game playing, the participant received
compensation from the robot to support the task reaching
exercise. As demonstrated by the support rates in Table II, the
participant used a larger supporting rate 1.1 for the three times
game playing in the 1st and the 8th days, while employing
lower supporting rates for the other days. Then, the Eq. (17)
is used to normalize all the sampled data of different days to
the same level by weighting according to the supporting rate.

TABLE II: Supporting rate during task reaching exercise

Date Index 1st 8th 11th 15th

Supporting Rate 1.1, 1.1, 1.1 1.1, 1.1, 1.1 0.9, 0.9 0.8, 0.8

Date Index 18th 25th 29th 46th 88th 109th

Supporting Rate 0.9 0.9, 0.9 0.9 0.9 0.9, 0.9 0.9, 0.9

The comparison of the original data and weighted data for
subject #14 is shown in Figure 3. The proposed fitting model
in Section V-B is used to fit both the weighted and unweighted
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data, and the linear and cubic fitting are used for comparison.
It should be noted that as the weighting term in Eq. (17) is
larger than 1, the normalized feature value is always smaller
than the original value. As illustrated in Figure 3, the results
obtained by the linear fitting method are used as the baseline
for both of the two types of the data, and the fitting results by
the weighted data are shifted to the baseline. It can be seen that
though the weighted data is more compact than the original
unweighted data, the fitting curves obtained by the proposed
model from the two types of data are quite same, which also
indicates the model is robust against the data variation.

Fig. 3: Data weighting based on the supporting rate.

After weighting the data with supporting rates, the trajecto-
ries of kinematic features for all participants can be obtained
by using the proposed fitting method. Figures 4 and 5 show
trajectories of the FV ratio and FOshoot features for the EFES
game that were played by a total of 13 participants. The x-axis
is the date index of game playing, and the y-axis indicates
the calculated feature value. It can be seen that there are
trajectory variations among different participants, majority of
the subjects are demonstrated with increasing trends in terms
of the FV ratio feature, while some of them have decreasing
trends. The next section will show how to use the proposed
method to evaluate the suitability of each kinematic feature.

D. Feature Ranking with Suitability

The proposed feature learning method is used to evaluate
each kinematic feature by calculating the suitability value,
which combines the AM value and similarity value of the
trajectories. Table III shows the calculated AM values for
the FV ratio feature of a total of 13 participants during their
playing the EFES game, the relevant trajectories are shown
in Figure 4. It can be seen from Table III that there are 11
positive AM values, which correspond to the increasing trends
in Figure 4. There are also 2 negative AM values that are
derived from the decreasing trends from participants #23 and
#24. It is noted that though the trajectory of subject #38 has
a decreasing trend in the first three sampling days, the overall
trend of this trajectory is increasing, thus the calculated AM
of the trajectory has a small positive value of 0.143, which
indicates the proposed almost-monotonicity indicator is robust
in capturing the underlying trend of the data.

TABLE III: The calculated AM value for the FV ratio feature

Subject ID #9 #11 #14 #15 #17 #21 #22

AM Value 0.778 0.8 0.778 1 0.455 0.556 0.5

Subject ID #23 #24 #32 #35 #38 #39

AM Value -0.667 -0.333 0.393 0.556 0.143 0.273

By calculating the AM value for each trajectory, and the
correlation value between pair-wise trajectories, then the suit-
ability value of each feature can be obtained by multiplying the
two parts. Table IV shows the calculated suitability values for
10 out of the total 17 kinematic features across three games,
i.e. the EFES, EFEE and RMS games. The top three maximum
suitability values of kinematic features are marked with bold
face. It should be noted that as discussed in Section IV-C
that it is difficult to obtain the accurate value of the variation
term ∆ in calculating the AM value, we investigated different
rates ∆γ of the variation with 5%, 10% and 15% [33], that
is, the feature is allowed a certain degree of variation of its
absolute value when calculating the monotonicity increasing
and decreasing points in the trajectory.

It can be seen from Table IV that with increasing the
value of variation rate, the calculated suitability values for fea-
tures across different games are demonstrated with increasing
trends, but the category of the identified top ranking features
is similar across different games. Specifically, for the EFES
game, the FTdur, FSAL and FV ratio are the identified top three
ranking features; for the EFEE game, the FV ratio, FSAL and
FGrange are the top three ranking features; and for the RMS
game, the FSAL, FPtime and FV ratio are the top three ranking
features. It can be seen that the FTdur, FGrange and FPtime
features are only top-ranking for a specific game, while the
FV ratio and FSAL are top-ranking features and have consistent
performance across all the three games, which indicates that
the two feature are game-independent, and thus they are more
suitable to represent the rehabilitation process.

E. Comparison Study

The proposed method uses a novel indicator for unsuper-
vised learning to evaluate the suitability of each kinematic
feature, which combines the AM and the similarity between
different trajectories. While the AM is a relaxed version of
the discussed SM, meanwhile the similarity is widely used in
unsupervised learning to identify representative feature [34].
To show the effectiveness, the proposed method is compared
with both the SM-based and similarity-based unsupervised
feature selection methods.

It should be noted that we always want to select repre-
sentative features from a large database with higher suitability
values. Similar to the cost definition of the AM-based method,
the suitability value for the SM-based feature selection method
can be defined by changing the AM term in Eq. (14) with SM,

SMo
k =

2

Np(Np − 1)

Np−1∑
j1=1

Np∑
j2=j1

M j1,j2
k ,

M j1,j2
k = ωk(Moj1k +Moj2k )Trj1,j2k ,

(18)
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Fig. 4: Trajectories of the FV ratio feature of the EFES game

Fig. 5: Trajectories of the FOshoot feature of the EFES game

TABLE IV: Comparison of the suitability values across three games under different variation rates

No. Name
EFES EFEE RMS

∆γ = 0.05 ∆γ = 0.1 ∆γ = 0.15 ∆γ = 0.05 ∆γ = 0.1 ∆γ = 0.15 ∆γ = 0.05 ∆γ = 0.1 ∆γ = 0.15
1 FVratio 0.091 0.252 0.519 0.552 0.763 0.949 0.050 0.064 0.077
2 FSAL 0.184 0.298 0.303 0.159 0.246 0.271 0.192 0.234 0.334
3 FGske 0.061 0.075 0.075 0.010 0.012 0.022 0.004 0.002 0.002
4 FTdur 0.327 0.462 0.548 -0.020 -0.024 -0.017 -0.158 -0.271 -0.418
5 FPtime 0.052 0.051 0.071 -0.306 -0.374 -0.426 0.059 0.136 0.183
6 FOshoot 0.030 0.032 0.027 -0.067 -0.101 -0.111 0.014 0.034 0.037
7 FGrange 0.023 0.017 -0.012 0.064 0.11 0.121 0.043 0.040 0.036
8 FJnorm 0.011 0.024 0.029 -0.006 -0.014 -0.025 -0.032 -0.036 -0.024
9 FErr -0.018 -0.038 -0.046 -0.114 -0.18 -0.166 -0.283 -0.348 -0.387
10 FVmax -0.344 -0.522 -0.532 -0.080 -0.111 -0.244 -0.074 -0.104 -0.080

where, SMo
k is the suitability for the kth kinematic feature,

Moj1k and Moj2k are the calculated SM values for the jth1
and jth2 participant, respectively. ωk is a weight factor, and
Trj1,j2k is the similarity between two trajectories. It is also used
as a cost for the following similarity-based feature selection
method,

STrk =
2

Np(Np − 1)

Np−1∑
j1=1

Np∑
j2=j1

Trj1,j2k , (19)

where, STrk is the calculated suitability value, Trj1,j2k is
calculated between pair-wise trajectories as shown in Eq. (12).

With the above cost functions, the representative features
can be identified with larger suitability values. Table V shows
the feature evaluation results across all games by the three
feature selection results. As discussed in Section V-D, the

FSAL and FV ratio are the identified representative features
by the proposed AM-based feature selection method. In Table
V, the two features are highlighted with different colors for
comparison. For our proposed AM-based method, it can be
seen that the two features are identified as top three ranking
features across all games. For the SM-based method, the FSAL
feature has the 1st and the 3rd places for the three games,
the FV ratio ranks the 1st for the EFEE game, while only
ranks the 4th and 5th for the EFES and RMS games. For
the similarity-based method, it can be seen that it has the
worst performance on identifying the two features, the FV ratio
feature only ranks the 15th for the RMS game. Compared with
the two types of unsupervised feature selection methods, it
can be clearly observed that the proposed AM-based method
has excellent ability to identify top-ranking features with
consistent performance across different games.
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TABLE V: Comparison of the suitability values across different evaluation methods

No. Ranking by almost-monotonicity (AM) Ranking by strict-monotonicity (SM) Ranking by similarity (Similarity)

EFES EFEE RMS EFES EFEE RMS EFES EFEE RMS
1 FTdur(0.462) FVratio(0.763) FSAL(0.234) FSAL(0.204) FVratio(0.166) FSAL(0.128) FVmax(0.435) FNerr(0.690) FTdur(0.397)
2 FSAL(0.298) FSAL(0.246) FPtime(0.136) FTdur(0.175) FGrange(0.046) FGrange(0.049) FJratio(0.230) FHPR(0.664) FJmean(0.190)
3 FVratio(0.252) FGrange(0.110) FVratio(0.064) FGske(0.040) FSAL(0.046) FJratio(0.028) FVratio(0.230) FVratio(0.435) FJnorm(0.188)
4 FGske(0.075) FGske(0.012) FGrange(0.040) FVratio(0.027) FGske(0.004) FPtime(0.027) FHPR(0.081) FJratio(0.233) FSAL(0.186)
5 FPtime(0.051) FJnorm(-0.014) FOshoot(0.034) FOshoot(0.023) FTdur(0.002) FVratio(0.020) FSAL(0.081) FSAL(0.231) FErr(0.179)
6 FOshoot(0.032) FJmean(-0.014) FRacc(0.013) FPtime(0.012) FJmean(0.002) FOshoot(0.012) FTdur(0.077) FRacc(0.091) FVmax(0.035)
7 FJnorm(0.024) FTdur(-0.024) FGske(0.002) FJnorm(0.011) FJnorm(-0.006) FJnorm(0.007) FNerr(-0.017) FVmax(0.081) FJratio(0.034)
8 FGrange(0.017) FOshoot(-0.101) FVmean(-0.0004) FGrange(0.010) FRacc(-0.040) FGske(0.004) FGske(-0.019) FNsub(0.081) FNsub(0.033)
9 FNsub(-0.016) FVmax(-0.111) FJratio(-0.015) FErr(0.001) FOshoot(-0.044) FRacc(-0.002) FRacc(-0.023) FPtime(0.077) FHPR(0.032)
10 FVmean(-0.016) FRacc(-0.132) FJnorm(-0.036) FJmean(-0.007) FVmean(-0.052) FVmean(-0.014) FGrange(-0.025) FErr(0.072) FNerr(-0.049)
11 FErr(-0.038) FVmean(-0.172) FNerr(-0.067) FVmean(-0.017) FVmax(-0.064) FJmean(-0.022) FOshoot(-0.064) FOshoot(0.021) FOshoot(-0.053)
12 FJmean(-0.067) FErr(-0.180) FJmean(-0.094) FRacc(-0.018) FNsub(-0.091) FNerr(-0.023) FErr(-0.068) FVmean(-0.017) FVmean(-0.056)
13 FNerr(-0.143) FJratio(-0.266) FVmax(-0.104) FNsub(-0.025) FErr(-0.096) FHPR(-0.030) FJmean(-0.074) FGrange(-0.023) FPtime(-0.060)
14 FHPR(-0.207) FNsub(-0.338) FHPR(-0.188) FNerr(-0.074) FPtime(-0.118) FTdur(-0.058) FJnorm(-0.075) FJnorm(-0.062) FVratio(-0.060)
15 FRacc(-0.250) FPtime(-0.374) FNsub(-0.189) FHPR(-0.094) FHPR(-0.171) FVmax(-0.079) FVmean(-0.075) FJmean(-0.064) FGrange(-0.060)

F. Discussion

With the proposed AM-based feature selection method, the
identified results clearly show that the FSAL and FV ratio
features are the most important features and have consistent
performance in contributing to the rehabilitation process. Both
the these features are regarded as smoothness indices for
describing the movement performance [2], [25]. As shown in
Table V, the FSAL feature ranks the 2nd place for the EFES
and EFEE games, the 1st place for the RMS games. The
FV ratio ranks the 3rd for both the EFES and RMS games,
and the 1st for the EFEE games. It also can be seen from
Figure 4 that though large human variations exist, the majority
of the trajectories for the identified FV ratio feature indicate
improving performance for the population of stroke patients
over time, with 9 out of 13 patients demonstrating increasing
trends, which indicates the robustness of the proposed feature
evaluation method on identifying representative features.

It should be noted that all the listed kinematic features are
widely used for analyzing the rehabilitation process in the
literature, especially the accuracy features, which are usually
regarded as representative features [21], [22], [23]. However,
it can be seen from Table V that the accuracy features are
identified with less consistent performance compared with the
smoothness features. Take the FOshoot feature for example,
which is used to describe the ability of accurate motion control
during movement [2], [21]. It can be seen from Table V that
the FOshoot feature ranks 6th for the EFES game, 8th for
the EFEE game, and 5th for the RMS game. This indicates
that the overshoot feature itself cannot serve as a significant
contribution to the recovery during rehabilitation process. It
also can been from the trajectories of the FOshoot feature for
the EFES game in Figure 5 that 6 participants have increasing
trends, and 3 have with decreasing trends, while the remaining
4 have very slight trends. Compared with the trajectories of
the FV ratio feature as shown in Figure 4, there are 9 out of
13 participants having very clear increasing trends. Then, the
calculated suitability value for the FV ratio feature is larger
than that of the FOshoot feature, and thus it may be more
suitable to describe the rehabilitation process.

As shown in Table V the position of the top-ranking features

may have fluctuation. This is likely due to the different focuses
and movement directions of the three task reaching games.
The EFES and RMS game both target shoulder movements,
however, the movement direction of the two games are dif-
ferent. The EFES game focuses on shoulder flexion/extension
whilst the RMS game targets internal/external rotation. On
the other hand, some features are less sensitive to different
games. For example, the identified smoothness features are
quite consistent for the three games. Thus, they can be used as
represent features to describe the progress of a stroke patient
during rehabilitation. The observations from our results are
consistent with well-known results in literature [4], [6], [35],
which indicated the strong correlations between smoothness
indices and clinical measures, and they were useful to describe
the rehabilitation process.

VI. CONCLUSION

This paper has proposed a novel unsupervised learning
method to identify key features of progress during the re-
habilitation process of a group of stroke patients, with the
data collected from a rehabilitation robotic device. A new
indicator was developed to evaluate the suitability of kinematic
features in terms of their contributions towards the progress
during rehabilitation based on some standing assumptions.
The proposed model was used to identify representative fea-
tures from unlabeled information recorded from task reach-
ing exercises executed by stroke patients in the presence of
large human variations. The identified results indicated that
smoothness indices (the spectral arc length and the speed shape
features) demonstrate important aspects of recovery and they
were game-independent. Moreover, the proposed method also
provides a general framework of unsupervised learning for a
large class of processes with some clear underlying trends.
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