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Computing summary or ensemble statistics of a visual scene is often automatic and a hard necessity for stable perceptual life of a cognitive agent. Although computationally the process should be as simple as applying a filter as it were to a perceived scene, the issue of mechanism of summary statistics is complicated by the fact that we can seamlessly switch from summarizing to individuation while computing the ensemble averages across multiple reference frames. In the current work we have investigated the possibility of a neural network that can also switch between individuation and summarization. We have chosen a computational model previously used for enumeration/individuation (Sengupta et al, 2014) in order to show possibility of extracting summary statistics using two different measures from the network. The results also shed a light on possible temporal dynamics of ensemble perception.

Introduction

Visual system works with two mechanisms, one with detailed individuation of few items within attentional focus, and computation of average statistics of scenes outside attentional focus. Both combine to give a stable perceptual world for human beings (Corbett and Melcher, 2013, 2014). There are advantages to representing ensemble averages of features for similar and redundant items in line with principles of cognitive economy. That the averaging task is undoubtedly less demanding compared to individuation, is supported by the fact that membership judgement tasks are found to be three times more difficult than perceptual averaging task (Ariely, 2001). As such, average properties of sets of similar objects can be represented without retaining information about the individual items comprising the sets, even when the individual elements cannot be consciously perceived (Alvarez and Oliva, 2008; Corbett and Oriet, 2011). This averaging perceptual activity, at least in part, seems to be part of default sensory activity. For instance, Oriet and Brand (2013) have shown that even under explicit instructions observers could not disengage from perceptual averaging activity. Corbett and Melcher (2014) have also shown how the summary statistics for mean size adaptation operates across multiple reference frames, retinotopic, spatiotopic and hemispheric. Brady and Alvarez (2011) have also pointed out that even representations in visual working memory are biased through ensemble statistics. There is also evidence that global ensemble statistics, rather than object based or non-spatial global cues, are critical to scene perception (Brady et al., 2017).

In terms of mechanism, it has been suggested that the joint statistics for peripheral stimuli is collected from differential response from neural assemblies sensitive to changes in position, phase, orientation and scale (Rosenholtz et al., 2012). However, there exists some disagreement regarding the temporal dynamics of the cognitive process. Whereas Chong and Treisman (2003) propose a faster automatic process (within ~50 ms), Whiting and Oriet (2011) on the other hand suggest a slower timeline (around ~200 ms). In the current work we investigated this dichotomy through a computational model developed for individuation (see Sengupta et al., 2014 for details). We argue that since our perceptual system handles the transition between ensemble averaging and individuation quite seamlessly in the course of everyday perception, it holds merit to investigate neural mechanisms that may serve purpose of both of these cognitive activities. In the following section we will show how such a model dynamics can be built and the consequences towards mechanisms of summary statistics.

Results

In our previous work (Sengupta et al., 2014), we proposed a recurrent on-center off-surround architecture based on fixed self-excitation ($\alpha$) and lateral inhibition ($\beta$) in a fully connected network. The temporal dynamics of the activation of $i$-th node is given by,

$$\frac{dx_i}{dt} = -x_i + \alpha F(x_i) - \beta \sum_{j=1, j \neq i}^{N} F(x_j) + I_i + \text{noise}$$  (1)

The activation function $F(x)$ is given by

$$F(x) = \begin{cases} 0 & \text{for } x \leq 0 \\ \frac{x}{1 + x} & \text{for } x > 0 \end{cases}$$  (2)

Input to the $i$-th node is given by $I_i$, which is has value if a particular node is given a input at a particular time and 0
Noise is sampled at every time step from a Gaussian distribution with mean 0 and standard deviation 0.05. In the present work, the input to the network consisted of inputs sampled for the number of required inputs (set size parameter in Table 1) from a Gaussian distribution with mean 0.3 and and standard deviation of 0.1. The stimulus presentation time was varied between 60 and 220 ms. See Table 1 for simulation parameters. Schematics of the network are given in Fig. 1. The model dynamics was computed using Euler method with step size 0.01.
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**Figure 1.** The computational model used for summary statistics calculation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes ((N))</td>
<td>70</td>
</tr>
<tr>
<td>Simulation time (ms)</td>
<td>1500</td>
</tr>
<tr>
<td>Excitation parameter ((\alpha))</td>
<td>2.3</td>
</tr>
<tr>
<td>Inhibition parameters tested ((\beta))</td>
<td>0.02, 0.03 (low)</td>
</tr>
<tr>
<td>Input set sizes</td>
<td>4, 16, 32</td>
</tr>
<tr>
<td>Stimulus duration (ms)</td>
<td>60, 100, 140, 180, 220</td>
</tr>
<tr>
<td>No. of simulations used to compute averages</td>
<td>100</td>
</tr>
</tbody>
</table>

**Table 1.** Model parameters

The ensemble statistics related results were calculated using two measures. We stored input and output (network output at steady state/end of simulation) of the network as vector strings mapped to binary 0/1 values (input or output values above 0.05 was stored as 1, otherwise 0). First measure of ensemble statistics was Euclidean distance between the input and output strings, and the other measure was the \(r^2\) value computed between the two strings. The rational behind the choice was that the computing more accurate summary statistics. For each set seize and each inhibition parameter, the simulation was run 100 times to calculate average euclidean distance and \(r^2\).

(a) Euclidean distance between input and output strings after converting them to binary values.

(b) \(r^2\) calculated between input and output strings after converting them to binary values. The correlation values for low inhibition set size 4 was zero.

**Figure 2.** Two measures of ensemble statistics calculated from the model. For low inhibition result, the average of \(\beta = 0.02\) and 0.03 was used. We used average of \(\beta = 0.08\) and 0.1 to compute high inhibition result.

The results shown in Fig. 2 reaffirms previously known behavior for such networks - such as high inhibition is better for small set sizes and low inhibition is better for enumerating larger set sizes. Thus it comes as no surprise that euclidean distance measure for set size 4 is much lower at higher inhibition than at low inhibition. Similar results are also seen for correlation measure. For larger set sizes 16 and 32, we can see that euclidean distance decreases with increasing presentation time with sharper decline for set size 16 (see Fig. 2a). A similar trend can be seen with the corre-
Discussion

In the current work, we have used the same neural network model used in our previous work on enumeration (Sengupta et al., 2014, 2017), in order to understand possible strategies for computing summary statistics in the brain. While it is understandable that simple feed-forward filters make more sense computationally when we try to digitally summarize images, the crucial fact remains that our perceptual system is flexible enough to switch seamlessly between individuation and computing summary statistics. In order for such switch to be possible, a certain topographical similitude between input and output to the neural substrate is necessary. Originally we had devised the model (see Fig. 1) to emulate topographical functions of lateral intraparietal cortex (LIP) seen during enumeration tasks (Knops et al., 2014). Detailed precise enumeration requires individuation and thus high inhibition, however less precise estimation of numerosity requires lower inhibition. We compared the relation between the input and output vector to the network at low inhibition range with two different measures explained in previous section and found that the network dynamics conforms to the behavior suggested by Whiting and Oriet (2011). For larger set sizes the $r^2$ value crosses higher values like 0.7 only at presentation times greater than 100 ms. A more complete planned model for computing summary statistics requires the implementation within a larger scope of an architecture along with the individuation mechanism with explicitly coded transition between them. We intend to pursue such a model in our future work.
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