A2G²: A Python wrapper to perform very large alignments in semi-conserved regions

Jose Sergio Hleap¹,²,⁴,*, Melania E. Cristescu², and Dirk Steinke³

¹ SHARCNET, University of Guelph, Guelph, N1G1Y4, Canada
² Department of Biology, McGill University, Montreal, H3A 1B1, Canada
³ Centre for Biodiversity Genomics (CBG), University of Guelph, Guelph, N1G2W1, Canada
⁴ Fundación SQUALUS, Cali, 76001, Colombia
* To whom correspondence should be addressed: jshleap@sharcnet.ca

Abstract

Summary: Amplicons to Global Gene (A2G²) is a Python wrapper that uses MAFFT and an “Amplicon to Gene” strategy to align very large numbers of sequences while improving alignment accuracy. It is specially developed to deal with conserved genes, where traditional aligners introduce a significant amount of gaps. A2G² leverages the add sequences option of MAFFT to align the sequences to a global reference gene and a local reference region. Both of these references can be consensus sequences of trusted sources. Efficient parallelization of these tasks allows A2G² to align a very large number of sequences (> 500K) in a reasonable amount of time. A2G² can be imported in Python for easier integration with other software, or can be run via command line.

Availability: A2G² is implemented in Python 3 (3.6) and depends on MAFFT availability. Other package requirements can be found in the requirements.txt file at https://github.com/jshleap/A2G. A2G² is also available via PyPi (https://pypi.org/project/A2G). It is licensed under the LGPLv3.

Supplementary information: Supplementary material is available at github as jupyter notebook

1 Introduction

High throughput sequencing technologies resulted in an unprecedented surge of genomic data. This data explosion challenges many existing analysis pipelines that rely on global multiple sequence alignments (MSA) [Nishimura et al., 2016; Garriga et al., 2019]. Although alignment-free methods sequence comparisons exist [Ren et al., 2018], plenty of software still require a global alignment of all sequences (i.e. phylogenetic software, some taxonomic assignment tools). Unfortunately, the most robust sequence aligners to date (i.e. MAFFT, MUSCLE, etc; Thompson
et al., 2011) cannot align more than a few thousand sequences reliably and within a reasonable amount of time. In fact, it has been shown that alignment quality decays with an increasing number of sequences (Sievers et al., 2011). Newer software such as PASTA (Mirarab et al., 2015) and the regressive alignment algorithm (RAA) (Garriga et al., 2019) leverage traditional MSA software capabilities to create alignments for hundreds of thousands to millions of sequences. However, these strategies also suffer from the same weaknesses (Figure S2). Empirical evidence suggests that for more conserved regions, traditional MSA programs produce too many gaps in the alignment, introducing noise to downstream analysis (Figure S2; Golubchik et al., 2007). A prominent example for a conserved region is the DNA barcode Cytochrome Oxidase subunit I (COI) which has become the main marker for metazoan species identification. Repositories such as the Barcode Of Life Data-system (BOLD) (Ratnasingham and Hebert, 2007) hold millions of COI sequences creating the need for an alignment strategy that can handle thousands of sequences from conserved regions without adding erroneous gaps.

Another challenge for modern alignment algorithms is the increasing amount of short sequence reads (50-300bp) produced by most high-throughput sequencing platforms (Illumina and Ion Torrent). Often those sequences are the product of prior PCR amplification (amplicons) and need to be aligned to specific genomic regions, especially when mined from databases. Such short reads could force an alignment algorithm to offset sequences to a shorter set causing a misalignment.

As semi-conserved regions are often used in large scale phylogenetic analyses or for taxonomic assignments, there is a need for a tool that can both solve the gappy alignment problem for very large numbers of sequences, and identify and remove poorly aligned sequences utilizing commonly available computational resources. Here we present the python wrapper A2G² as an algorithm to overcome these issues.

2 Implementation

2.1 Anchored alignment

The A2G² algorithm was developed on the assumption that when aligning a set of sequences of a known genomic region (global target), it is necessary to provide reference for both local targets (amplicons) and global targets. A global target sequence, which can be a single sequence from a gene or region of interest, or a consensus sequence of said region, is aligned to a local target. The latter can also be a single sequence or a consensus sequence representing the target region. This local reference will serve as an anchor for the remaining sequences to be aligned to the global target (Figure 1). This strategy allows offset sequences to align with a different region of the global target, preventing them from adding noise on the alignment in the desired region.

In the first step, the algorithm creates a pairwise alignment between the local and the global reference (Figure 1). Next, one query sequence at a time is added using a standard progressive alignment method implemented in the MAFFT option --add (Katoh and Frith, 2012). This step is run in parallel through the usage of multiple threads and CPUs or through a message passing interface in high performance computing environments. For each iteration of the alignment process, only the region aligned to the local reference is kept, the alignment is trimmed and aligned query sequences are stored.
2.2 Outlier detection and removal

To detect poorly aligned sequences (outliers), $A2G^2$ uses the median Shannon entropy ($S$) across columns in the reference alignment (the alignment of the targets and one query sequence). We first estimate the frequencies of each base (in the case of nucleotides) or residue (in the case of proteins) in each column of each individual anchored alignment. Let $C(x)$, be the counts of a base/residue $x$, in column $i$, and $A_i \in \mathbb{R^+}$, be the number of items in column $i$, then an entry in the array $p$ will be defined as

$$p_{xi} = \frac{C(x)}{A_i}$$  \hspace{1cm} (1)

$p_{xi}$ then being the probability of base/residue $x$ in the alignment column $i$. Now,
for each column $i$ we compute the Shannon entropy ($S_i$) as:

$$S_i = \sum x_i \log_2 p_{x_i}$$  \hspace{1cm} (2)

We then compute the median of all $i$ columns present in the reference alignment of query sequence $j$ to the global and local targets, as

$$E_j = \text{median}(S_{1j}, S_{2j}, \ldots, S_{ij})$$  \hspace{1cm} (3)

We apply equation 3 to all $j$ query sequences, thereby obtaining the array $\epsilon = \{E_1, E_2, \ldots, E_j\}$ which becomes the input for the outlier detection method known as isolation forest (Figure 1). Isolation forest is classified as an unsupervised learning algorithm for anomaly detection. This strategy is based on explicitly isolated anomalies instead of profiling normal points \cite{Liu2008, Cheng2019}. Isolation forests are based on the premise that anomalies or outliers are more easily isolated through random partition of a sample. Such a recursive partition can be represented as a tree structure known as isolation tree, hence the name isolation forest. $A2G^2$ uses the implementation of isolation forest available in Scikit-learn \cite{Pedregosa2011}. Once the isolation forest method has identified entropic outliers, $A2G^2$ will remove those query sequences from the alignment on request.
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