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Abstract

We present a novel method to detect runs of homozygosity (ROH) from low-coverage
genotype data typical for ancient human DNA. ROH are the genetic signature of mat-
ings between related parents, and as such, the frequency and length distribution of these
blocks can give insight into recent population history and mating patterns. Existing meth-
ods identify ROH by scanning for regions that lack heterozygote genotypes, but this strat-
egy frequently fails for ancient individuals: The vast majority of ancient DNA data has
low read depth (<3 x), which makes reliable diploid genotype calling infeasible. To over-
come this limitation, we make use of linkage disequilibrium information from a panel of
modern reference haplotypes using a Hidden Markov Model. Our method scans for long
stretches where the read data are consistent with only a single haplotype. When tested
on simulated and down-sampled pseudo-haploid data from a targeted set of 1.24 million
single nucleotide polymorphisms (“1240k SNPs”) widely used in ancient DNA, our im-
plementation robustly works for coverage down to 0.5x and can tolerate error rates up
to 3%, with high power and low false positive rate for blocks longer than 4 centiMor-
gans. Therefore, the method can screen a substantial fraction of human genome-wide
ancient DNA data for parental relatedness, which will yield new evidence for questions
regarding past demography and social organization.
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Introduction

Little is known about the past prevalence of human consanguinity, in particular from
pre-historical times for which no written record on mating patterns exists. A promising
way forward is provided by ancient DNA (aDNA) data, which has enabled researchers
to analyze genetic data from human remains of deceased individuals. Throughout the
last decade, generation of such data has accelerated (Skoglund and Mathieson, 2018).
Most aDNA data is from whole genome sequencing or capture techniques that first enrich
human variation for single nucleotide polymorphisms (1240k capture technology, Fu
et al., 2015). A major challenge is the generally very low coverage. Typical aDNA studies
achieve average coverage per site only around or less than ~1 x. Moreover, contamination
and aDNA degradation can introduce sequencing errors at a rate higher than for present-
day individuals (Furtwéngler et al., 2018).

Existing approaches can robustly identify ROH for present-day data (e.g. Purcell et al.,
2007; Narasimhan et al., 2016). As these methods are designed for high coverage data,
such methods have been extended to high coverage ancient individuals where read depth
is high (Sikora et al., 2017; Racimo et al., 2020). But these only constitute a very small
fraction of the existing aDNA record. Recently, a method to jointly infer heterozygosity
and ROH has been introduced (Renaud et al., 2019). This method has been reported to
work down to ca. 5x average coverage, which again precludes its use on the vast majority
of published aDNA data.

To improve the analysis of ROH in ancient data, we developed a method to analyze
low coverage aDNA data. Specifically, we developed a Hidden Markov Model (HMM)
that is an extension of the widely used Li & Stephens haplotype copying HMM model
(e.g. Li and Stephens, 2003; Hellenthal et al., 2014). Briefly, we use the copying states of
the original model to represent ROH segments, and we introduce one additional state,
designed to represent when the observed data is not from an ROH segment (for a graph-
ical summary, see Fig. 1A,B). A rationale for this model is that inside an ROH segment,
the observed read data are observations from a single haplotype that is carried on both
the maternal and paternal chromosomes of the target individual, and that single hap-
lotype can be modelled well by the Li & Stephens model. Outside an ROH segment,
the read data arise from two distinct haplotypes, and thus the Li & Stephens model will
provide a poor fit relative to a state with Hardy-Weinberg emissions. Testing various sce-
narios with observed reads down-sampled at standard 1240k SNP capture sites (Fu et al.,
2015) demonstrates that our novel method can robustly infer ROH longer than 4 cM using
pseudo-haploid data down to ca. 0.5x coverage.

Methods

1.1 The hidden Markov model

We first describe how to model diploid genotype data y from a focal individual and a
reference panel of n phased haplotypes zi,...,z, at a set of L loci, assuming biallelic
markers. Thus, y € {0, 1,2}F and z; € {0, 1}7. In section 1.1.3, we will describe how types
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Figure 1: Detecting runs of homozygosity using a reference panel. Panel A: Illustra-
tion of genotype data from a diploid individual. Sequencing reads mapping to a biallelic
SNP produces counts of reads for each allele, from which in turn pseudo-haplotype geno-
types, i.e. single reads per site, are sampled (at random). Panel B: Schematic of Method.
A target individuals genotype data is modelled as being copied from a reference panel
(colored) and one additional non-ROH state, where copying probabilities are given by
Hardy-Weinberg proportions. Panel C: We applied our method to simulated data with
known ROH copied in (see Methods for details). We copied in ROH of either 4,6,8 and
10 cM length (5 of every length class into each of 100 simulated chromosomes, 1.4), and
depict histograms of inferred ROH lengths (in color) as well as false positives (in gray).

Panel D: Same as panel C, but a simulation with erroneous and missing data more typical
for ancient DNA.

of data y relevant to applications using low-coverage sequencing data, like ancient DNA,
can be modeled by treating the unobserved diploid genotypes as latent variables and us-
ing appropriate emission probabilities. Throughout, we measure the distance between
loci along haplotypes in genetic map units (i.e. Morgans) r = ry,...,r;_;, where r; de-
notes the distance between locus [ 4 1 and I. We assume that a genetic map is available,
which is the typical case for humans and model organisms. If no genetic map is avail-
able, the map distances can be approximated using the average recombination rate, but
we note that here we only tested scenarios where a map is available.

1.1.1 State Space

The Hidden Markov model (HMM) can assume any of n + 1 hidden states 0,...,n at
every marker [, where n is the number of haplotypes in the reference panel. As we outline
below, the 0-th state represents that the focal individual is not in a ROH at the respective
marker, and has emission probabilities according to Hardy-Weinberg proportions, while
the states 1,. .., n are the classical copying states. In each of these copying states (denoted
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here as the ROH states), we model the copying as in the original Li & Stephens model,
with one important modification: We assume that the genotype of the focal individual y
is homozygous for the allele of the reference haplotype that it copies from. The emission
probabilities are specific to the exact kind of data that is analyzed, and can include various
types of error models, which we discuss in more detail in Section 1.1.3.

In the Hardy-Weinberg state 0, the probabilities of observing a diploid genotype reflect
the probabilities of an underlying genotype in Hardy-Weinberg equilibrium, with prob-
abilities of the alleles according to the underlying allele frequency in the reference panel
at this locus. We note this state is identical to the non-ROH state used in a previously
developed HMM to call ROH (Narasimhan et al., 2016).

1.1.2 Infinitesimal Transition Rates

To define a hidden Markov model, one needs to specify the transition probabilities be-
tween the hidden states for each pair of successive loci l and [ + 1. In our model, we do so
by using an infinitesimal rate matrix () of dimension (n+1) x (n+ 1), from which the tran-
sition probability matrix A;_,;;; can be obtained via exponentiation: A;_,; ;1 = exp (Q - 1),
where 7 is the genetic distance between the respective loci.

Following Li & Stephens, the copying states i = 1,...,n are symmetric in our model.
We can thus specify the infinitesimal rate matrix by three parameters: A single rate for
the transition from the non-copying into a copying state @y; for all j > 0, a single rate
for leaving a copying state (), for all ;7 > 0 and a third rate for transitioning from one
copying state to another ¢ron = Q) for all j, k > 0, j # k. The diagonal entries of the rate
matrix () are determined by the rate matrix condition @);; = — > iwi Qij-

We point out that in the limit of infinite jumping rates within ROH (¢rop — ), our
model converges to the full model of Narasimhan et al. (2016), as the probabilities of
being in one of the allelic states (the sum of probabilities of copying from all reference
haplotypes that have this allelic state) will then reflect its frequency, as in this limit jumps
occur between any two consecutive markers.

1.1.3 Emission Probabilities

In our model, the emission probabilities that specify the probability of observing the data
at locus [ given some hidden state i, ¢;(y;) depend on the type of data. We implemented
three emission models: diploid genotype data, pseudo-haploid genotype data and read
count data, with all three of them incorporating a model for genotype error. Through-
out, we always disregard markers with missing data by removing them both from the
reference panel as well as the target and adjusting the transition rates accordingly.

We implemented the emission model for diploid genotypes as follows. In the non-
ROH state (i=0), the Hardy-Weinberg emission probabilities for the genotypes are (1—p;)?,
2pi(1 — py), and p?, for observing homozygosity for the ancestral allele, heterozygosity,
and homozygosity for the derived allele, respectively, where p; is the frequency of the
derived allele in the reference panel at locus /. For the ROH-states (: = 1,...,n), the
genotype probabilities are 1 to be homozygous for the allelic type of the source haplotype
in the reference panel, and 0 for the two other possible diploid genotypes. We extend


https://doi.org/10.1101/2020.05.31.126912
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2020.05.31.126912; this version posted June 1, 2020. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

5

these genotype probabilities to model possibly erroneous genotypes by assuming that
with probability € a genotype is flipped to one of the two other genotypes at random.
This simplified error model has the advantage of having only a single parameter while
broadly modeling a wide range of possible errors, including genotyping error in the ref-
erence as well as in the target, or new mutations that are private to the target individual.
We note that for ancient DNA data, where genotyping error rates (including errors due to
contamination) are typically on the order of 1072 — 103 (Racimo et al., 2016), the genotyp-
ing error rate will be the main driver of ¢, as for modern human populations the reference
panel is almost always separated no more than 10° generations from the target. The per
base-pair mutation rate is on the order of 10~® per generation, which results in an upper
bound for the substitution rate of order 107°.

The second emission model we implemented is for pseudo-haploid genotype data, a
widely available data type for human ancient DNA. For the copying states (i = 1,...,n),
the allele on haplotype i is emitted with probability 1 — ¢, and the alternative allele is
emitted with probability e. For the non-ROH state (i=0), the emission probabilities model
sampling one read from an underlying genotype in Hardy-Weinberg equilibrium under
the allele frequencies in the reference panel: A derived pseudo-haploid marker is ob-
served with probability p;, and an ancestral marker with probability 1 — p;. To account for
possible errors, with probability € the observed read actually reflects the opposite allelic
state. As in the case of diploid genotypes, this error rate ¢ models both the disagreement
rate due to new mutations occurring on the genealogical lineage between the reference
haplotype and the target, as well as the rate of genotyping errors.

The third emission model we implemented is for read count data, where the data for
a specific locus consists of n reads, with k of them mapping to the derived allele and n — k
to the reference allele. Given the underlying genotype, modelled probabilistically as in
the diploid genotype case described above, we add a second layer that describes the sam-
pling of the n reads. We use a binomial model, where the probability of observing k out
n marker to be derived is binomial with probability p = 0, p = 0.5, and p = 1 given the
heterozygous ancestral, homozygous, and heterozygous derived genotype, respectively.
We add two levels of error: One at the read level, where each read is flipped to the oppo-
site allele with probability ¢, which can be absorbed into the binomial probabilities. We
add an additional level of error at the genotype level, corresponding to the error model of
erroneous diploid genotypes described above, where a diploid genotype is flipped to one
of the other two possibilities with probability ¢,.¢. The intuition for the genotype level of
errors is to account for rare errors in the reference panel that would induce mismatches
between the target individual’s genotype.

We note that extensions for more complex error models that include position and
context-specific effects or leverage base quality scores from the sequencing, and models
for other kind of data could be incorporated by adjusting the emission probabilities link-
ing the unobserved diploid genotypes to the data. Importantly, such extensions can be
naturally modelled using a genotype likelihood framework that describes the likelihood
of the observed data under each of the three possible latent diploid genotype states.
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1.2 Posterior Decoding

We use standard Hidden Markov model algorithms to calculate the posterior probability
P(m = i]y) of the hidden state i at locus [ observing the data y;, . . . y;, (Durbin et al., 1998).
Specifically, we compute the forward probabilities,

fi(l) = P(yla e YL T = Z) = €i<yl)2fk<l - 1)141“'7 (1)
k

as well as the backward probabilities,

be(l) :== P(Yry1, - yrlm = k) = ZAmez‘(szH)bi(l +1), (2)

using dynamic programming, where A denotes the transition matrix A4;_;_,;. Together,
these are combined to obtain the posterior:

: fiDbi(1)
P(m =ily) = 28222 3
where P(y) denotes the full probability of the data, which can be computed as P(y) =

2o Jr(L).

To complete the posterior decoding and thereby call ROH segments, we use posterior
thresholding. We return consecutive regions where the posterior probability of the non-
ROH state remains below the threshold 1 — T', or equivalently the sum of the posteriors
of the copy states is above T'. In section 1.5 we describe the procedure for how we set the
default value of 7" for our implementation of the method.

1.3 Computational Speedup

The run-time (and memory requirement) of the algorithm for the posterior decoding of
the HMM scales linearly with the number of loci L that are analyzed. In the naive im-
plementation, the scaling with the number of hidden states K (the number of reference
haplotypes plus one here) is quadratic, since the full transition matrix has to be computed
and each entry employed in Equation (1) and (2). Thus, the run-time of the naive imple-
mentation is O(LK?).

However, as is standard for these models, we can reduce this run-time to linear in the
number of hidden states, to O(LK), by using the symmetry of the copying states: For
hidden state i > 0, the sum in Equation (1) can be split up into three parts (we suppress
dependencies on [ — 1 here):

Z frAri = foAoi + Z JrAia + fi(Ai — Ava), (4)
e ™ k>0 T

— ——
11

where we used that A;; = A, for all k,i > 0, which follows from the symmetry of the
transition rate matrix (). Similarly, for k=0 we get:

Z JrAro = JoAo + Z JrAo, (5)
k \I’-J >0

_—
17
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because Ay = A forall £ > 0.

The quadratic dependence of the run-time on the number of states is caused by the
sum in /] in Equation (4), and similarly in Equation (5). However, when updating the
forward probabilities f;({) for all states i, we only need to pre-compute »,_, fi once for
every locus. Doing so achieves the reduction to linear run-time. The backward algorithm
can be modified analogously, with first splitting the sum in Equation (2) and then pre-
computing > ._, Axie;b; only once when updating b (1) for all states k.

>0

1.3.1 Efficient computation of the transition matrices

In the naive implementation of our algorithm, the infinitesimal rate matrix ) has to be
exponentiated at every locus [, which would be computationally costly (depending on
the implementation scaling quadratic or worse with number of states). However, due to
the speed-up described in Section 1.3, we only require a small subset of the entries of the
tull transition matrix, namely Ago, A11, A12, Apn and A;g. We note that a truly symmetric
model (such as the original Li & Stephens copying model) could be reduced even further
into a single transition rate (the probability of staying in a copy state, Price et al., 2009).
However, due to the additional non-ROH state here, one has to keep track of at least three
rates, and these can be efficiently pre-compute as follows.

Using the symmetry of the copying states 1,...,n, we can collapse these states into
state 1 and a single surrogate state for 2,...,n. We then only need to consider the states
0,1, and the surrogate state, thus arriving at a 3 x 3 transition rate matrix @, where
Qi = Qi fori < 2,j <2and Q;p = 21 @ij = (n— 1)@ for i < 2. Importantly, by
exponentiation of () the three relevant entries of A can be recovered by first computing
A = exp (Q) and then using A;; = A;; fori,j < 2and Ay = Ajp/(n —1).

To efficiently incorporate variable recombination distances between loci, we first di-
agonalize the common collapsed rate matrix: ) = P~'DP. For each locus I, we can then
exponentiate using exp(A - 7) = P~ exp(D - ;) P, which only requires exponentiation of a
diagonal matrix, and recover the corresponding entries of A and consequently A required
for calculating the full posterior. In section 1.5 we describe the procedure for how we set
the default rates of @) for our implementation.

1.4 Simulating genetic data with ROH

To test the performance of our method, we simulated genetic data with known ROH. We
use this data below to carry out experiments where we down-sample to lower coverage
and add genotyping errors to 1) help determining robust HMM parameters (Section 1.5)
and to 2) test the performance (Section 1.5). First, we describe the method we used to
generate these simulated datasets with known ROH.

We used a copying approach inspired by Ralph and Coop (2013) to generate ground-
truth ROH block sharing data for testing methods. A synthetic mosaic individual without
long ROH >1 cM is first generated by concatenating stretches of diploid genotypes in
0.25 cM tracts from randomly chosen individuals of the reference set. The intuition is
that the probability of long ROH blocks (>1 cM) arising inadvertently is very low (as
multiple ROH blocks would have to be concatenated), while still mostly retaining local
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LD structure typical for diploid human individuals. In our simulations, we used the
positions of a widely used set of SNPs developed for human ancient DNA studies (1240k
capture technology for 1.24 million SNPs Fu et al., 2015), and we focused on chromosome
3, a human chromosome with a typical density of these sites per map unit (Morgan).

We then copied in five ROH blocks of a given length uniformly at random, enforcing
that ROH blocks do not overlap by placing them at random in 5 evenly split up sectors
of the chromosome. The copied-in stretch originates from one haplotype of the source
population (chosen uniformly), and both alleles of the synthetic individual are set to the
allele of the copied-in stretch. The source population for the simulations is then excluded
from the reference panel. These synthetic mosaic individuals, with known diploid geno-
types, serve as test cases for the method, and various types of data (such as read count or
pseudo-haploid) was generated based on them. For various tests, these data were down-
sampled and error added to it, to simulate data of varying quality (Fig. 1C,D).

1.5 Parameter Choice

The model has several parameters that have to be set when analyzing data. Here we
describe how we set the parameters we used throughout our empirical analysis and our
simulation experiments. We set the infinitesimal transition rates based on the typical
tracts we are interested to find. Our target use case here is to detect ROH blocks that
are of length 5 cM that occur once every 100 cM. Accordingly, we chose the infinitesimal
rate parameters (per Morgan) as 1 (jump from non-ROH into ROH) and 20 (jump from
a ROH state into non-ROH). We fixed the transition rate between ROH states (i.e. the
haplotype copying model switch rate) to 300 per Morgan, corresponding to an average
copy tract length of ca. 0.3 cM. This value was chosen based on performance of ROH
calling in pilot simulations and a likelihood profile of a Li & Stephens model of Tuscany
haplotypes from all non-Tuscany Europeans in the 1000 Genomes dataset. We fix this set
of parameters throughout our analysis.

1.5.1 Choice of Posterior Threshold

To determine a robust posterior threshold, we ran simulation experiments with data typ-
ical for our use case, which is analysis of 1240k pseudo-haploid data with the full 1000
Genomes dataset set as a reference panel. As test cases, we simulated mosaics of chro-
mosome 3 with pseudo-haploid data, i.e. one allele chosen at random, and then down-
sampled randomly to 50% of all 1240k SNPs covered (and the rest indicated as missing).
We then flipped the allele at random with probability 0.01 to the other allele to simulate
data with low quality. This is a representative use case for our method: As described
below (section 2.1) we apply our method to individuals in real datasets with more than
400,000 SNPs covered, for which estimated error rates are below 5% . We point out that
error rates cover both sequencing error and contamination, and that not all contamination
results in erroneous reads. The reason for choosing the cutoff based on low quality data
is that we want the cutoff to be robust in these cases. We tradeoff maximum specificity
for high quality data (where more aggressive cutoff settings would be possible) to allow
our method being applicable to a wide range of use cases with default parameters.
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Using the TSI (Tuscany, Italy) samples from the 1000 Genomes dataset, we simulated
100 replicates of mosaics of chromosome 3 for two scenarios: 1) with 4 cM ROH blocks
copied in (to determine power and bias of inferred ROH length) 2) no blocks copied in as
well (to assess false positives). We then ran the method using the 1000 Genomes dataset
and only TSI individuals removed as reference panel, tested various posterior cutoffs, and
monitored false positive rate, power, length bias, and standard deviation of the longest
block overlapping the true ROH blocks, with blocks of length 4 cM as the test case. When
analyzing 100 replicates with various posterior cutoffs, we found that a cutoff of 0.998
lead to a good performance in terms of the magnitude of bias for ROH, as well as standard
deviation of inferred length of ROH (Table 1). As our overall goal is to call ROH with little
bias and also with little variation in length, we chose this value of 0.998 as posterior cutoff
in our implementation.

Posterior Cutoff Rep. STD4cM FPROH>1cM FPROH>2cM  Avg. Bias4 cM [cM]  Frac. 80% of 4 cM called

0.996 100 0.61 5.39 0.47 0.06 0.958
0.997 100 0.59 4.70 0.35 0.02 0.950
0.998 100 0.57 3.78 0.21 -0.03 0.930
0.999 100 0.60 2.34 0.11 -0.15 0.892

Table 1: Varying the posterior cutoff on various performance metrics. We varied the
posterior cutoff used for calling ROH, calculated several summary statistics when calling
ROH for mosaic individuals (TSI). For each line, 100 replicates for chromosome 3 with
tive 4 cM ROH copied or no ROH copied in were simulated to calculate the performance
statistics. False positive rates (FP) are calculated as the average number of falsely inferred
blocks per replicate chromosome.

For applications on 1240k pseudo-haploid SNPs with at least 400,000 autosomal SNPs
covered and using the 1000 Genomes data as the reference panel, this set of parameters
can be readily applied, and we provide these parameters as the default settings in our
software package that implements the method. For users who wish to apply our method
to another set of SNPs, a different reference panel, or non-human data, we strongly rec-
ommend to repeat a similar strategy to find a suitable threshold in the respective scenario.

1.5.2 Merging of Gaps between ROH

Motivated by the observation that the vast majority of false positive ROH are shorter
than 2 cM (Fig. 1), we only record ROH blocks >2 cM. We observed that long ROH are
sometimes broken up by spurious gaps (Fig. 2 and manual inspection of blocks where the
length was substantially underestimated), as similarly seen in methods that call long IBD
blocks between individuals (Browning and Browning, 2015). Such gaps may arise due
to genotyping error, structural variation or very low SNP density. Following a standard
procedure of IBD block calling (Ralph and Coop, 2013) and of genomic feature annotation
with HMMs (Durbin et al., 1998), we decided to merge gaps, as experiments with lower-
ing the posterior threshold or with decreasing the jump rate introduced a large surplus
of additional false positives. To ensure that we do not merge two false positives (the false
positive rate >2 cM is non-zero), we additionally require at least one of the merged blocks
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to be longer than 4 cM, and the gaps to be less than 0.5 cM in length. Fig. 2 shows that
this procedure improves the performance substantially.

- §“ Pseudohaploid 1240k (0.5x coverage, 1% error)
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Figure 2: Improving power for long ROH blocks by merging gaps between ROH
stretches We depict the effect of merging ROH gaps for the “worst case” simulation sce-
nario where we expect our method to have the least power to detect uninterrupted seg-
ments of ROH. Merging gaps <0.5 cM for between blocks where the longer block >4 cM

markedly improves performance for long ROH blocks (>8 cM), without changing the
distribution of shorter ROH blocks (4 cM).
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Results

2.1 Performance on simulated data

To test its performance, we applied our implementation of the method with default pa-
rameters chosen as described in Section 1.5 to mosaic individuals with copied in ROH
blocks as detailed in Section 1.4. The majority of published ancient DNA is released as
pseudo-haploid data, i.e. with one read randomly picked per site. When applying the
method to such pseudo-haploid data sampled from the test individuals and additionally
down-sampled to varying degree, our analysis revealed that it has high power (>95%) to
detect ROH blocks >4 <M while having simultaneously a low false positive rate (Fig. 3A)
down to at least 0.5x covered 1240k sites. Moreover, we find that, when first applying
random genotype errors, the method can tolerate genotype error rates up to 5% (Fig. 3B).

A Downsampled Coverage; Target Mosaic TSI B Added Error; Avg. Depth 1.0x; Target Mosaic TSI
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Figure 3: Performance of the method to detect ROH within mosaic individuals We an-
alyzed 100 individual chromosomes 3 which have been copied together as mosaics from
0.25 cM stretches from TSI individuals (Tuscany) of the 1000 genomes dataset (Section 1.4)
on the 1240k sites. For each site, we then sampled one read from the diploid genotype
at random, creating pseudo-haploid data. We further down-sampled to varying degrees
(0.1-1.0x, Panel A), or introduced random genotype genotype errors at different rates
(0.001-0.1) and applied the method with a copying error rate set to 1% (Panel B), using
the 1000 genome data with the TSI haplotypes removed as reference panel (4794 haplo-

types).
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2.2 Reference panels with varying genetic distance

To test the impact of different coalescence time distributions to the reference panel, we
tested the method on simulated mosaic individuals from various global populations when
using a reference panel consisting of European haplotypes. We note that under a simple
model of a clean population split, the divergence time between the target and the refer-
ence population introduces a minimum boundary for coalescence times of the reference
haplotype with the reference panel, similar to a temporal separation of an ancient target
from the reference panel.

We tested how well the method works when using a European reference panel (with
TSI removed, 792 out of 1,006 haplotypes remaining) for mosaic individuals generated
from several target populations of the 1000 Genomes dataset. We tested four target popu-
lations, chosen to cover a wide range of population genetic distances. We tested with
pseudo-haploid data on 1240k SNPs, picking one allele at random at each 1240k site
(Tab. 2 and Fig. 4).

With divergence occurring tens of thousands of years ago, such as target for CHB
(Han Chinese) with European reference haplotypes, 95.0% of copied-in blocks are identi-
tied with at least 80% overlap with the true ROH block. However, this behavior does not
continue across all pairs of populations, we observe little power to infer ROH in mosaic
individuals constructed from YRI haplotypes when using European haplotypes as refer-
ence. In this case, while some ROH blocks are still identified, only less than 10% of copied
in ROH blocks are inferred with at least with 80% overlap.

Target Panel | Power at 80% overlap [4cM]  Bias in Length [4cM]  Standard Deviation Length [4cM]

TSI EUR* | 0.986 0.151 0.46
CHB EUR* | 0.950 0.138 0.54
CLM EUR* | 0.882 -0.10 0.69
YRI EUR* | 0.096 -2.01 0.90

Table 2: Effect of varying distance from reference panel to target. We tested the per-
formance with mosaic individuals from Tuscany, Italy (TSI); Han Chinese from Beijing
(CHB); Colombians from Medellin (CLM) and Yoruba from Ibadan (YRI), and tested the
power to call ROH blocks of length 4 cM. we define a successful inference when at least
80% of the original ROH block are inferred to be within a single inferred ROH. EUR*:
European reference haplotypes with TSI (Tuscany) removed.
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Figure 4: Effect of varying distance from reference panel to target. We tested the per-
formance with target individuals that were simulated as mosaics of haplotypes from Tus-
cany, Italy (TSI); Han Chinese from Beijing (CHB); Colombians from Medellin (CLM) and
Yoruba from Ibadan (YRI), and using European reference haplotypes (without TSI haplo-

types).
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2.3 Performance on down-sampled Ust Ishim man

High-coverage ancient DNA data provides a useful test case to assess ROH inference.
Here we analyzed a Western Siberian individual radio carbon dated to about 45,000 years
before present, called “Ust Ishim man”. His complete genome has been sequenced to
remarkable depth (ca. 40x) from a femur bone (Fu et al., 2014), allowing for robust diploid
genotype calls.

Importantly, high-coverage data allows one to call ROH with high reliability by simply
identifying stretches that lack sites where many reads indicate heterozygosity (Fig. 5).
Moreover, as “Ust Ishim man” is the oldest anatomically modern human sequenced to
high coverage to date, it provides us an opportunity to examine an extreme case in terms
of how much temporal distance from the reference panel our method can tolerate.

We analyzed read count data for the 1240k SNPs from Ust Ishim man (40x read depth
on the target) - using the post-processed publicly available data from Marcus et al. (2020).
We then down-sampled these reads to lower coverage (0.2-40x) at random. Furthermore,
we created pseudo-haploid data for all SNPs covered (1,115,315 of the 1240k variants
were covered) by choosing one read at random per site, and then created artificial data
down-sampled to subsets (0.3-1.0x smaller) of the 1240k sites. We analyzed both read-
count data and pseudo-haploid data and summed up all ROH blocks longer than a given
threshold.

Our results show that we can consistently infer ROH blocks >4 cM when down-
sampling to low coverage (0.5x mean depth) of the 1240k markers (Fig. 5). Importantly,
even for pseudo-haploid data, which effectively only uses LD information as signal, in-
ference seems to work reliably with as low as 0.3 x coverage, with little observable bias
for blocks >8 cM and a small false positive rate for blocks >4 cM (Fig. 5). We hypothesize
that this is at least in part caused by the extension of a large number of shorter ROH that
then get pushed beyond the 4 cM detection threshold.
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Figure 5: Properties of inferred ROH when downsampling from high coverage data
on the Ust Ishim man. Left: Sum of inferred ROH >4, >8, >12 ¢cM when down-sampling
to various degrees, both for pseudohaploid data (red), as well as read count data (gray).
The gray horizontal line depicts the value when using diploid genotype calls, which we
assume as ground truth. Right: Posterior and inferred ROH for a region of Chromosome
3, when using diploid genotype data (top) and pseudo-haploid data down-sampled to
0.5x (bottom). We depict inferred ROH greater than 1 cM before the gap merging as
blue lines above the posterior. For the diploid genotype data, we indicate heterozygous
genotypes (blue dots above the posterior trace) and homozygous genotypes (blue dots
below the posterior line trace. Long gaps of heterozygosity align well with the inferred
ROH segments (blue lines).
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24 Performance on present-day populations

We applied our method to the Human Origins dataset of 1,941 present-day humans origi-
nating from 162 global populations genotyped at autosomal SNPs (Lazaridis et al., 2014).
These SNPs constitute a subset of the 1240k enrichment targets (~0.6 of ~1.24 million
SNPs). Because this dataset provides diploid genotype calls, we ran our method with the
diploid mode and called ROH >4 cM in all 1,941 individuals, using 5,008 global haplo-
types from the 1000 Genomes reference panel. We manually checked several called ROH,
and confirmed that ROH calls correctly identify regions with almost no heterozygous
markers.

To test the pseudo-haploid mode of our method on a global panel of variation, we used
all HO individuals with at least one ROH longer than 12 cM identified (599 individuals)
as a test set. In addition to the high quality diploid ROH calls, we ran the pseudo-haploid
mode on these individuals, choosing one allele at random for each diploid genotype call
(ca. 550,000 SNPs per individual, ranging from individuals with 537,000 to 556,000 called
gentoypes). Our tests confirmed that the ROH calls from the haploid and the diploid data
closely agree for the majority of individuals (Fig. S6), with a correlation between datasets
of r = 0.984 when comparing ROH >8 cM (Fig. 6). A notable exception are certain Sub
Saharan populations, in particular South and East African hunter gatherers, for which a
substantial fraction of long ROH are not correctly identified in the haploid data (Tab. 6).

When investigating these African Hunter gatherers, we noticed that the typical pat-
tern in the inference from pseudo-haploid data is many gaps dispersed throughout ROH
identified in the diploid data (e.g. Fig. 7). This pattern mirrors the one we observed when
analyzing mosaic targets created from Yoruba haplotypes using an European only ref-
erence panel (Section 1.4), pointing toward some haplotype segments not captured well
by the reference panel. Indeed, it has been observed previously that hunter gatherer
populations in Sub Saharan Africa possess deeply diverged ancestry (Schlebusch et al.,
2012), which together with the fact that the African reference haplotypes from the the
1000 Genomes data only include a single population from Central, Southern and Eastern
Africa (i.e. the Luhya), yields a plausible explanation for the limited power of our method
to call ROH.

After removing Sub Saharan African populations from Central, South and Eastern
Africa, the correlation increases to 7= 0.997, and the average difference between the sum
of ROH > 8 cM inferred from pseudo-haploid and diploid genotype data is —0.53 cM (the
mean of the sum of ROH inferred from diploid data is 98.03 cM). Upon inspecting specific
length categories, ROH calls from all length classes are highly correlated, ranging from r
= 0.925 for ROH 4-8 cM to r = 0.988 for ROH longer than 20 cM (Fig. 8). No population
other the Sub Saharan African exhibits a substantial bias, which provides evidence that
the reference panel is suitable for all other groups in the HO panel.
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Figure 6 & Table 3: Comparison of diploid and pseudo-haploid ROH calls for HO
individuals. Left: Comparison of ROH calls >8 cM for pseudo-haploid and diploid data
for each HO individual with at least one ROH >12 cM (599 individuals). The scatter plot
compares the total sum of all ROH blocks >8 cM. Right: Table summarizing individuals
where more than 50% of sum ROH >8 cM are not called with pseudo-haploid data. These
individuals correspond to the individuals that deviate substantially downwards from the
diagonal line.
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Figure 7: Comparison of diploid and pseudo-haploid ROH calls for a present-day
Southern African Hunter gatherer individual. We compare the ROH calls from pseudo-
haploid data (top) and diploid genotype data (bottom) from a HO African hunter gath-
erer in the HO origin dataset (Khomani 7). We show chromosome 8, as this individual has
two long ROH on this chromosome that can be identified with high confidence in diploid
genotype calls (blue dots above posterior depict heterozygous sites). The diploid mode
correctly identifies these regions, whereas the pseudo-haploid mode breaks them up.
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Figure 8: Comparison of diploid and pseudo-haploid ROH calls for HO individuals
without Sub Saharan populations. As in Fig. 6 we compare ROH calls for HO popula-
tions, with ROH calls from diploid genotype data (x-axis) compared to ROH calls from
pseudo-haploid data (y-axis). Here we have removed the Sub Saharan populations from
the panel, and show comparison for three length classes: 4-8 cM (left), 8-20 cM (middle)
and >20 cM (right).
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Conclusion

Our tests show that the new method can robustly identify ROH longer than 4 cM for
typical ancient DNA data (including pseudo-haploid genotype calls) down to ca. 0.5x
coverage. This application range substantially extends the limit reported by previous
methods developed for high quality present-day DNA (Narasimhan et al., 2016; Purcell
et al., 2007) and ancient DNA (Renaud et al., 2019). Our tests demonstrated that the
new method can tolerate divergence times of up to several tens of thousands of years
between the 1000 Genomes reference panel and the target individual, which implies a
wide range of applicability to ancient individuals, including all individuals sharing the
out-of-Africa bottleneck. We note that we optimized and tested our implementation for
genetic variation at more than a million single nucleotide polymorphisms widely used in
ancient DNA (1240k capture technology, Fu et al., 2015), and whole genome data can be
readily down-sampled to this set of SNPs.

The novel method presented here will allow researchers to screen a substantial frac-
tion of the currently available human genome-wide aDNA data for parental relatedness,
which will yield new evidence for questions regarding past demography and social orga-
nization (Racimo et al., 2020). In related work, we are carrying out an initial application of
the method to analyze ancient DNA from over 1,798 anatomically modern humans from
the last 45,000 years (in prep).

Identifying ROH can also be a starting point for powerful downstream applications:
ROH consist of only a single haplotype (the main signal for our method) and is there-
fore perfectly phased, a prerequisite for powerful methods relying on haplotype copying
(e.g Lawson et al., 2012) or tree reconstruction (e.g. Kelleher et al., 2019; Speidel et al.,
2019). Moreover, long ROH could be used to estimate contamination and error rates, an
important task in ancient DNA studies (Furtwéangler et al., 2018), as ROH lack heterozy-
gotes and thus one can identify heterozygous reads within ROH that must originate from
contamination or genotyping error, similar to estimating contamination from the hemizy-
gous X chromosomes in males (Korneliussen et al., 2014). More broadly, in many plants
and animal species ROH is more prevalent than in humans (due to natural inbreeding
or human breeding in domesticates), and low coverage genetic data is a widely applied
cost-effective strategy to generate genetic data. Questions about inbreeding are central to
a wide range of disciplines across evolutionary biology, such as conservation biology or
plant evolution, and new methods building upon the core ideas of our approach could
provide useful tools for studying a wide range of natural populations.
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