Multi model evaluation of phenology prediction for wheat in Australia
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Abstract

Predicting wheat phenology is important for cultivar selection, for effective crop management and provides a baseline for evaluating the effects of global change. Evaluating how well crop phenology can be predicted is therefore of major interest. Twenty-eight wheat modeling groups participated in this evaluation. Model predictions depend not only on model structure but also on the parameter values. This study is thus an evaluation of modeling groups, which choose the structure and fix or estimate the parameters, rather than an evaluation just of model structures. Our target population was wheat fields in the major wheat growing regions of Australia under current climatic conditions and with current local management practices. The environments used for calibration and for evaluation were both sampled from this same target population. The calibration and evaluation environments had neither sites nor years in common, so this is a rigorous evaluation of the ability of modeling groups to predict phenology for new sites and weather conditions. Mean absolute error (MAE) for the evaluation environments, averaged over predictions of three phenological stages and over modeling groups, was 9 days, with a range from 6 to 20 days. Predictions using the multi-modeling group mean and median had prediction errors nearly as small as the best modeling group. For a given modeling group, MAE for the evaluation environments was significantly correlated with MAE for the calibration environments, which suggests that it would be of interest to test ensemble predictors that weight individual modeling groups based on performance for the calibration data. About two thirds of the modeling groups performed better than a simple but relevant benchmark, which predicts phenology by assuming a constant temperature sum for each development stage. The added complexity of crop models beyond just the effect of temperature was thus justified in most cases. Finally, there was substantial variability between modeling groups using the same model structure, which implies that model improvement could be
achieved not only by improving model structure, but also by improving parameter values, and
in particular by improving calibration techniques.
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1. Introduction

Crop phenology describes the cycle of biological events during plant growth. These events include, for example, seedling emergence, leaf appearance, flowering, and maturity. Timing of growing seasons and their critical phases as well as estimates of them are increasingly important in changing climate (Olesen et al., 2012, Dalhaus et al., 2018). Matching the phenology of crop varieties to the climate in which they grow is critical for viable crop production strategies (Rezaei et al., 2018, Hunt et al., 2019). Furthermore, accurate simulation of phenology is essential for models which simulate plant growth and yield (Archontoulis et al., 2014; Boote et al., 2010, 2008).

In this study we focus on wheat phenology in Australia. Australia was the world’s ninth largest producer of wheat in 2018 and the sixth largest exporter (Workman, 2020). Crop model predictions of phenology have been used in various studies related to wheat production in Australia. In a study by Luo et al. (2018), the APSIM model was used to simulate changes in phenology, water use efficiency, and yield to be expected from global climate change. The APSIM model was used to evaluate changes in wheat phenology in Australia as a result of warming temperatures in recent decades (Sadras and Monzon, 2006). That model was also used to determine the flowering date at each location associated with highest average yield (Flohr et al., 2017).

Given the interest in using crop models to predict phenology, it is important to evaluate those predictions. How well can wheat phenology be predicted? In trying to answer this question, one must first define exactly what aspect of the models is being evaluated, and then must choose an appropriate methodology for carrying out the evaluation.

It is important to distinguish two different types of model evaluation, which might be termed evaluation of extrapolation predictions and evaluation of interpolation predictions. They
differ as to whether or not the data provided for calibration are representative of the target population, i.e. of the range of environments of interest. In one type of study, the objective is to evaluate how well models can extrapolate to conditions not represented in the calibration data. For example, in a multi-model ensemble study on the effect of high temperatures on wheat growth (Asseng et al., 2015), detailed crop measurements were provided for one planting date and the models were evaluated using other planting dates, some with additional artificial heating during growth. The evaluation data thus represented a much larger range of temperatures than represented in the calibration data. This was a test of how well the models can extrapolate to more extreme temperatures than those available for calibration. Other studies have evaluated how well crop models can extrapolate to environments with enhanced CO₂, given calibration data for current ambient CO₂ levels (Biernath et al., 2011).

In the second type of study, the calibration data are meant to be representative of the target population. This evaluates how well crop models can generalize from the calibration environments to other similar environments. An example is the study by Ceglar et al. (2019), which used data on wheat phenology under current conditions in Europe for calibration and then predicted phenology for other environments from the same target population. This type of evaluation is adapted, for example, to the case where one has data from a network of variety trials and wants to predict for other sites and years from the same target population, as in Bao et al. (2017) for yield. It is this aspect of crop phenology models, namely their ability to predict when provided with a sample of data from the target population, that is evaluated in the present study.

A second aspect of evaluation that must be specified is the modeling group or groups that are being evaluated. We reserve the term “model” specifically for model structure, i.e. the model equations, while modeling group determines both the model structure and the parameter values, which are chosen or estimated by the group running the model. It is clear that predictions
depend not only on the model structure but also on the parameter values, so evaluation really refers to the modeling group. Model evaluation studies may refer to a particular modeling group or to an ensemble of modeling groups. Here, we evaluate an ensemble of 28 different modeling groups. The purpose is not to give information about each specific modeling group, but rather to evaluate how well currently active modeling groups can predict phenology for our target population (e.g. what is the error of the best predicting group), how well can one expect a modeling group chosen at random to predict (e.g. what is the mean or median prediction error), and what is the variability between modeling groups (e.g. what is the spread between the best and worst predictors).

It is important to define precisely the evaluation problem (extrapolation or interpolation, single- or multi-group evaluation), but it is also important that the methodology of evaluation be such as to give reliable results. We focus here on the relation of the predictor (model plus parameter values) and evaluation data. It is well-known from statistics that if a predictor is not independent of the evaluation data, then the error for the evaluation data will in general be less than for new environments (Efron, 1986). That is, non-independence in general leads to underestimating prediction errors. The predictor could depend on the evaluation data if, for example, the evaluation data were also used to calibrate the model, or were used to modify the model equations, or were used to tune site characteristics. If the same sites are present in the calibration and evaluation data, then the model has to some extent been tuned to those sites, and so the predictor is not independent of the evaluation data even if the evaluation data have not been used directly to fit the model. Having the same sites in the calibration and evaluation data is often the case for evaluation studies (Andarzian et al., 2015; Asseng et al., 2008; Chauhan et al., 2019; Hussain et al., 2018; Yuan et al., 2017).

There do not seem to have been any multi-modeling group evaluation studies of prediction of wheat phenology in Australia, where the calibration data are sampled from the
target population (i.e. evaluation of interpolation predictions). The purpose of this study is to present such an evaluation, using a rigorous approach where the parameterized model is independent of the evaluation data.

2. Materials and Methods

2.1 Experimental data

The data are a subset from a multi-cultivar, multi-location, and multi-sowing date trial for wheat in Australia, described in Lawes et al. (2016). The environments reflect the diversity in the wheat-growing regions of Australia (Fig. 1). Only the data for cultivar Janz, classified as a fast-moderate maturing cultivar, were used here. The data are from 10 sites, located throughout the grain growing region each with one to three sowing years and three planting dates in each year (overall 66 environments, i.e. site-sowing date combinations, Table 1). The sowing dates at each site correspond to early, conventional, and late sowing. Plant density was 100-120 plants/m², and sowing depth was 20-35 mm. Nutrients were managed to be non-limiting. There were 1-3 repetitions for each environment (average of 2.1 repetitions).
Figure 1

Location of calibration (red circles) and evaluation (blue triangles) sites across the Australian cropping zones (shaded area; Source: Teluguntla et al., 2018).

Plots were visited regularly (about every two weeks) starting soon after emergence of the early sowing and ending after crop maturity, and the Zadoks growth stage (Zadoks et al., 1974), on a scale from 1-100, was determined. Overall, there were 709 combinations of environment and measurement date, with an average of 10.7 stage notations per environment. The stages to be predicted here are stage Z30 (Zadoks stage 30, pseudostem, i.e. youngest leaf sheath erection), stage Z65 (Zadoks stage 65, anthesis half-way, i.e. anthers occurring half way to tip and base of ear), and stage Z90 (Zadoks stage 90, grain hard, difficult to divide). These stages are often used for management decisions or to characterize phenology.

In preparing the data for the simulation study, a linear interpolation was performed between each pair of stages, to give the date for every integer Zadoks stage from the first to the last observed stage. If observed Zadoks stage for one date was larger than the observed Zadoks stage for the next measurement date, both stages were replaced by the average of the two Zadoks stages before interpolation. The interpolated values were provided in order to avoid different
modeling groups using different methods for interpolating the data, which would have added additional uncertainty unrelated to the model performance.

The average standard deviation of observed Zadoks stages based on the replicates was 0.93 days. The standard deviation of interpolated days after sowing to Z30, Z65, and Z90 was calculated using a bootstrap. For a day with \( r \) replicates, a sample of size \( r \) was obtained by drawing values at random with replacement, independently for each measurement date. Then the Zadoks values were interpolated as for the original data. This was done 1000 times, giving standard deviations of 1.8 days for observed days to Z30, 0.9 days for observed days to Z65, and 0.5 days for observed days to Z90, respectively.

Part of the data was provided to the modeling groups for calibration, and part was never revealed to participants and used for evaluation. The calibration data originated from four sites, two years, and three planting dates, so overall 24 environments. The evaluation data were from six sites, one year, and three planting dates for a total of 18 environments (Table 1). The data were divided in such a way that the calibration and evaluation data had neither sites nor years in common.

Table 1

<table>
<thead>
<tr>
<th>Site\Year</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bungunya</td>
<td></td>
<td></td>
<td>2012-05-10</td>
</tr>
<tr>
<td>(Queensland)</td>
<td></td>
<td></td>
<td>2012-05-22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2012-06-23</td>
</tr>
<tr>
<td>Corrigin</td>
<td></td>
<td></td>
<td>2012-05-02</td>
</tr>
<tr>
<td>(West Australia)</td>
<td></td>
<td></td>
<td>2012-05-21</td>
</tr>
<tr>
<td>Location</td>
<td>Start Date 1</td>
<td>End Date 1</td>
<td>Start Date 2</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>2010-06-22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010-07-08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010-06-24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nangwee (Queensland)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010-07-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temora (New South Wales)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turretfield (South Australia)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walpeup (Victoria)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
To characterize the environments, we calculated for each environment the average temperature from sowing to Z30, Z65, and Z90, the average photoperiod from Z30 to Z65 using the daylength function in the R package insol (Corripio, 2019.; R Core Team, 2017) and days to full vernalization using the model in van Bussel et al. (2015) with the value \( V_{sat} = 25 \) days, estimated from the figure in their paper. Figure 2 shows the range of average temperature, day length, and days to vernalization for the calibration and evaluation environments as well as the range of observed calendar days to Z30, Z65, and Z90. The range of values for the evaluation data is always within the range of the calibration data, with the single exception of photoperiod. While the median and maximum day lengths were very similar for the two sets of environments, the shortest day length was 11.5 hours among calibration environments, while among the evaluation environments the shortest day length was 10.1 hours.
Boxplots of a) average temperatures from sowing to Zadoks stages Z30, Z65, and Z90 b) average day length between observed days of Zadoks stages Z30 and Z65 c) average days from sowing to complete vernalization d) average days from sowing to Zadoks stages Z30, Z65, and Z90. Results are shown separately for the calibration (ca) and evaluation (ev) environments. Boxes indicate the lower and upper quartiles. The solid line within the box is the median. Whiskers indicate the most extreme data point which is no more than 1.5 times the interquartile range from the box, and the outlier dots are those observations that are beyond that range.
2.2 Modeling groups

Twenty-eight different modeling groups participated in this study. “Modeling group” here refers to the association of some specific model structure (some specific named model) with some specific parameter values. Three modeling groups used the same underlying model structure, referred to as structure S1, three groups used a second model structure (noted S2), and two groups used a third model structure (noted S3). All other groups used unique model structures. The model structures involved are presented in Supplementary Table S1. Models were considered to have the same structure even if the version number was different, because version differences are expected to be negligible for phenology. Since different groups using the same structure obtained different results, identifying the contributions by the name of the model would be misleading. Furthermore, the performance of specific groups was not of major interest here. Therefore the modeling groups were anonymized, and only identified by a number. There is no model M5 because that group dropped out in the course of the study.

The multi-model ensemble here was an “ensemble of opportunity” meaning that any modeling group that asked to join was accepted. The activity was announced on the list server of the Agricultural Modeling Inter-comparison and Improvement Project (AgMIP) and on the list servers of several models. In addition to the original models, we defined two ensemble models. The model e-mean has predictions equal to the mean of the simulated values. The model e-median has predictions equal to the median of the simulated values.

2.3 Simulation experiment

Each participating modeling group was provided with weather, soil, and management data for all environments, as well as all available observed and interpolated values for days to each Zadoks stage for the calibration data. Participants were requested to return simulated values for number of days from sowing to emergence (even though days to emergence was
never observed) and values for number of days from sowing to stages Z30, Z65, and Z90 for all environments, including both the calibration environments and the evaluation environments.

2.4 Evaluation

As our basic metric of model error, we use the mean absolute error (MAE). For a model \( m \), MAE is

\[
MAE_m = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_{i,m}|
\]

where \( y_i \) is the observed value for environment \( i \) and \( \hat{y}_{i,m} \) is the value simulated by modeling group \( m \) for that environment. The sum is over either calibration environments, to evaluate goodness-of-fit, or over evaluation environments, to estimate prediction error. This is preferred over mean squared error (MSE) or root mean squared error (RMSE), because unlike MSE, MAE does not give extra weight to large errors (Willmott and Matsuura, 2005). To test whether MAE is the same for prediction of days to different stages, we used the R function pairwise.t.test, with method="holm" to correct for multiple comparisons. We also calculated MSE, RMSE, and NRMSE (normalized root mean squared error) for comparison with other studies.

\[
MSE_m = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_{i,m})^2
\]

\[
RMSE_m = \sqrt{MSE_m}
\]

\[
NRMSE_m = \frac{RMSE_m}{\bar{y}}
\]

where \( \bar{y} \) is the average of the observed values.

We considered two skill measures. A skill measure compares prediction error of the modeling group to be evaluated with the error of a simple model used for comparison. We define two simple models, and therefore two skill measures. Both use MSE, rather than MAE,
as the measure of model error, in keeping with usual practice. The first simple model, noted
“naive”, predicts that days to each stage will be equal to the average number of days to that
stage in the calibration data. The predictions of the naïve model here are 77.1, 123.1, and 166.5
days from sowing to stages Z30, Z65, and Z90, respectively. The first skill measure, modeling
efficiency (EF), is defined as

\[ EF_m = 1 - \frac{MSE_m}{MSE_{naive}} \]  

(3)

The naïve model ignores all variability and predicts that days to any stage will be the same
regardless of the environment. A model with \( EF \leq 0 \) is a model that does no better than the
naive model, and so would be considered a very poor predictor. A perfect model, with no error,
has modeling efficiency of 1. Often modeling efficiency is based on the fit of a calibrated model
to the data used for calibration (McCuen et al., 2006). Here, in contrast, the naïve model is
based on calibration data and used to predict for independent data.

The naïve model is a very low baseline for evaluating a crop model. We therefore
introduce a more realistic, but still simple model which takes into account the effect of
temperature on phenology. This “onlyT” model predicts that degree days (°D) from sowing to
each stage will be equal to the number of degree days from sowing to that stage in the calibration
data, where degree days on any calendar day is equal to average temperature that day. The
predictions of the onlyT model are that Z30 will occur 893.7 °D after sowing, Z65 will occur
1476.0 °D after sowing, and Z90 will occur 2245.7 °D after sowing. The second skill measure,
noted skillT, is then

\[ skillT_m = 1 - \frac{MSE_m}{MSE_{onlyT}} \]  

(4)

where \( MSE_{onlyT} \) is MSE for the onlyT model. As for any skill measure, a perfect model has
\( \text{skillT} = 1 \) and a model that does no better than the onlyT model has \( \text{skillT} \leq 0 \)
2.5 Within- and between-model structure variability

Three of the model structures are used by more than one modeling group. This makes it possible to estimate separately the variance in simulated values due to structure and the variance due to modeling group nested within structure. We treat the simulated values as a sample from the distribution of plausible model structures and plausible parameter values. According to the law of total variance (Casella and Berger, 1990), the total variance of simulated values can be decomposed into two parts as

\[
\text{var}(\hat{y}) = \text{var}[E(\hat{y} | S)] + E[\text{var}(\hat{y} | S)]
\]  

where \(\hat{y}\) are the simulated values, \(S\) is model structure, \(E\) is the expectation, \(\text{var}\) is the variance, and the notation \(|S\) means that the expectation (in the first term on the right hand side) or the variance (in the second term on the right hand side) is taken separately for each value of model structure. We estimated the first term by first calculating the average simulated value for each structure (if a structure is represented by a single modeling group, this is just the value simulated by that group), and then calculating the variance of those average values. This is the between-structure variability. To estimate the second term, we first calculated the variance between simulated values for each of the three structures with multiple groups. Then we calculated the average of those variances. This is the within-structure variability (i.e. variability due to parameters).

3. Results

3.1 Prediction error and skill

MAE values for the evaluation data are shown in Figure 3 and summarized in Table 2. Results for individual modeling groups are given in Supplementary Table S2. Median MAE values (and ranges) were 12 days (8-25 days) for days to Z30, 10 days (5-24 days) for days to
Z65, and 7 days (1-22 days) for days to Z90. The difference between MAE for prediction of
days to Z30 and MAE for prediction of days to Z65 was significant ($p=0.041$) as was the
difference between MAE for prediction of days to Z30 and MAE for prediction of days to Z90
($p=0.011$). On the other hand, the difference between MAE for prediction of days to Z65 and
to Z90 had a $p$ value of 0.11. The median (and range) of MAE averaged over the three stages
was 9 days (6-20 days). The ensemble predictors e-mean and e-median both had averaged MAE
values of 7 days. They were both only marginally worse than the best two individual modeling
groups, and e-median was marginally better than e-mean. For comparison with other studies,
we also report other criteria of error in Table 2.

Table 2

Summary of prediction errors for the evaluation and calibration environments,
in each case averaged over predictions of days to stages Z30, Z65, and Z90 except for
NRMSE, where the values refer to predictions of number of days to stage Z65. The
median, minimum, and maximum error over modeling groups are shown.

<table>
<thead>
<tr>
<th></th>
<th>median</th>
<th>minimum</th>
<th>maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evaluation data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE (days)</td>
<td>9</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>RMSE (days)</td>
<td>12</td>
<td>9</td>
<td>25</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.094</td>
<td>0.056</td>
<td>0.227</td>
</tr>
<tr>
<td>EF</td>
<td>0.51</td>
<td>-1.51</td>
<td>0.70</td>
</tr>
<tr>
<td>skillT</td>
<td>0.2</td>
<td>-3.34</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Calibration data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE (days)</td>
<td>8</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>RMSE (days)</td>
<td>11</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>NRMSE</td>
<td>0.068</td>
<td>0.041</td>
<td>0.197</td>
</tr>
</tbody>
</table>
Figure 3

Boxplot of mean absolute error (days) for each development stage and averaged over stages, for the evaluation data. The variability is between different modeling groups.

Boxes indicate the lower and upper quartiles. The solid line within the box is the median. Whiskers indicate the most extreme data point which is no more than 1.5 times the interquartile range from the box, and the outlier dots are those observations that are beyond that range.
Boxplots of EF and skillT for the evaluation data are shown in Figure 4. The median EF value of the individual modeling groups, averaged over stages, was 0.51, and 86% of the modeling groups had EF > 0. The median skillT value of the individual modeling groups, averaged over stages, was 0.20, and 68% of the modeling groups had skillT > 0.

**Figure 4**

Boxplots of skill scores for prediction of days to Zadoks stages Z30, Z65, and Z90, and averaged over stages (all) for the evaluation data. Skill score is 1 for a modeling group that predicts perfectly, and is less than or equal to 0 for a modeling group that does no better than using average days to each stage in the calibration data (EF skill score) or than
using the average number of degree days to each stage in the calibration data (skillT skill
score). Boxes indicate the lower and upper quartiles. The solid line within the box is the
median. Whiskers indicate the most extreme data point which is no more than 1.5 times
the interquartile range from the box, and the outlier dots are those observations that are
beyond that range. For readability the y axis is cut off at –1.

The relation between overall MAE for the evaluation data and the calibration data for
the same modeling group is shown in Figure 5. The calibration value explains 46 % of the
variability in the evaluation data ($R^2 = 0.46$) and the slope of the linear regression was
significantly different than 0 at the 1% level ($p < 0.01$).
Figure 5

Relation between MAE for the evaluation data and MAE for the calibration data.

Each point represents one Zadoks stage (Z30, Z65 or Z90) and one modeling group. The equation of the regression line (solid line) is $y = 4.3 + 0.52x$ and the slope is significantly different than 0 ($p < 0.01$). The dashed line is the 1:1 line.
3.2 Within- and between-model structure variability

There was substantial variability between modeling groups for each individual prediction, including between modeling groups that share the same model structure (Supplementary Figure S1). Averaged over the evaluation environments and over all three stages Z30, Z65, and Z90, the estimated within-structure standard deviation was 4.3 days and the estimated between-structure standard deviation was 11.9 days, so the within-structure standard deviation was 36% as large as the between-structure standard deviation.

4. Discussion

4.1 Comparison of calibration and evaluation environments

The calibration and evaluation environments were drawn from the same target population, namely wheat crops in the major wheat growing regions in Australia, with current climate and local management practices. We compared the calibration and evaluation environments for the main characteristics that are likely to affect phenology, namely temperature, day length, and accumulation of vernalizing temperatures. Temperatures and vernalizing durations of the evaluation environments were within the ranges of the calibration environments, but the evaluation data had a larger range of day lengths than the calibration data. This is the result of sampling variability, and may have led to larger prediction errors than if the calibration data had a range of day lengths comparable to that of the evaluation data. However, the range of days to each phenology stage for the evaluation data was always within the range for the calibration data. We conclude that this study represents a case where the calibration and evaluation data represent a similar range of conditions (with the caveat just mentioned concerning photoperiod). This type of situation is of particular importance,
example, where one wants to calibrate a crop model using current conditions and subsequently
test possible sowing dates within a limited range, or to compare phenology of multiple potential
cultivars at specific sites within the calibration domain.

4.2 Prediction error

The evaluation here was based on data which had neither sites nor years in common
with the calibration data. This was thus a rigorous estimate of how well crop modeling groups
can predict wheat phenology for unseen sites and weather, when provided with calibration data
sampled from the target population. The median MAE among models averaged over phenology
stages was 9 days, which was substantially larger than the standard deviation of observed stages,
which was in the range 1-2 days. The best modeling group had an average MAE of 7 days,
which was still substantially larger than the measurement error. MAE values were significantly
larger for prediction of days to Z30 than for prediction of days to later Zadoks stages. This may
be due to the large variability between groups in predicting time to emergence, which is
discussed in more detail below. Time to emergence is a major part of the time to Z30, but a
smaller fraction of time to Z65 or Z90.

Chauhan et al. (2019) reported a value of NRMSE of 0.062 for prediction of time to
flowering of wheat in Australia, for a version of APSIM taking the effect of water stress on
phenology into account. In that study, the model was adjusted to some extent to the data used
for evaluation, so the reported error probably underestimates the error for new environments.
That reported value was in any case within the range of NRMSE values found for different
modeling groups here, for both the evaluation data (NRMSE here from 0.056 to 0.227) and the
calibration data (NRMSE here from 0.041 to 0.197). Asseng et al. (2008), using the APSIM
model, found RMSE of 4 days for wheat phenology predictions (mostly predictions of days to
anthesis) for 44 different environments in Western Australia, a level of error which was smaller
than the minimum RMSE of 9 days found here for the evaluation data, and even smaller than
the minimum RMSE of 6 days found here for the calibration data. In that study, the phenology model was again adjusted to some extent to the data (S. Asseng, 2020, pers. comm.), which could explain the smaller errors.

The above comparisons suggest that prediction errors are very roughly similar between studies, but that there are differences depending on the details of the prediction problem and the way prediction error is evaluated. It is clearly useful to build up a knowledge base concerning phenology prediction error, as a baseline for comparison for future studies or even as a default value if evaluation is not done. Contributions to the knowledge base will be all the more useful, to the extent that the details of the prediction problem are clearly specified (including whether it is of type interpolation or extrapolation and including a characterization of the target population) and to the extent that the evaluation has a rigorous separation between the predictor and the evaluation data. The present study should therefore be a valuable contribution to such a knowledge base.

It is of interest to compare the results here with those from a study structured like the present study (calibration and evaluation environments with similar characteristics, evaluation data not used for model development or tuning), but where the evaluation concerned prediction of wheat phenology in France (Wallach et al., 2019). To a large extent, the same modeling groups participated in both studies. Specifically, the French study included 27 different modeling groups, 26 of which participated in the present study. A comparison between the two studies for those 26 groups is an indication of the variability of prediction errors between target populations for the same modeling groups.

MAE averaged over the evaluation environments and over predicted stages ranged from 3 to 13 days (median 6 days) for the French data compared to 6 to 20 days (median 9 days) for the Australian data. The target population (wheat fields in Australia versus wheat fields in France) thus had a substantial effect on prediction errors. A detailed analysis of the underlying
reasons for the larger errors in Australia is beyond the scope of this study. However, one possible contributing cause is the simulation of time to emergence. The average simulated time to emergence for all French environments was 10 days after sowing, and the mean standard deviation between modeling groups was 4 days. The corresponding values for the Australian environments were a mean emergence time of 15 days after sowing, and a mean standard deviation between modeling groups of 18 days. This very large standard deviation for the Australian environments, pointing at major differences between modeling groups, may be due to dry conditions in some environments and the uncertainty regarding initial soil conditions, leading some models to simulate very long times to emergence (up to 107 days, Supplementary Figure S1). This suggests that for Australian environments, it would be valuable to have observations of time to emergence for calibration. It seems that for many modeling groups, it would be worthwhile to revisit the predictions of time to emergence under conditions like those of the Australian environments, taking advantage of specific modeling studies of time to emergence for wheat (Lindstrom et al., 1976; Wang et al., 2009).

An important question in modeling is whether the same modeling groups perform best for all target populations, or whether different groups are best for different target populations. There is quite a bit of scatter in the graph of MAE for the Australian versus French environments (Supplementary Fig. S2), but the rank correlation between the two (Kendall’s tau) is 0.31, which is statistically significant ($p=0.013$). This suggests that there are modeling groups which perform better than others over a wide range of environments. Once again, it is prudent to repeat that this applies to the case where calibration is based on environments that are sampled from the target distribution. Prediction errors for extrapolation to conditions very different than those of the calibration data might behave very differently.
4.3 Skill measures

While prediction error is of course of interest, skill scores may be even more useful, as they indicate how models compare to alternative methods of prediction. Note that the EF skill score used here is somewhat different than the usual definition. Here, the naïve model is based solely on the calibration data, so this is in fact a feasible predictor. The more usual definition of the naïve model is the mean of all the data, including the data used for evaluation. Overall, all except four modeling groups had smaller MSE (were better predictors) than the naïve model.

The EF criterion is a rather low baseline for evaluating the usefulness of crop models for predicting phenology. Our second skill measure compares model MSE and MSE of the onlyT model, which assumes a constant number of degree days from sowing to each Zadoks stage, and estimates that number based on the calibration data. This should be a better predictor than the naïve model if photoperiod and vernalization effects are limited, and so is a more stringent test of usefulness of process models. We found that the onlyT model was indeed a better predictor than the naïve model. Nonetheless, 19 of the modeling groups performed better than the onlyT model. It seems that in most cases here, the added complexity in crop models beyond a simple sum of degree days is warranted. More generally, we suggest that systematically calculating a skill measure like skillT would give valuable information about the usefulness of more complex models.

4.4 Model averaging

As found in many studies, e-median and e-mean had prediction errors comparable to the best modeling groups. This confirmed previous evidence and theoretical considerations showing that the use of e-mean or e-median is often a good strategy (Bassu et al., 2014; Palosuo et al., 2011; Rötter et al., 2012; Wallach et al., 2018). The e-mean model is based on a simple average over simulated values, so the results from every modeling group are weighted equally.
An open question in using model ensembles is whether it would be better to give more weight to models that have smaller prediction errors for the calibration data (Christensen et al., 2010), for example using Bayesian Model Averaging (Wöhling et al., 2015). The results here show that phenology predictive performance for the calibration environments is significantly correlated with predictive performance for new environments. This was also found to be the case for a study evaluating phenology prediction by modeling groups based on phenology in French environments (Wallach et al., 2019) and suggests that in these cases, it may be worthwhile to use performance-weighted model ensembles. This may be due to the fact that in these studies, the calibration and evaluation environments were similar to one another. In cases where one is extrapolating to conditions quite different than those represented by the calibration environments, performance weighting may be less useful. This once again emphasizes that it is important to define for each evaluation study whether it is an evaluation of type “interpolation” or “extrapolation”.

4.5 Structure uncertainty and parameter uncertainty

Uncertainty in simulated values can arise from uncertainty in structure, from uncertainty in parameter values and from uncertainty in the values of explanatory variables (Luo and Schuur, 2019; Wallach et al., 2016). Here we focus on structure and parameter uncertainty. An important question is the relative importance of the two, to determine priorities for reducing overall uncertainty. Parameter uncertainty can arise from uncertainty in the default values of those parameters that are fixed, from uncertainty in the choice of calibration approach (for example, the form of the objective function or the choice of parameters to estimate) and from the values of the estimated parameters, which are uncertain because there is always a limited amount of data. The within-structure variability here is a measure of the uncertainty due to choice of default values and calibration approach, but not of uncertainty in the values of the calibrated parameters. The within-structure standard deviation here is 4.3 days, compared to a
between-structure standard deviation (contribution of structure) of 11.9 days. The study based on French environments found a within-structure standard deviation of 5.6 days and a between-structure standard deviation of 8.0 days (Wallach et al., 2019). Confalonieri et al. (2016) also found that the within-structure effect was in general, but not in all cases, smaller than the between-structure effect on variability.

Other studies have on the contrary focused on structural uncertainty versus uncertainty in the calibrated parameters, without taking into account uncertainty in all the default parameter values, nor uncertainty in the calibration approach chosen. Zhang et al. (2017) found that model structure explained about 80% of the variability in simulated time to heading in rice and about 92% of the variability in simulated time to maturity in rice, the remainder of the variability being due to parameter uncertainty. Wallach et al. (2017) found that model structure uncertainty contributed about twice as much variance as parameter uncertainty to overall simulation variance. It would be of interest to have a fuller treatment of parameter uncertainty, including both different groups using the same model structure and an estimate of the uncertainty in the parameters estimated by each group.

5. Conclusions

We evaluated how well 28 crop modeling groups simulate wheat phenology in Australia, in the case where both the calibration data and the evaluation data were sampled from fields in the major wheat growing areas in Australia under current climate and local management. It is important to distinguish between interpolation type prediction, as here, and extrapolation type, since they are not evaluating the same properties of modeling groups. It is also important to emphasize that evaluation concerns both model structure and parameter values, and therefore the modeling group and not just the underlying model structure. MAE for the evaluation data here ranged from six to 20 days depending on the modeling group, with a
median of 9 days. About two thirds of the modeling groups performed better than a simple but relevant benchmark, which predicts phenology assuming a constant temperature sum for each development stage. The added complexity of crop models beyond just the effect of temperature is therefore justified in most cases. As found in many other studies, the multi-modeling group mean and median had prediction errors nearly as small as the best modeling group, suggesting that using these ensemble predictors is a good strategy. Prediction errors for calibration and evaluation environments were found to be significantly correlated, which suggests that for interpolation type studies, it would be of interest to test ensemble predictors that weight individual models based on performance for the calibration data. The variability due to modeling group for a given model structure, which reflects part of parameter uncertainty, was found to be smaller than the variability due to model structure, but was not negligible. This implies that model improvement could be achieved not only by improving model structure but also by improving parameter values.
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