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SUMMARY: Multivariate data are common in biological experiments and using the information on multiple traits is crucial to make better decisions for treatment recommendations or genotype selection. However, identifying genotypes/treatments that combine high performance across many traits has been a challenging task. Classical linear multi-trait selection indexes are available, but the presence of multicollinearity and the arbitrary choosing of weighting coefficients may erode the genetic gains. We propose a novel approach for genotype selection and treatment recommendation based on multiple traits that overcome the fragility of classical linear indexes. Here, we use the distance between the genotypes/treatment with an ideotype defined a priori as a multi-trait genotype-ideotype distance index (MGIDI) to provide a selection process that is unique, easy-to-interpret, free from weighting coefficients and multicollinearity issues. The performance of the MGIDI index is assessed through a Monte Carlo simulation study where the percentage of success in selecting traits with desired gains is compared with classical and modern indexes under different scenarios. Two real plant datasets are used to illustrate the application of the index from breeders and agronomists’ points of view. Our experimental results indicate that MGIDI can effectively select superior treatments/genotypes based on multi-trait data, outperforming state-of-the-art methods, and helping practitioners to make better strategic decisions towards an effective multivariate selection in biological experiments.
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1. Introduction

Experienced breeders often keep in mind a set of plant traits that, if brought together in one new genotype would lead to high performance. Here, this target genotype is treated as \textit{ideotype}, concept introduced by Donald (1968) nearly a half-century ago. For wheat, for example, breeders often look for healthily- and high-yielding plants, that provide grains with high baking quality. The idea behind ideotype-design is increasing crop performance, of course, focusing on the selection of genotypes based on multiple traits simultaneously.

Several linear selection indexes (Cerón-Rojas and Crossa, 2018) help breeders to select superior genotypes. A widely-used base linear phenotypic selection index (Bhering et al., 2012; Bizari et al., 2017; Jahufer and Casler, 2015; Burdon and Li, 2019) is the Smith-Hazel (SH) index (Smith, 1936; Hazel, 1943). To compute the SH index, breeders use the phenotypic and genotypic (co)variance matrices as well as a vector of economic weights to determine how a vector of index coefficients has to be chosen to maximize the correlation of unknown genetic values and phenotypic values. Because the SH index requires inverting a phenotypic covariance matrix (Smith, 1936), the presence of multicollinearity –which will certainly appear when several traits are assessed– can result in poorly conditioned matrices and biased index coefficients, thus, affecting the estimates of genetic gains. Besides the multicollinearity issue, breeders often face difficult choices to express the economic value of traits, converting them into realistic economic weightings (Bizari et al., 2017).

Even though the SH index is widely used as a multi-trait selection index, there has been evidence that the adoption of this index is not interesting for plant breeding, either in early plant breeding trials (Bhering et al., 2012) or in advanced stages of breeding programs (Jahufer and Casler, 2015), which are often conducted in multi-environment trials (Olivoto et al., 2019; Dalló et al., 2019; Woyann et al., 2020; Jarquin et al., 2020). Since the combination of multivariate techniques is efficient to account for the multicollinearity issue
in multi-trait indexes (Rocha et al., 2018; Olivoto et al., 2019; Zuffo et al., 2020), there would seem to be value in an investigation to develop an index that covers the weaknesses of the SH index in which all the traits are selected favorably and with satisfactory gains for the application in breeding programs (Bermudez and Pinheiro, 2020) and biological experiments.

In light of this, we propose a novel multi-trait genotype-ideotype distance index (MGIDI), focused on genotype selection and treatment recommendation based on information of multiple traits. The performance of the proposed index is assessed through Monte Carlo simulations where the success for selecting traits with desired gains is computed for several scenarios varying the number of genotypes and traits evaluated. An application of the index to two real datasets is also presented to illustrate its benefits. The MGIDI index requires a two-way table as input data and provides a row ranking depending on the desired value of columns. Thus, the range of possible applications is spaned to any kind of biological experiment with qualitative or quantitative treatment structure (or even a combination of them), and more than one dependent trait evaluated e.g., Diel et al. (2020); Schwerz et al. (2017); Carvalho et al. (2020); Ferreira et al. (2019). To facilitate the implementation of the MGIDI index in future studies, we provide its implementation in open-source software and guide the user along a gentle coding learning curve.

2. Materials and Methods

2.1 Theory

The theory of the MGIDI index is centered on four main steps. (i) rescaling the traits so that all have a 0-100 range, (ii) using factor analysis to account for the correlation structure and dimensionality reduction of data, (iii) planning an ideotype based on known/desired values of traits, and (iv) to compute the distance between each genotype to the planned ideotype.
2.1.1 Rescaling the traits. Let $X_{ij}$ be a two-way table with $i$ rows/genotypes/treatments and $j$ columns/trait. The rescaled value for the $i$th row and $j$th column ($rX_{ij}$) is given by:

$$rX_{ij} = \frac{\eta_{nj} - \varphi_{nj}}{\eta_{oj} - \varphi_{oj}} \times (\theta_{ij} - \eta_{oj}) + \eta_{nj}$$

(1)

Where $\eta_{nj}$ and $\varphi_{nj}$ are the new maximum and minimum values for the trait $j$ after rescaling, respectively; $\eta_{oj}$ and $\varphi_{oj}$ are the original maximum and minimum values for the trait $j$, respectively, and $\theta_{ij}$ is the original value for the $j$th trait of the $i$th genotype/treatment. The values for $\eta_{nj}$ and $\varphi_{nj}$ is chosen as follows. For the traits in which negative gains are desired $\eta_{nj} = 0$ and $\varphi_{nj} = 100$ should be used. For the traits in which positive gains are desired then, $\eta_{nj} = 100$ and $\varphi_{nj} = 0$. In the rescaled two-way table ($rX$), each column of has a 0-100 range that considers the desired sense of selection (increase or decrease) and maintains the correlation structure of the original set of variables.

2.1.2 Factor analysis. The second step is to compute an exploratory factor analysis to group correlated traits into factors and then estimate the factorial scores for each row/genotype/treatment as follows:

$$X = \mu + Lf + \varepsilon$$

(2)

where $X$ is a $p \times 1$ vector of observations; $\mu$ is a $p \times 1$ vector of standardized means; $L$ is a $p \times f$ matrix of factorial loadings; $f$ is a $p \times 1$ vector of common factors; and $\varepsilon$ is a $p \times 1$ vector of residuals, being $p$ and $f$ the number of traits and common factors retained, respectively. The eigenvalues and eigenvectors are obtained from the correlation matrix of $rX_{ij}$. The initial loadings are obtained considering only factors with eigenvalues higher than one. Then, the varimax (Kaiser, 1958) rotation criteria is used for the analytic rotation and estimation of final loadings. The scores are then obtained as follows:

$$F = Z(A^TR^{-1})^T$$

(3)

where $F$ is a $g \times f$ matrix with the factorial scores; $Z$ is a $g \times p$ matrix with the (rescaled)
standardized means; \( A \) is a \( p \times f \) matrix of canonical loadings, and \( R \) is a \( p \times p \) correlation matrix between the traits. \( g, f, \) and \( p \) represents the number of rows/genotypes/treatments, factors retained, and analyzed traits, respectively.

2.1.3 Ideotype planning. By definition [Equation (1)], the ideotype has the highest rescaled value (100) for all analyzed traits. Thus, the ideotype can be defined by a \( 1 \times p \) vector \( I \) such that \( I = [100, 100, ..., 100] \). The scores for \( I \) is also estimated according to Equation (3).

2.1.4 The MGIDI index. The fourth and last step is the estimation of the multi-trait genotype-ideotype distance index (MGIDI) as follows:

\[
MGIDI_i = \left[ \sum_{j=1}^{f} (\gamma_{ij} - \gamma_j)^2 \right]^{0.5}
\]

where \( MGIDI_i \) is the multi-trait genotype-ideotype distance index for the \( i \)th row/genotype/treatment; \( \gamma_{ij} \) is the score of the \( i \)th row/genotype/treatment in the \( j \)th factor \( (i = 1, 2, ..., g; j = 1, 2, ..., f) \), being \( g \) and \( f \) the number of rows/genotypes/treatments and factors, respectively; and \( \gamma_j \) is the \( j \)th score of the ideotype. The row/genotype/treatment with the lowest MGIDI is then closer to the ideotype and therefore presents desired values for all the \( p \) traits.

The proportion of the MGIDI index of the \( i \)th row/genotype/treatment explained by the \( j \)th factor \((\omega_{ij})\) is used to show the strengths and weaknesses of genotypes/treatments and is computed as:

\[
\omega_{ij} = \frac{\sqrt{D_{ij}^2}}{\sum_{j=1}^{f} \sqrt{D_{ij}^2}}
\]

where \( D_{ij} \) is the distance between the \( i \)th genotype/treatment and the ideotype for the \( j \)th factor. Low contributions of a factor indicates that the traits within such a factor are close to the ideotype.
2.2 Simulation study

We used a Monte Carlo simulation study (N = 500) applied to a simulated dataset (See supplementary Appendix A1.2) to assess the performance of the MGIDI index and compare it with the classical Smith-Hazel (SH) index (Smith, 1936; Hazel, 1943), and the modern FAI-BLUP index (Rocha et al., 2018) in terms of percentage of success in selecting traits with desired gains. Scenarios containing all the combinations of different numbers of genotypes (20 and 200 genotypes) and traits (5, 10, 15, and 20 traits) were planned. For each iteration, genotypes and traits were randomly selected from the simulated data. The ideotype planning was made so that approximately half of the traits had positive desired gains and the other one negative desired gains. A selection intensity of 15% was used. The indexes were computed with the functions `mgidi()`, `Smith_Hazel()`, and `fai_blup()` of the package `metan` (Olivoto and Lúcio, 2020). A benchmark was also performed to assess the computational efficiency of the indexes in different scenarios. The simulations were ran in an Intel(R) Core(TM) i7-9750H CPU @ 2.6GHz laptop with 16 GB RAM running in multiprocess parallelizes planned with the package `future.apply` (See the code in Supplementary Appendix A1.3).

2.3 Real datasets

2.3.1 Dataset 1: Genotype selection in breeding programs. The illustration of the index is made using a replicate-based real dataset coming from a trial with 35 homozygote tropical wheat lines developed by the Wheat Breeding Program of the Federal University of Viçosa (UFV), Viçosa, MG, Brazil in addition to nine commercial cultivar, totaling 44 genotypes. The genotypes were arranged in a randomized complete block design with three replications. Data on 14 agronomic traits (Supplementary Table S1) were assessed. The genotype selection aimed at selecting genotypes with lower values (negative gains) for FLO, PH, EH, and FLH, and higher values (positive gains) for DIS, GY, HW, NSE, NGS, EL, EW, NGE, GME, and HIEP.
Each trait was analyzed using the function `gamem()` of the R package `metan` considering the following mixed-effect model:

$$y = Xb + Zu + e$$

where $y$ is an $n[= \sum_{j=1}^{r} (gr)] \times 1$ vector of response variable, i.e., the response of the $i$th genotype in the $j$th block ($i = 1, 2, \ldots, g; j = 1, 2, \ldots, r$; $y = [y_{11}, y_{12}, \ldots, y_{gr}]'$); $b$ is an $1 \times r$ vector of unknown and unobservable fixed effects of block $b = [\gamma_1, \gamma_2, \ldots, \gamma_r]'$; $u$ is an $m[= 1 \times g]$ vector of unknown and unobservable random effects of genotype $u = [\alpha_1, \alpha_2, \ldots, \alpha_g]'$; $X$ is an $n \times r$ design matrix of 0s and 1s relating $y$ to $b$; $Z$ is an $n \times m$ design matrix of 0s and 1s relating $y$ to $u$; and $e$ is an $n \times 1$ vector of random errors $e = [y_{11}, y_{12}, \ldots, y_{gr}]'$. The variance components generated from the analysis were used to estimate the broad-sense heritability ($h^2$) on a genotype mean basis as follows:

$$h^2 = \hat{\sigma}_u^2 / (\hat{\sigma}_u^2 + \hat{\sigma}_e^2 / r)$$

The Best Linear Unbiased Predictors (BLUP) for each genotype and trait were obtained to fill the two-way table described in Equation (1) that was later used to compute the MGIDI, FAI-BLUP, and SH indexes, which were compared in terms of genetic gains. For the SH index, two scenarios were considered. In the first one (SH-1), the SH index was computed with all the 14 traits. In the second one (SH-2), the multicollinearity-generating traits were excluded and the index was computed with the remaining traits. The traits to be excluded were chosen with the function `non_collinear_vars()` of the package `metan` (Olivoto and Lúcio, 2020) so that there are no VIF greater than 10 (Olivoto et al., 2017). For all indexes, it was considered a selection intensity of 15%. To quantify the coincidence of genotype’s selection, we also computed the coincidence index (Hamblin and Zimmermann, 1986) between each pair of indexes.

The predicted genetic gain obtained with the index, $SG(\%)$, was computed for each trait considering an $\alpha\%$ selection intensity as follows:
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\[
SG(\%) = \left( \frac{\bar{X}_s - \bar{X}_o}{\bar{X}_o} \right) \times h^2 \times 100
\]  

(8)

where \( \bar{X}_s \) is the mean of the selected genotypes, \( \bar{X}_o \) is the mean of the original population and \( h^2 \) is the heritability defined in Equation (7).

2.3.2 Dataset 2: Treatment recomendation in agronomic experiments. The second real dataset contains the phenotypic means for the experiment described in Olivoto et al. (2016). The experiment tested the effect of nitrogen splitting at different growth stages and sulfur supplementation on agronomic traits and rheological properties of wheat flour. The MGIDI index is used to rank the treatments according to the desired values of each trait.

Henceforward, the notation S1, S2, ... will refer to supplementary figures and/or tables.

3. Results

3.1 Simulation study

The MGIDI was found to outperform the FAI-BLUP and SH indexes in all simulation scenarios (Fig. 1a). In general, this index presents 74.9\% of success in selecting traits with desired gains. FAI-BLUP and SH are successful in 68.5\% and 58\% of the cases, respectively. The indexes’ performance is dependent on the number of traits and number of genotypes analyzed. For all indexes, the higher success rates occur in datasets with higher number of genotypes and fewer number of traits (Fig. 1a).

Our benchmark results (Fig. 1b) suggests that MGIDI was also more computationally efficient. On average, the computation time to fit the index raised from 0.151 s considering the model with five traits to 0.522 s considering a model with 20 traits. Following this same (clear) linear relationship, it is reasonable to affirm that a model with 50 traits would need nearly one second to fit and that the number of genotypes has no substantial impact on computation time. Both FAI-BLUP and SH indexes needed more than one second to run a model with 15 traits, independently on the number of genotypes. For the SH index, an
increasing linear trend of computation time is observed; For the FAI-BLUP, the elapsed time growth exponentially, which may be a worry when several (say, 50 traits) are evaluated.

3.2 Dataset 1

Highly significant genotype effects ($p < 0.005$) was observed for all analyzed traits (Supplementary table S2). The broad-sense heritability on a genotype mean basis ($h^2$) ranged from 0.51 (NGSP) to 0.92 (FLO). High values of heritability ($h^2 > 0.8$) were observed for DIS, FLH, FLO, GMS, HW, SH, and SW (Supplementary table S2), suggesting good prospects of selection gains for these traits.

Five principal components were retained (Eigenvalue ≥ 1), which explained 87.02% of the total variation among the traits (Supplementary table S3). After the varimax rotation, the average communality ($h$) was 0.87 (HW 0.76 ≦ $h$ ≦ 0.98 SH), indicating that a high proportion of each variable’s variance was explained by the factors. The 14 traits were grouped into the five factors (FA) as follows: FA1 the spike-related traits (NSS, SL, SW, NGS, and GMS); FA2 the traits related to grain weight (HW and HIS); FA3 the plant-related traits (PH, SH, and FLH); FA4 the traits FLO, DIS, and NGSP; and in the FA5 the GY (Supplementary table S3).

3.2.1 Selected genotypes and coincidence index. The genotypes selected by the MGIDI index were G12, G37, G18, G8, G11, G9, and G32 (Fig. 2). G15 was very close to the cut point (red line that indicates the number of genotypes selected according to the selection pressure), which suggests that this genotype can present interesting features. Thus, the researcher should deserve attention to investigate genotypes that are very close to the cutpoint. Of the seven genotypes selected, the MGIDI index shares only four with the FAI-BLUP index, one with the SH-1 index, and three with the SH-2 index. Only one genotype (G32) was common to all indexes (Supplementary table S4).
Figure 1. Monte Carlo simulation results (N = 500). The percentage of success in selecting traits with desired gains (a) and the average of elapsed time for each step (b) are shown for the indexes MGIDI, FAI-BLUP and Smith-Hazel (SH) in different scenarios of number of genotypes (20 and 200 genotypes) and traits (5, 10, 15, and 20 traits).
Figure 2. Genotype ranking in ascending order for the MGIDI index. The selected genotypes are shown in red in the electronic version of the article. The circle represents the cutpoint according to the selection pressure. See the ranks for FAI-BLUP, SH-1, and SH-2 indexes as Supplementary Fig. S16.

3.2.2 Predicted selection gains. Table 1 presents the comparison –via selection gains (SG)– between the studied indexes. The number of traits with desired gains was 13, 10, 5, and 9 for MGIDI, FAI-BLUP, SH-1, and SH-2, respectively. This reinforces the results
Table 1

Predicted genetic gains for the indexes MGIDI, FAI-BLUP, SH-1 and SH-2

<table>
<thead>
<tr>
<th>Factor</th>
<th>Trait(^a)</th>
<th>Goal</th>
<th>Genetic gain (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MGIDI</td>
<td>FAI-BLUP</td>
<td>SH-1</td>
<td>SH-2</td>
</tr>
<tr>
<td>FA1</td>
<td>NSS</td>
<td>Increase</td>
<td>2.22</td>
<td>-0.56</td>
<td>-4.05</td>
<td>-1.88</td>
</tr>
<tr>
<td>FA1</td>
<td>SL</td>
<td>Increase</td>
<td>3.86</td>
<td>-0.53</td>
<td>-4.71</td>
<td>-2.20</td>
</tr>
<tr>
<td>FA1</td>
<td>SW</td>
<td>Increase</td>
<td>14.28</td>
<td>9.92</td>
<td>-8.22</td>
<td>3.41</td>
</tr>
<tr>
<td>FA1</td>
<td>NGS</td>
<td>Increase</td>
<td>2.45</td>
<td>2.98</td>
<td>-3.16</td>
<td>1.00</td>
</tr>
<tr>
<td>FA1</td>
<td>GMS(^b)</td>
<td>Increase</td>
<td>12.98</td>
<td>11.83</td>
<td>-6.22</td>
<td>4.18</td>
</tr>
<tr>
<td>FA2</td>
<td>HW</td>
<td>Increase</td>
<td>1.44</td>
<td>1.66</td>
<td>1.11</td>
<td>0.35</td>
</tr>
<tr>
<td>FA2</td>
<td>HIS</td>
<td>Increase</td>
<td>-0.55</td>
<td>2.13</td>
<td>1.71</td>
<td>1.08</td>
</tr>
<tr>
<td>FA3</td>
<td>PH</td>
<td>Decrease</td>
<td>-0.07</td>
<td>0.09</td>
<td>3.86</td>
<td>0.10</td>
</tr>
<tr>
<td>FA3</td>
<td>SH(^b)</td>
<td>Decrease</td>
<td>-0.74</td>
<td>0.19</td>
<td>5.49</td>
<td>0.49</td>
</tr>
<tr>
<td>FA3</td>
<td>FLH</td>
<td>Decrease</td>
<td>-2.29</td>
<td>-1.37</td>
<td>4.89</td>
<td>-0.03</td>
</tr>
<tr>
<td>FA4</td>
<td>FLO</td>
<td>Decrease</td>
<td>-2.05</td>
<td>-2.45</td>
<td>4.40</td>
<td>1.11</td>
</tr>
<tr>
<td>FA4</td>
<td>DIS</td>
<td>Increase</td>
<td>8.54</td>
<td>4.50</td>
<td>20.66</td>
<td>11.23</td>
</tr>
<tr>
<td>FA4</td>
<td>NGSP</td>
<td>Increase</td>
<td>0.46</td>
<td>1.94</td>
<td>0.41</td>
<td>1.43</td>
</tr>
<tr>
<td>FA5</td>
<td>GY</td>
<td>Increase</td>
<td>3.96</td>
<td>4.30</td>
<td>4.64</td>
<td>7.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total (Increase)</td>
<td>49.64</td>
<td>38.17</td>
<td>2.17</td>
<td>26.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total (Decrease)</td>
<td>-5.15</td>
<td>-3.54</td>
<td>18.64</td>
<td>1.67</td>
</tr>
</tbody>
</table>

\(^a\) See Supplementary Table S1 for the full trait names.

\(^b\) Traits removed from SH-2 due to multicollinearity issues.

observed in the simulation study, suggesting that MGIDI was the most efficient index to select genotypes with desired characteristics.
The only trait with undesired selection gain (−0.55%) using the MGIDI index was HIS. Compared to FAI-BLUP, SH-1 and SH-2, MGIDI provided more balanced gains for the analyzed traits. Besides, the MGIDI index provided the higher total gains, i.e., 49.62% for traits that wanted to increase and of −5.15% for traits that wanted to decrease (Table 1).

3.2.3 The strengths and weaknesses view. Presented in Fig. 3 is the strengths and weaknesses of genotypes, which are accounted for by the proportion of each factor to the MGIDI index of the genotypes. Let us examine the contribution of FA5 (GY). This factor had the smallest contribution for genotypes G32 and G11. This then indicates that they were the most yielding genotypes among the selected ones (Fig. 4). On the other hand, FA5 had the higher contribution to the MGIDI of G37, suggesting this genotype is poorly productive (Fig. 4). The same interpretation can be extended to other factors.

The smallest contributions of FA1 (spike-related traits factor) was observed for G37. Since for all traits in FA1 positive gains are desired, these genotypes should then have (simultaneously) high values for NSS, SL, SW, NGS, and GMS, the traits within FA1 (See supplementary Figs S9 and S11-S14). The smallest contributions of FA2 for G12 and G37 (Fig. 3) suggests that these genotypes have high values of HW (Supplementary Fig. S8) and HIS (Supplementary Fig. S15), compared to G11, for example, in which FA2 had high contribution. The smallest contribution of FA3 (plant-related traits) for G8 (Fig. 3) indicates this genotype has a low stature (Supplementary Fig. S4-S6). Since G8 also performed well regarding GY (Fig. 4), this genotype stands out as a potential genitor to obtain segregant populations with few stature and high grain yield. Finally, the smallest contributions of FA4 were observed for G18 and G37, indicating these genotypes have a shorter vegetative period (Supplementary Fig. S3) and above-average values for DIS (Supplementary Fig. S7) and NGSP (Supplementary Fig. S10).
The strengths and weaknesses view of genotypes

![Diagram showing the strengths and weaknesses view of genotypes.](image)

**Figure 3.** The strengths and weaknesses view of genotypes. The y-axis shows the proportion of each factor on the computed multi-trait genotype-ideotype distance (MGIDI) index of the selected genotypes. The smallest the proportion explained by a factor, the closer the traits within that factor are to the ideotype. The contribution of factors for all the studied genotypes can be found in Supplementary Fig. S2.

### 3.3 Dataset 2

Supplementary Appendix A1.4.2 shows the application of the MGIDI index to a real dataset with a focus on selecting the best-performing treatments in agronomic experiments. Three factors were retained, explaining 86% of the total variation. The best performing treatment
Figure 4. Grain yield for the 44 genotypes tested. The genotypes are sorted in increasing order of grain yield. Genotypes selected by the MGIDI index are shown in red in the electronic version of the article. The dashed line shows the grand mean. Bars show the mean ±SE. N = 3.

ranked by the MGIDI index ("WS_30T_40DR_30B") combined sulfur supplementation with nitrogen split at tillering, double ring, and booting stages (30%, 40%, and 30% N, respectively). This treatment provided nine of 10 traits with desired gains, which represents a success rate of 90%. The treatment ranking provided by the MGIDI index suggests that nitrogen applied at once in double-ring or in two applications (50% N at the tillering and
50% N at the double ring stage), independently on the sulfur management, are the worse treatments when looking for high grain yield combined with high dough quality.

4. Discussion

4.1 The theoretical basis of the MGIDI index

The MGIDI index uses the same rescaling procedure as the MTSI index (Olivoto et al., 2019), which is used for genotype selection based on mean performance and stability. This rescaling procedure puts all traits in a 0-100 range, which facilitates the definition of the ideotype. In this case, an ideotype would have a value of 100 for all traits. This is only possible because the rescaling procedure considers the desired direction of selection (increase or decrease the trait values). In future studies, it will be up to the researchers to define the values of $\eta_{nj}$ and $\varphi_{nj}$ in Equation (1) to rescale the traits.

In a multi-trait framework, the hypothesis is that the traits may be related in some way due to an underlying correlation structure that is unknown beforehand. In the MGIDI index, the factor analysis was used to account for this correlation structure, like in the FAI-BLUP index (Rocha et al., 2018). This was only possible because the rescaling procedure kept the original correlation structure of the data, allowing to plan an ideotype easily. Thus, it was possible to determine in how many latent variables the original set of traits could be reduced and the relationships among traits within latent variables. In dataset 1, the 14 original traits were reduced into five final latent variables (factors) that explained ~87% of the original data. This dimensional reduction makes it simpler the interpretation and decision making by practitioners. Because factor analysis produces orthogonal axes among final factors, it was possible to obtain genotype or treatment’s scores free from multicollinearity. Finally, the distance from a given genotype/treatment to the planned ideotype could be computed using the Euclidean distance. So, in contrast to conclusions of recent studies (Bermudez and
Pinheiro, 2020), we have shown here that factor analysis is an efficient technique to establish an index in which most of the traits are selected favorably.

In our simulation study, the MGIDI index was found to outperform the FAI-BLUP and SH indexes in selecting traits with desired gains. In addition to providing more success in selecting traits with desired gains, the MGIDI index was computationally more efficient. In the FAI-BLUP, for example, the increase in time computing grows exponentially, since the number of ideotypes to be planned is the $n$th potency of retained factors (Rocha et al., 2018). For example, the number of analyses to be computed would range from 32,768 with 15 factors to 1,048,576 with 20 factors retained. We need to point out that no information regarding the number of retained factors was generated in the simulation study, but is expected that for a dataset with a low correlation among the traits the number of retained factors be higher, increasing considerably the needed time to compute the index.

Correlated data are common in breeding experiments (Nardino et al., 2016). Consequently, the multicollinearity issue (Graham, 2003; Olivoto et al., 2017), is an obstacle faced by the SH index. Since the SH index requires inverting a phenotypic covariance matrix among traits, the presence of highly correlated traits can result in either biased index coefficients —since the phenotypic (co)variance matrix is not optimally conditioned— or in an infinite number of solutions if such a matrix is not positive definite. Even though non-collinear traits can be selected easily using the function `non_collinear_vars()` of the R package `metan` (Olivoto and Lúcio, 2020) —which would facilitate the implementation of the SH index in future studies— we strongly suggest the use of the MGIDI index, since it takes multicollinearity into account, provides a high rate of success in selecting traits with desired gains, and is more computationally efficient than FAI-BLUP index.
4.2 The MGIDI in practice

The MGIDI index was found to have many practical applications since it allows a unique and easy-to-interpret selection process. Besides dealing with collinear traits, the MGIDI index doesn’t require the use of economic weights such as in the SH index, in which one can predict genetic and economic gains for various possible combinations of genetic parameters and assumed economic weights (Bizari et al., 2017; Burdon and Li, 2019). In our study, the MGIDI index was found to outperform the FAI-BLUP and SH indexes since it provided more balanced gains. Thus, MGIDI can help breeders to guarantee long-term gains in primary traits (e.g., grain yield) without jeopardizing genetic gains of secondary traits (e.g., plant height).

Functions to compute the MGIDI, FAI-BLUP, and SH indexes in R software have been elaborated and implemented in the R package metan (Olivoto and Lúcio, 2020). These functions will make it easier the implementation of these indexes in future studies. The researcher uses a model fitted with the functions gafem() (fixed model) or gamem() (mixed model) as the input data in the function mgidi(), plans the ideotype by declaring which traits are desired to increase or decrease and the function will take care of the details.

The "strengths and weaknesses view", i.e., the proportion of the MGIDI index explained by each factor (Fig. 3) is an important tool to identify the strengths and weaknesses of genotypes or treatments. From a breeder point of view, it is possible to identify in the selected genotypes –or even in the non-selected ones (Supplementary Fig. S2)– traits or groups of traits that need to be improved. For example, the low contribution of FA5 in G11 (Fig. 3) indicates that this genotype is highly productive (Fig. 4) but was the selected genotype with lesser hectoliter weight (Supplementary Fig. S8) and lesser harvest index of the spike (Supplementary Fig. S15), which can be inferred due to the high contribution of FA2 (Fig. 3). G11 was also the most health (Supplementary Fig. S7) and with the longer vegetative
period (Supplementary Fig. S3) among the selected genotypes, which is explained by the high contribution of FA4 for this genotype (Fig. 3). We may use then these contributions to chose possible genitors for future crossings. In our example, G8, G11, and G18 could be included in a crossing block aiming at obtaining plants with high production and healthy (G11), with a shorter vegetative period (G18), and with a lesser stature (G8). From an agronomist point of view, the MGIDI index can help practitioners to make better strategic decisions for treatment recommendations. Compared to state-of-the-art methods, this approach is graphical, objective, effective, and straightforward to identify the strengths and weaknesses of genotypes or treatments based on multiple traits.

4.3 A step-by-step guide for future studies

Our Web Appendix A provides the codes used in this article that can be easily adapted in future studies. There have been two main ways to compute the MGIDI index. The first is by using a two-way table of the genotype/treatment-vs-trait mean (Supplementary Appendix A1.5.1) In this case, since there is no information regarding the heritability of the traits, only the selection differentials are computed. The second one is by using raw data (Supplementary Appendix A1.5.2). In this case, the MGIDI index can be computed from models previously fitted with the functions gafem() (fixed-effect models) and gamem() (mixed-effect model), which was we have done in this article. When a fitted model is used as input data, the heritability is extracted internally, allowing the computation of selection gains automatically.

Another useful function of the metan (Olivoto and Lúcio, 2020) package that can facilitate the implementation of the multi-trait indexes in future studies is coincidence-index() (Supplementary Appendix A1.5.3). This function will make it easy —and we strongly suggest —the comparison of the indexes in terms of predicted genetic gains in future studies.
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