ABSTRACT

Many biophysical systems and proteins undergo mesoscopic conformational changes in order to perform their biological function. However, these conformational changes often result from a cascade of atomistic interactions within a much larger overall object. For simulations of such systems, the computational cost of retaining high-resolution structural and dynamical information whilst at the same time observing large scale motions over long times is high. Furthermore, this cost is only going to increase as ever larger biological objects are observed experimentally at high resolution.

With insight from the theory of Markov state models and transition state theory, we derive a generalised mechano-kinetic simulation framework which aims to compensate for these disparate time scales. The framework models continuous dynamical motion at coarse-grained length scales whilst simultaneously including fine-detail, chemical reactions or conformational changes implicitly using a kinetic model. The kinetic model is coupled to the dynamic model in a highly generalised manner, such that it can be applied to any defined continuous energy landscape, and indeed, any existing dynamic simulation framework. We present a series of analytical examples to validate the framework, and showcase its capabilities for studying more complex systems by designing a simulation of minimalist molecular motor.
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1 Introduction

Over the past decade, experimental techniques have matured to such an extent that we can now observe biological systems on length scales never before seen. Cryo-electron microscopy is enabling us to determine the atomistic structures of macromolecular complexes without the need for crystallisation, providing us with significantly more realistic instances of biological functional pathways:\[1, 2, 3\]. Additionally, the continued development of various forms of super resolution microscopy and high throughput data analysis are also enabling us to observe motions over ever shorter time scales:\[4, 5\]. Many of these structures are being deposited into the Electron Microscopy Data Bank (EMDB), which has seen an almost exponential growth rate over the past decade:\[6, 7\]. Whilst simulation techniques are being developed which utilise this data:\[8\], further consideration is needed with respect to the meaning of physical models at these newly explored spatio-temporal scales:\[9\], and to the practicalities of performing computer simulations of these almost microscopic objects.

Take the molecular motor cytoplasmic dynein as an example system. Hanson et al. recently used existing all-atom molecular dynamics simulations of a single monomer of the motor to parameterise a much coarser continuum mechanical model of the same object:\[10\], and found that the dominant dynamical motion was well represented in the coarser model. Hence, to simulate the equilibrium dynamics of the motor, a significantly coarser model is appropriate.
the associated reduction in computational overhead, much longer and larger simulations can now be performed, such as a simulation of the motor in its native dimeric complex and attached to a microtubule environment. Yet the equilibrium fluctuations of the motor, even in this new environment, are only a small constituent of the overall functionality of the motor.

Experiments show that it is over much longer time scales that dynein undergoes its so-called ‘powerstroke’, generating the directed force required for the motor to do the useful physical work of transporting cargo throughout the cytoskeletal network. In vitro this powerstroke cycle, whilst constituted by cascading atomistic processes, is so slow compared to the dynamic time scales associated with the molecule that it is often modelled purely kinetically. As such, the differences in mechanical energies between the defined conformational states (known as the pre- and post-powerstroke states) are taken to be constants that can then modify the transition rates of the kinetic network as constant Boltzmann energy factors. The inspiring recent work of Trott et al. strongly deviates from this trend, introducing a highly detailed mechanistic model of cytoplasmic dynein which combines a wealth of experimental evidence to deduce the continuous function of the motor. Examination of their computational insights indicates that from an atomistic statistical mechanics perspective, the mesoscopic transition rates emerge from the underlying dynamical behaviour. The Arrhenius equation represents an early attempt to connect dynamical behaviour with chemical kinetics, which evolved into a more analytical form with the work of Eyring. From there developed the generalised framework of transition state theory, in which the reaction rates of chemical reactions (often first-order) are determined from the statistical mechanical behaviour of the underlying atomistic constituents. Finally, this led to the further generalised theory of Markov state models, in which we are able to define the kinetic states themselves from an analysis of the underlying continuous energy landscape. The ReaxFF molecular dynamics forcefield, the SEEKR computational tools package and the method of kinetic Monte Carlo provide further examples of combining dynamic and kinetic modelling.

A Markov state model (MSM) is, at its core, a memoryless kinetic model. The MSM comprises of a series of discrete states with associated transition rates between them (see Figure 1), and those rates satisfy the Markov property of being ‘memoryless’, in that the current transition rates are state occupation probabilities are not affected by any of the previous transitions. What gives an MSM its predictive power is that the states themselves are not arbitrarily defined, but instead are calculated through an exploration of a dynamic energy landscape, either analytically or via simulation. Local energy minima can be isolated and identified as the central loci of a set of discrete kinetic states. The rates of transition between the states, or energy minima, are then related to the physical energy barriers separating them, and as such combine the effects of the depth of the minima itself, the distance between minima in phase space, and any forms of activation energy required, such as chemical energy, catalysis or temperature.

A core goal of the application of Markov state models to a given simulation is to reduce the disjunction in time scales between the high-resolution equilibrium dynamical behaviour and the much longer time scales over which protein function often occurs, such as we described earlier with cytoplasmic dynein. Indeed, MSMs have already been successfully applied to the analysis of protein conformational changes such as folding, ligand binding, and structural changes about the native folded state. The have also been used to quantitatively reconcile the results of simulation and experimental techniques, which also often apply to disparate time scales. One may notice, however, that within a Markov state model the total number of states defined is somewhat arbitrary. As noted by Bowman, the number of states used is often determined by the need to have sufficient statistics on the transitions between states so as to have confidence in the emergent transition rates between them. This is a purely practical limitation, as theoretically the number of states could be anywhere between one, representing the entire phase space as a single state with a probability of occupation of unity, and infinite, where in the infinite limit the system simply becomes a dynamic system and ‘transitions’ occur as per appropriate equations of motion. For MSMs with states that are ‘small’ with respect to the energetic environment, such that the mechanical energies within defined kinetic states are on the order of the free energy differences between kinetic states themselves, pure discretisation may not be a valid approximation. In this regime, which may well describe the loosely defined biological mesoscale, mechanical variations within the defined states may themselves become important.

Bialek et al. noted early on that protein dynamics and their reaction rates are coupled, such that a majority of the reactive events in some proteins can be coupled to specific protein modes of motion, indicating dynamic specificity. Brockwell et al. also discovered that forced protein unfolding with an atomic force microscope yields different unfolding forces depending on the directions in which you apply that force, indicating dynamic anisotropy, and Berkovich et al. showed that the collapse dynamics of unfolded proteins indicates force-dependent free energies of unfolding. For cytoplasmic dynein itself, a stalling force has been experimentally measured. Thus, when under significant load or when opposed by other molecular motors such as kinesin, it may be the case that the instantaneous mechanical energy, not simply the average or minimum, plays a role in the overall kinetic cycle either by gating or accelerating...
certain kinetic transitions. We must therefore consider how the reaction rates within a defined kinetic state vary as a function of our location in a defined energy landscape.

To address this considerable challenge in mesoscale modelling, we have developed a generalised ‘mechano-kinetic’ simulation framework which utilises both explicit mechanical modelling at mesoscopic length scales, whilst at the same time accounting for events beyond the scope of the dynamic model with a coupled kinetic model similar to a Markov state model. This coupling is such that the kinetic rates themselves dynamically alter as the system moves through the dynamic energy landscape and hence, using only the principle of detailed balance, our simulation framework enables the mesoscopic dynamical simulation to instantaneously contribute towards kinetic events such as conformational changes and chemical reactions, and thus implicitly affect dynamics at smaller length scales and vice versa.

2 Theoretical Development

Our aim with this work is to derive the generalised mechano-kinetic simulation framework. By ‘mechano-kinetic’ simulation we mean the coupling of two traditionally independent types of modelling. First we require a dynamic simulation framework, such as molecular dynamics (MD), with a well-defined energy landscape and associated system parametrisation. In the present paper we will later use an extremely simplified 1D dumbbell model utilising Brownian dynamics as an example case for the dynamic simulation method. For context, the ideas behind this paper were conceived with the aim of model molecular motors such as cytoplasmic dynein using a dynamical modelling method at an intermediate level of coarse graining between all-atom MD and simple dumbbell models[10]. Any such dynamic simulation requires some parameterisation of an energy landscape, which is used to calculate forces and dynamics of the constituent objects.

Having specified a dynamical simulation method, we will then couple an additional kinetic framework that will enable the energy landscape and parameterisation themselves to discretely change, on average, with some pre-defined kinetic transition rate. These kinetic states may be deduced, as with MSMs, or empirically defined by experimentation. However, as discussed in Section 1, to properly represent certain mesoscopic biophysical systems we require these kinetic transition rates to vary as a function of the dynamical movement through the mechanical energy landscape. This variation must be constrained in that any equilibrium transition rate for a given kinetic process will be correctly reproduced as the sum of transitions between all locations within the defined mechanical energy landscape.

2.1 Microscale Dynamics

We begin from first principles at the kinetic level with a set of $N$ discrete kinetic states, commonly represented as in Figure 1. Within each kinetic state, the system we are considering (e.g. a biological molecule) can explore a set of configurations, which are microstates within a phase space $\Omega$. Let us define the physical phase space of microstates as $\Omega = \Omega (\vec{x})$ for simplicity, and recognise that we could expand to momentum coordinates $\vec{p}$ if required.

Each kinetic state has an associated occupation probability $P_i$ and each pair of states has an associated transition rate $R_{ij}$ between them (this would be the experimentally measured transition rates between kinetic states). However, we will assume that kinetic transitions between any two states $i$ and $j$, actually occur between specific microstates $(\vec{x})_i$ and $(\vec{x}')_j$. Within two the kinetic states. Our goal is to determine what the instantaneous transition rates between microstates, $r_{ij} (\vec{x}, \vec{x}')$, are as a function of the ensemble average transition rates between the defined kinetic states, $R_{ij}$.

At equilibrium, the Boltzmann distribution gives us the probability density function for each kinetic state, $p_i (\vec{x})$,

$$p_i (\vec{x}) = \frac{A_i}{Z_T} \exp \left( -\frac{E_i (\vec{x})}{k_B T} \right), \quad (1)$$

where $A_i$ is a scaling factor with units dependent upon the defined phase space, and $Z_T$ is the total partition function for the entire system of kinetic states and associated microstates, which will be defined shortly. In principle, for any defined phase space, we can develop a dynamic simulation framework with which to explore the defined energy landscape $E_i$. By numerically integrating appropriate equations of motion, we could therefore use Eq. 1 to calculate the specific structure of $p_i$ as a function of the location in phase space. At this stage, however, such a simulation would only be sufficient to study the system within a single kinetic state. Integrating over the entire phase space within a single kinetic state gives us the occupation probability of that state, $P_i$,

$$P_i = \int_{\Omega} d\Omega p_i,$$ \quad (2)

and so we may define the partition function corresponding only to the kinetic state $i$, $Z_i$, as

$$Z_i = A_i \int_{\Omega} d\Omega \exp \left( -\frac{E_i (\vec{x})}{k_B T} \right) = \exp \left( -\frac{F_i}{k_B T} \right), \quad (3)$$
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Figure 1: A dimensionless representation of a kinetic network with the number of states \( N = 5 \). Each state has an associated probability \( P_i \) which is determined by the number of available microstates within it. These probabilities then determine the relative transition rates \( R_{ij} \) between each pair of states \( i, j \), as given by the principle of detailed balance.

where \( F_i \) is the free energy of the kinetic state \( i \), and more specifically the Helmholtz free energy when considering mechanical systems at constant volume and temperature. Eqs. [1][2][3] show that if there is more than a single kinetic state, such that \( Z_i \neq Z_T \), then \( p_i \) is not normalised over \( \Omega \). This implies that in this framework, transitions between the defined kinetic states \( i \) and \( j \) do not correspond only to movement through phase space, but potentially to some other process of energy change. Depending on the specific system we are considering, and which spatio-temporal regime the kinetic states correspond to, these changes may be chemical changes, structural conformational changes or some other unknown internal or external change which alters the free energy landscape over the domain \( \Omega \).

For a complete set of states, where the probability of being somewhere within the defined kinetic system is equal to one, \( Z_T \) must act as a normalisation constant for the set of occupation probabilities \( P_i \)

\[
P_i = \frac{1}{Z_T} \exp \left( -\frac{F_i}{k_B T} \right) = \frac{Z_i}{Z_T},
\]

and hence

\[
Z_T = \sum_i^N \exp \left( -\frac{F_i}{k_B T} \right).
\]

To emphasise the biological regime we are implicitly considering here, we will refer to the general set of discrete kinetic states we as ‘mesostates’ from this point forward.

2.2 Mesoscale Kinetics

Just as the dynamic simulation protocol enables movement through phase space within each mesostate, transitions can occur between the mesostates themselves. Whether these rates are empirically measured or deduced to form a Markov state model, the principle of detailed balance lets us relate the transition rates between these mesostates to the associated occupation probabilities at equilibrium

\[
R_{ij}P_i = R_{ji}P_j,
\]

where \( R_{ij} \) is the rate of transitioning from mesostate \( i \) to mesostate \( j \), irrespective of the specific microstate. Substitution of Eq. [4] into Eq. [6] yields

\[
\frac{R_{ij}}{R_{ji}} = \exp \left( -\frac{\Delta F_{ij}}{k_B T} \right),
\]
where $\Delta F_{ij} = F_j - F_i$.

This would now be sufficient detail to set up a pure kinetic model. If we can measure the values of $P_i$ experimentally for a given system, we can determine the free energy differences $\Delta F_{ij}$ between mesostates $i$ and $j$. Further, if we can measure the independent values of $R_{ij}$ then we can determine the individual free energy values $F_i$, which subsequently enables us to make predictions about different networks containing the same states. However, our interest is in simulating not only these mesostate networks, nor simply the dynamic behaviour local to each mesostate, but rather the transitions between any two microstates, whether dynamically within each mesostate or kinetically between mesostates. This requires a coupling between the two types of simulation framework.

### 2.3 Coupling the Regimes

The similarity in form between Eqs. 1 and 4 and the continuous scale over which we may define discrete kinetic states suggests that we may define further detailed balance conditions between any two specific microstates in different mesostates

$$r_{ij} (\vec{x}, \vec{x}') p_i (\vec{x}) = r_{ji} (\vec{x}', \vec{x}) p_j (\vec{x}') .$$

(8)

Substitution of Eq. 1 into Eq. 8 yields

$$\frac{r_{ij}}{r_{ji}} = \frac{A_j}{A_i} \exp \left( - \frac{\Delta E_{ij} (\vec{x}, \vec{x}')}{k_B T} \right) ,$$

(9)

where $\Delta E_{ij} (\vec{x}, \vec{x}') = E_j (\vec{x}') - E_i (\vec{x})$ is the change in total energy between microstates, and $r_{ij}$ is the transition rate from mesostate $i$ to mesostate $j$ with the further specification of starting at location $\vec{x}$ in phase space and finishing in location $\vec{x}'$.

We now consider the sources of these energies. The total energy of the system in each microstate can be written as

$$E_i (\vec{x}) = E_i^m + E_i^c ,$$

(10)

where $E_i^m$ is the mechanical energy corresponding to the specific location in $\Omega$, which is used to determine the dynamics within the dynamical simulation framework. $E_i^c$ is any other source of energy, e.g. an additional chemical energy of state $i$. Substitution of Eq. 10 into Eq. 9 allows us to separate all mechanical and non-mechanical components of the energy changes, and hence define rates $r^m_{ij}$ that are specific to the non-mechanical components of energy

$$\frac{r^m_{ij}}{r^m_{ji}} = \frac{A_j}{A_i} \exp \left( - \frac{\Delta E^m_{ij} (\vec{x})}{k_B T} \right) ,$$

(11)

where $\Delta E^m_{ij} = E_j^m - E_i^m$. Therefore

$$r_{ij} = \frac{r^m_{ij}}{r^m_{ji}} \exp \left( - \frac{\Delta E^m_{ij}}{k_B T} \right) ,$$

(12)

where $\Delta E^m_{ij} = E_j^m - E_i^m$. With insight from the work of Sarlah and Vilfan, we now introduce an additional term $f^m_{ij}$ in order to to separate the detailed balance condition of Eq. 12 into individual rates

$$r_{ij} = r^m_{ij} \exp \left( - \frac{f^m_{ij} \Delta E^m_{ij}}{k_B T} \right) ,$$

(13)

where, in order for Eq. 13 to be consistent with Eq. 12 we require that

$$f^m_{ij} + f^m_{ji} = 1 .$$

(14)

The physical meaning of $f^m_{ij}$ is related to form of the activation energy barrier for the transition between specific microstates $(\vec{x})$, and $(\vec{x}')$, and in principle, there may be an additional term of the same form for each ‘type’ of energy contained within $\Delta E^m_{ij}$ (kinetic, potential, work etc). This is explored in detail in the Supplementary Information Section [S2]. For now, we take them as necessary to recover Eq. 12 from Eq. 13.

Now that Eq. 13 has provided us with an expression for the individual microstate reaction rates, we need to couple this to the ensemble transition rate $R_{ij}$. As with a Markov state model, we do this by noting that the mesostate transition rate from mesostate $i$ to mesostate $j$ are the sum of all transitions from all points $\vec{x}$ within mesostate $i$ to all points $\vec{x}'$ within mesostate $j$. Hence, in complete generality

$$R_{ij} P_i = \int_{\Omega} d\Omega' \int_{\Omega'} d\Omega' r_{ij} (\vec{x}, \vec{x}') p_i (\vec{x}) ,$$

(15)
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Recall again that \( R_{ij} \) may be an experimentally measurable parameter, the reaction rate between mesostates irrespective of the location in phase space, whereas \( r_{ij} \) is the more fundamental transition rate between specific microstates in different mesostates as the system explores phase space. At this stage, \( r_{ij}^c \) may still be a function of the location in \( \Omega \) and so would remain under the integrals when substituting Eqs. 1 and 13 into Eq. 16. This yields

\[
R_{ij} = \frac{\int_{\Omega} d\Omega \int_{\Omega'} d\Omega' r_{ij} \exp \left( -\frac{f_{mi}^E(x)}{k_B T} \right) \exp \left( -\frac{E_i(x)}{k_B T} \right)}{\int_{\Omega} d\Omega \exp \left( -\frac{E_i(x)}{k_B T} \right)}.
\]

where the constant terms \( A_i \) and \( Z_T \) have cancelled. We now make the approximation that all non-mechanical energies comprising \( E_{ij}^c \) are independent of phase space, and thus \( r_{ij}^c \) is constant. For a simulation involving these rates, once the energy landscapes have been defined, the set of \( r_{ij}^c \) become the determining parameters for the entire mechano-kinetic framework. Expanding Eq. 17 in terms of explicit energies, making \( r_{ij}^c \) the subject and simplifying, we obtain

\[
r_{ij}^c = R_{ij} \frac{\int_{\Omega} d\Omega \exp \left( -\frac{E_i^m(x)}{k_B T} \right) \exp \left( -\frac{f_{mi}^E(x)}{k_B T} \right)}{\int_{\Omega} d\Omega \int_{\Omega'} d\Omega' \exp \left( -\frac{f_{mi}^E(x) + f_{mj}^E(x')} {k_B T} \right)}.
\]

Supplementary Information Section S3 discusses how Eq. 18 relates to the individual partition functions of each mesostate, \( Z_i \), at this stage. We note that following a kinetic transition, Eq. 18 still enables us to have a target location in phase space different to the base location. Figure 2 shows two possibilities for such a transition, where a pure kinetic model would likely assume something like Figure 2a to be valid, with no mechanical energy change but some movement through phase space, perhaps between energy minima. However, dynamic movement through phase space is complex, and if relevant to the question at hand ought to be accounted for explicitly by a dynamic simulation. For this work, we consider only the case in which the system remains stationary in phase space as it undergoes the kinetic transition.
between mesostates, corresponding to Figure 2b. This is equivalent to introducing delta functions \( \delta (\vec{x}'' - \vec{x}) \) for each phase space coordinate into the double integral in Eq. 16 yielding the core equation for this work

\[
R_{ij} = \frac{\int_{\Omega} d\Omega \exp \left( -\frac{E_m^m(\vec{x})}{k_B T} \right)}{\int_{\Omega} d\Omega \exp \left( -\frac{f_m^m E_m^m(\vec{x}) + f_m^m E_m^l(\vec{x})}{k_B T} \right)}.
\]

If \( R_{ij} \) is experimentally known, say, and we have sufficient knowledge of the energy landscape to calculate the integrals in Eq. 19 then we can now calculate \( r_{ij}^c \). The integrals may be calculated analytically for simple energy landscapes, as we will see in Section 3, or if they are too complex then they may be calculated via Monte Carlo integration or explicit dynamic simulation of the individual mesostate energy landscapes as in Markov state models. Either way, with \( r_{ij}^c \) we can use Eq. 13 to calculate the instantaneous transition rate from mesostate \( i \) to mesostate \( j \) from any specific location in phase space. Thus we have derived the required coupling to generate a mechano-kinetic simulation framework. With respect to the instantaneous rate \( r_{ij} \) we can now consider \( r_{ij}^c \) to be an intrinsic, constant rate which is modulated by dynamic movement through phase space within the current energy landscape \( E_m^m \) and with a target energy landscape \( E_m^l \). The collective set of kinetic transitions between mesostates \( i \) and \( j \) from each individual pair of microstates \( (\vec{x})_i \) and \( (\vec{x})_j \) subsequently results in the average, experimentally measurable rate \( R_{ij} \). We can determine what the dynamical exploration of a mechanical energy landscape must be to result in the measured kinetic transition rates.

Eq. 19 is valid at equilibrium, allowing the calculation of \( r_{ij}^c \). Having determined this, we can also consider situations where further external changes are made to the form of the mechanical energy (e.g. from an external force applied to a mesoscopic biomolecule), with the assumption that Eq. 13 still applies with the equilibrium values of \( r_{ij}^c \). The scheme then becomes predictive, with modifications made to the mechanical energy landscape propagating through Eq. 13 and resulting in new mesostate transition rates \( R_{ij} \).

In the following section we will show how the integrals in Eq. 19 can be solved analytically for a simple mechano-kinetic system. We present a series of example simulations with this system which showcase the capabilities of such a coupled framework, showing that a kinetic model appropriately coupled to a dynamic simulation creates a mechno-kinetic system. We present a series of example simulations with this system which showcase the capabilities of such a coupled framework, showing that a kinetic model appropriately coupled to a dynamic simulation creates a mechno-kinetic framework which can not only be used to infer dynamical behaviour, but that has predictive capabilities at the kinetic level.

### 3 Results

To validate the mechno-kinetic framework and investigate its capabilities, we consider a simple dumbbell as our example system. The object is made of two spherical nodes connected by a Hookean spring with elastic constant \( k_i \) and equilibrium length \( l_i \). The system is immersed in a background viscous fluid which imparts a local drag \( \lambda = 6\pi \mu R \) onto each node independently, where \( \mu \) is the fluid viscosity and \( R \) is the node radius.

The dynamic simulation component used for this example simulation is a Brownian dynamics protocol. As such, inertia and the associated velocity degrees of freedom are neglected. For further simplicity, we will restrict the object to one dimension and consider only the single spatial degree of freedom separating the two dumbbell nodes. Hence, phase space contains all points along the real number line, \( \Omega = \{ x \in \mathbb{R} \} \), and \( d\Omega = dx \). The associated equations of motion are

\[
\lambda \frac{dx_1}{dt} - k_i ((x_2 - x_1) - l_i) = f_1, \tag{20}
\]

\[
\lambda \frac{dx_2}{dt} + k_i ((x_2 - x_1) - l_i) = f_2, \tag{21}
\]

for nodes 1 and 2 respectively, where \( x_1 \) and \( x_2 \) are the specific positions of nodes 1 and 2, and \( f_1 \) and \( f_2 \) are the associated stochastic thermal noise terms with statistics in accordance with the fluctuation-dissipation theorem. Using a first-order integration approach, the relevant discrete-time equations are

\[
x_1(t + \Delta t) = x_1(t) + \frac{\Delta t}{\lambda} k_i ((x_2(t) - x_1(t)) - l_i) + \frac{\Delta t}{\lambda} f_1(t), \tag{22}
\]

\[
x_2(t + \Delta t) = x_2(t) - \frac{\Delta t}{\lambda} k_i ((x_2(t) - x_1(t)) - l_i) + \frac{\Delta t}{\lambda} f_2(t), \tag{23}
\]
where the discrete-time statistics of $f_1$ and $f_2$ are

$$
\langle f_n(t) \rangle = 0,
\tag{24}
$$

$$
\langle f_n(t) f_m(t') \rangle = \begin{cases} 
\frac{2k_B T \delta_{tm}}{\Delta t} & t = t' \\
0 & t \neq t'
\end{cases}
\tag{25}
$$

The repeated solution of Eqs. 22 and 23 constitutes our dynamic simulation component. We keep all simulations numerically stable and physically accurate by setting the integration timestep $\Delta t$ to be a factor of ten smaller than the smallest dynamic time scale within whichever system we simulate.

The kinetic simulation component utilises the sets of internal spring parameters, $k_i$ and $l_i$. These two parameters define the mesostate, i.e. $k_i$ and $l_i$ are the parameters for mesostate $i$, and will vary between mesostates. When altered, these parameters change the energy landscape independently of the location of the dumbbell nodes within phase space. This is akin to a biological conformational change of a highly coarse-grained molecule, such that all of the internal atomic degrees of freedom implicitly change and result in a different set of mesoscale parameters. In principal all parameters could vary between mesostates, but for clarity we will leave $R = 1 \text{nm}$, $\mu = 0.001 \text{Pa.s}$ constant, and consider only kinetic alterations in the elastic energy landscape. $\lambda$ is therefore also constant.

At any dynamic simulation timestep we include the probability of a mesostate transition as per Eq. 13 where we convert the rates to transition probabilities by multiplying by the simulation timestep. Eq. 13 therefore makes these transition probabilities explicitly dependent on the current microstate mechanical energy. If a transition occurs, we keep the two node positions constant, change the spring parameters, and allow the simulation to continue.

With these independent definitions of the dynamic and kinetic simulation components, we can now use the derivations of Section 2 to couple them together. For this system the mechanical energy term within Eq. 19 is greatly simplified

$$
E_i^m = \frac{1}{2} k_i (x - l_i)^2,
\tag{26}
$$

where $x = x_1 - x_2$ defines the single elastic degree of freedom within the system. Introducing this energy function into Eq. 19 and expressing the denominator integral exponent as a polynomial in $x$ gives

$$
r_{ij}^c = R_{ij} \frac{\int_{-\infty}^{\infty} dx \exp \left( -\frac{k_i(x-l_i)^2}{2k_B T} \right)}{\int_{-\infty}^{\infty} dx \exp \left( -\frac{(f_{ij}^m k_i + f_{ij}^m k_j) x^2 - 2(f_{ij}^m k_i l_i + f_{ij}^m k_j l_j) x + f_{ij}^m k_i l_i^2 + f_{ij}^m k_j l_j^2}{2k_B T} \right)}. \tag{27}
$$

Eq. 27 contains only Gaussian integrals in $x$ and so can be solved exactly, yielding

$$
R_{ij} = r_{ij}^c \frac{1}{\sqrt{1 + f_{ij}^m \left( \frac{k_i}{k_i} - 1 \right)}} \exp \left( -\frac{f_{ij}^m (1 - f_{ij}^m) k_i (l_i - l_j)^2}{2k_B T \left( 1 + f_{ij}^m \left( \frac{k_i}{k_i} - 1 \right) \right)} \right), \tag{28}
$$

where we have made $R_{ij}$ the subject for clarity. Eq. 28 completes the coupling between dynamic and kinetic simulation components within our mechano-kinetic framework. The equation is analysed in detail in Supplementary Information Section S4 to provide a more intuitive understanding of what is happening when we use introduce $r_{ij}^c$ into a mechano-kinetic simulation to obtain the variable instantaneous values of $r_{ij}$. Additionally, the introduction of instantaneous kinetic transitions within a dynamic simulation also introduces another timescale related to numerical accuracy and statistical equilibration, the derivation of which is provided in Supplementary Information Section S5. Finally, physical validation of each simulation component is provided in Supplementary Information Section S6.

From here, we show example simulations of two different mechano-kinetic systems to investigate the effect of instantaneous coupling between dynamic and kinetic frameworks.

### 3.1 A Reaction Coordinate

To investigate the behaviour of our model when applied to a realistic physical process, we have designed a series of kinetic transitions corresponding to a bidirectional reaction coordinate in which the average length of the dumbbell
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increases with as the “reaction” progresses. We define two alternative parameterisations of such a set of kinetic
mesostates, given by their mechanical parameters in Table 1, with an associated equilibrium kinetic transition rate
datax for both sets given in Table 2.

Table 1: The two families of material parameters used to define the mesostates in the reaction coordinate kinetic
networks of the dumbbell model. The first (left) set contains equal and relatively low values of \( k_i \) whereas the second
(right) set of \( k_i \) are much higher. The values of \( l_i \) linearly increase with the mesostate index, providing a well defined
reaction coordinate.

<table>
<thead>
<tr>
<th>Mesostate (i)</th>
<th>( k_i ) (pN/nm)</th>
<th>( l_i ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesostate (i)</th>
<th>( k_i ) (pN/nm)</th>
<th>( l_i ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: The average transition rates between mesostates used in the reaction coordinate kinetic networks of the
dumbbell model. The mesostate occupation probabilities have been analytically calculated for comparison with
simulation.

<table>
<thead>
<tr>
<th>From / To</th>
<th>( R_{ij} ) (( \mu s^{-1} ))</th>
<th>( P_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>9.158</td>
</tr>
<tr>
<td>2</td>
<td>3.369</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>67.67</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>N/A</td>
</tr>
</tbody>
</table>

As Table 2 defines all of the expected transition rates, which hypothetically speaking may have been experimentally
measured, it also implicitly defines the mesoscale free energy landscape and all of the resultant occupation probabilities.
Thus our investigation will tell us nothing new at the mesoscale level at this stage. Instead, our aim is to infer the
what the continuous underlying dynamical behaviour must be, given that we have measured the mesoscopic kinetic
behaviour. Note that many of the transition rates shown in Table 2 are unspecified, indicating that direct transitions
cannot occur between these states. However, transitions via other intermediate states can still occur (i.e. from mesostate
1 to mesostate 3 via mesostate 2).

The energy landscapes implied by this kinetic system are illustrated in Figure 3. We see in Figure 3 that as all of the
stiffness parameters \( k_i \) are equal in the first parameterisation, no particular state is preferable over long periods of time
with respect to mechanical energy. On the other hand, in the second parameterisation we include two high stiffness
states (high \( k_i \)) and two low stiffness states (low \( k_i \)). However, irrespective of the mechanical energy environment, the
free energy as a function of reaction coordinate implied by the average rates, shown in Figure 3a, shows that we have
implicitly included two free energy barriers, a metastable state and an overall difference in the free energy minima
between the final state and the initial state. This free energy landscape, the free energy barriers and associated rates,
were calculated using the analysis presented in Supplementary Information Section S5 where \( f_{ij}^m = 0.5 \) for all \( i, j \).

3.1.1 Reaction Coordinate - Results

For each mechanical simulation parameterisation, Table 4 shows the rates \( r_{ij}^c \) which are modified by the mechanical
energy landscape to obtain the \( R_{ij} \) values shown in Table 2. Although the \( r_{ij}^c \) values calculated and used in each
simulation are different, Table 3 shows the equilibrium mesostate occupation probabilities for both sets of mechanical
material parameterisations, calculated by averaging the expected occupation probabilities from a single, long-time
simulation over many repeats beginning in different initial states. We can see that the mesostate occupation probabilities
for the two simulations are approximately equivalent to the analytically calculated values given in Table 2, despite the
large differences in the values of \( k_i \). This indicates that the mesostate occupation probabilities within the model do
indeed remain constant, being fixed by the \( R_{ij} \) values, whilst the underlying mechanical energy landscape is modified.
Incidentally, the largest uncertainties correspond to mesostates with the largest associated kinetic rates shown in Table
3 showing that we may be approaching the numerical limits defined in Supplementary Information Section S5 with this
system.

Figure 4 shows the probability density of length fluctuations at equilibrium from a single simulation of each set of
mesostates. We see that whilst the kinetic rate modifications within our model take the mechanical energies into account
in order to return the average rates \( R_{ij} \), the mechanical energy landscape is still fully realised within the framework. In
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Figure 3: The two representations of energy landscape within the reaction coordinate kinetic networks of the dumbbell model. a) The form of the free energy as a function of reaction coordinate implied by the rates given in Table 2. b) The mechanical energy landscapes given in Table 1, where the occupation of each state is given a different colour. Top: Set 1 - All values of $k_i$ are equal. Top: Set 2 - Values of $k_i$ vary between mesostates.

Figure 4: The microstate probability densities from simulation of the reaction coordinate kinetic networks of the dumbbell model. The mechanical equilibrium positions corresponding to each state are shown as dashed green lines. a) Mesostate set 1 b) Mesostate set 2.
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Table 3: The final expected mesostate occupation probabilities within the reaction coordinate kinetic networks of the dumbbell model. Each set corresponds to a different set of material parameters as defined in Table 1. Uncertainties in the last digit are shown in brackets.

<table>
<thead>
<tr>
<th>Mesostate</th>
<th>Mesostate Occupation Probabilities, ( P_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>0.0148(4) 0.0358(3) 0.256(1) 0.693(1)</td>
</tr>
<tr>
<td>Set 2</td>
<td>0.013(1) 0.037(1) 0.269(2) 0.681(1)</td>
</tr>
</tbody>
</table>

Table 4: The instantaneous transition rates between mesostates used in the reaction coordinate kinetic networks of the dumbbell model corresponding to the two sets of mesostates given in Table 1.

<table>
<thead>
<tr>
<th>Transition Rates, ( r_{ij}^c (\mu s^{-1}) )</th>
<th>From / To</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>From / To</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>N/A</td>
<td>12.41</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>60.61</td>
<td>N/A</td>
<td>2285.64</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>309.34</td>
<td>N/A</td>
<td>3309.08</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>608.69</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The material parameters used to define the mesostates used in the kinetic network of the dumbbell model with external forces applied.

<table>
<thead>
<tr>
<th>Mesostate (( i ))</th>
<th>( k_i ) (pN/nm)</th>
<th>( l_i ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>4</td>
</tr>
</tbody>
</table>

particular, we see that the low mechanical stiffness of individual states in Figure 4a means that length fluctuations within each state are relatively large compared to the associated equilibrium lengths, resulting in a unimodal (albeit skewed) overall distribution centered around, but not exactly on, the most likely mesostate. Within a standard Markov state model, each of these states would likely be indistinguishable from one another, yet our implied knowledge of both the mesostate kinetics and mechanical energy landscape allows us to include them in a way that reflects their effective distribution of more likely mesostates. On the other hand, for the second parameterisation in Figure 4b, the higher mechanical stiffness suppresses the length fluctuations within each mesostate so that the individual mesostates are distinguishable in the overall length distribution, with obvious Gaussian distributions. This is less apparent for mesostates 1 and 2, however, as their associated free energies are significantly higher, and occupation probabilities lower.

Overall we see that within the mechano-kinetic framework, no matter the structure of the mechanical energy landscape, the introduction of Eq. 28 into Eq. 13 enables the simulation to reproduce the \( R_{ij} \) values used as input parameters. As such, we have used the measured kinetic rates given in Table 2, together with the spring parameters in Table 1, to infer the specific form of the mechanical energy landscape. Further information on the interdependence of the kinetic and dynamic regimes with respect to the mechanical energy is given in Supplementary Information Section S6.3. However, we will see in the next section that we can go further than the simple reproduction of existing measurements.

3.2 External Forces

For a simulation framework to be of use, it ought to have predictive properties as well as being able to reproduce equilibrium results. Considering our example problem detailed in Section 1, we may wish to know the effect of applying external mechanical forces to biological objects such as molecular motors. Consider the case where single molecule experiments have been performed and both the free energy and mechanical energy landscapes of the object are well known[34, 10]. We can use our mechano-kinetic simulation framework to advance beyond this single molecule experimental system.

To explore this type of problem in a general sense, we have designed two kinetic networks, both of which use the set of mesostates defined in Table 5. The first network is similar to the first example in Section 3.1 whereas the second network is a fully connected kinetic network, where all transitions between states are possible. The associated transition rates defining these networks are given in Table 6, left and right tables respectively. In contrast to the reaction coordinate example, we observe here that because all of the rates are the same, this system initially ought to have an

Table 6: The instantaneous transition rates between mesostates used in the reaction coordinate kinetic networks of the dumbbell model corresponding to the two sets of mesostates given in Table 1.
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Transition Rates, $R_{ij}$ ($\mu s^{-1}$) | $P_i$
---|---
From / To | 1 | 2 | 3 | 4
---|---|---|---|---
1 | N/A | 50 | - | -
2 | 50 | N/A | 50 | -
3 | - | 50 | N/A | 50
4 | - | - | 50 | N/A

Table 6: The matrices defining the two sets of average transition rates between mesostates, together with the expected mesostate occupation probabilities, used in the kinetic network of the dumbbell model with external forces applied. Left: A single reaction coordinate through phase space. Right: A fully connected kinetic network.

Figure 5: The expected occupation probability of each mesostate of the dumbbell model as a function of applied force. a) The reaction coordinate network. b) The fully connected network.

equal probability of being in each of the mesostates. However, under the application of external forces we would expect that the forces may bias the states in some manner. Within the dynamic simulation component Eqs. 20 and 21, we apply a constant external force $f_{ex}$ to both nodes of the dumbbell but in opposite directions, therefore biasing the dumbbell to higher extensions. We therefore assume that the values of $r_{ij}$ remain as given at equilibrium, but we modify the reaction rates via Eq. 13 to account for additional contributions to the mechanical energy from the external forces. With this approach we are able to use our mechano-kinetic model to predict not only how the application of this external force within the dynamical simulation affects the overall kinetic transition rates between mesostates, but also determine where those transitions are likely to occur in the mechanical energy landscape.

3.2.1 External Forces - Results

Figure 5 shows the steady state occupation probabilities of each mesostate as a function of applied force, for both sets of rates. These were again calculated by averaging the expected occupation probabilities from a single, long-time simulation over many repeats beginning in different initial states. Although all of the initial transition rates in Table 6 and values of $k_i$ in Table 5 are equal, indicating no energetic preference for any of the mesostates (as shown with zero external force applied), the application of force immediately biases the system towards larger extensions. We also see that the steady-state occupation probabilities as a function of applied force are independent of the connectivity of the kinetic network, but are rather given simply by the Boltzmann distribution, modified to account for the extra energy contribution from the externally applied force. Detailed balance implies that this change is brought about within the model via a change in the resulting values of $R_{ij}$, propagated from the dynamic component into the kinetic component of the model.

Forces such as this can be included in pure kinetic models as free energies, $\Delta F_{ij}^{ex}$, using a term such as $\Delta F_{ij}^{ex} = f_{ex}x_{ij}$ where $x_{ij}$ is some approximation of the expected extension. However, with our explicit inclusion of the mechanical energy environment, we can observe the dynamical evolution of both microstate and mesostate occupation probabilities.

First we consider Figure 6, which shows the running averages of occupation probabilities of each mesostate from two representative simulations under no external forces, the system having begun in mesostate 1. Figure 6a, representing the
Figure 6: Running averages of the occupation probability of each mesostate of the dumbbell model as a function of applied force. These graphs show a single, representative simulation from a full set of repeats all beginning in mesostate 1. a) The reaction coordinate network. b) The fully connected network.

Figure 7: The microstate probability distributions of the dumbbell model at various points in time under the application of no external forces. a) The reaction coordinate. b) The connected network.

reaction coordinate network, shows that the system must pass through each of the intermediate states to get to mesostate 4, and hence equilibration proceeds continuously through the phase space. On the other hand, Figure 6b, representing the fully connected network, shows a much more chaotic equilibration.

Figure 7 shows this dynamic growth more clearly, visualising the (scaled) microstate probability distributions as they evolve over time. These distributions were obtained by combining the microstate probability distributions of multiple repeated simulations at the same after each length time, all repeats having been started in mesostate 1. We see that neighbouring peaks emerge one after another in Figure 7a, indicated the direction of the reaction pathway. In Figure 7b, however, whilst a single peak is visible at short times (time scales smaller than the average mesostate transition rate given in Table 6), once mesoscale equilibration begins to take place, the peaks grow much more evenly.

Finally, we observe these same microstate distributions under the application of an external forces. Figure 8 shows the systems under an external force, $f_{ex} = 3$ pN, and Figure 9 with $f_{ex} = 10$ pN.

Again we observe a single peak at short times, before the system under force has had a chance to relax, a single peak centred on the initial mesostate. At long times, however, we see very little difference between the fully connected network and the reaction coordinate network. The force across all mesostates biases the system to higher extensions in general, especially for the $f_{ex} = 10$ pN simulations. The underlying exploration of phase space allowed at low force is prohibited at high force such that the majority of transition pathways are no longer possible. Interestingly at $f_{ex} = 3$ pN, the intermediate times show start differences between the reaction coordinate and fully connected networks. In the reaction coordinate network, we observe a relatively flat distribution at intermediate times whereas in the fully connected network, we observe a much more rapid growth of the final peak. Here we see that the introduction of a kinetic process allowing a jumps through phases space (straight from mesostate 1 to mesostate 4, say) provides
A Generalised Mechano-Kinetic Model For Use in Multiscale Simulation Protocols

Figure 8: The microstate probability distributions of the dumbbell model at various points in time under the application of an external force $f_{\text{ex}} = 3\text{pN}$. a) The reaction coordinate network. b) The fully connected network.

Figure 9: The microstate probability distributions of the dumbbell model at various points in time under the application of an external force $f_{\text{ex}} = 10\text{pN}$. a) The reaction coordinate network. b) The fully connected network.

more pathways which are positively biased by the force. In the context of a molecular motor, these may represent some conformational change or reaction that deviates from the most commonly observed pathway, and which may be exacerbated by the application of external force (detachment from the microtubule in the absence of ATP, for example [15]).

We have seen that the application of force across all mesostates effectively generates an additional contribution to the free energy, fixing the steady state distribution. However, the dynamical motion through phase space that we infer from the application of force at the continuous microstate level is dependent upon the structure and connectivity of the kinetic landscape, i.e. which kinetic transitions are permitted. Further, we could in principle add force only in a subset of kinetic states, including it in the definition of a mesostate as we have been doing with spring parameters, showing the true generality of our model.

The above is suggestive of alternative methods to parameterise the model from experiments. It might be, for example, that it is not possible to obtain $R_{ij}$ from equilibrium experimentation (e.g. if the rates are too slow). A viable alternative, then, is to measure transition rates accelerated under the application of external forces. Such forces modify the energy landscape, but if these modifications are included in [19] and used to derive an alternate version of Eq. [28] then the necessary $r_{ij}^c$ values can be obtained from the measured $R_{ij}$ under external force. Then on removal of the force from the model, the equilibrium $R_{ij}$ (in the absence of force) may be inferred. This is a further example of how this mechano-kinetic framework can go beyond simply reproducing the initial parametrisation from experiment, extending the simulations to experimentally difficult and potentially infeasible scenarios for predictive purposes.
4 Discussion

Our mechano-kinetic model was developed with molecular motors in mind, with the intention of inferring the effect of explicit mechanical interactions on the emergent kinetics, and perform subsequent predictive simulations from there. However, we believe the model is significantly more general than that, and we described with more general application in mind. The most obvious is perhaps a chemical reaction, where we can measure average rates of reaction at the macroscale without considering specific bond fluctuations and mechanics at the microscale. However, from a fundamental chemical perspective, those specific interactions can allow us to determine reaction mechanisms and potentially new reaction pathways. The inclusion of free energies of reaction as chemical potentials in the deviation presented in Section 2 could allow similar inductions of the atomistic mechanical energy environment, given experimentally measured reaction rates. The application of external mechanical stimuli to complex reaction networks is of clear interest.

We must also appreciate that there remains a large gap between the upper limit of accessible time scales available to computer simulations, and the lower limit of accessible time scales accessible by experiments. The Markov state model allows for the definition of discrete kinetic states through the analysis of purely dynamic trajectories. However, as we have seen implicitly in this work, the difference in the characteristic time scales between dynamical motion through phase space and kinetic transitions is often large due to the size of the energy barriers involved (ATP hydrolysis is associated with a free energy change of $k_B T$, for example). It is only very recently with the advent of GPU technology\cite{35,36} and hardware-specific simulations\cite{37} that fully atomic simulations of biological objects have been able to reach microsecond time scales and beyond. On the other hand, the empirical measurement of these long-time kinetic events is often much more easily achieved due to the ‘top-down’ approach of the experimental procedures involved. With this in mind, we have provided a mechanism which is almost the reverse of a Markov state model, beginning with the kinetic information and inferring the underlying dynamical behaviour. In reality, of course, the difference in time scales between the two regimes is still wide. In this work we have vastly accelerated our kinetic transitions to compensate for this and subsequently verify the equilibrium behaviour of both the continuous dynamical phase space and the discrete kinetic space. However, for systems with disparate time scales, such acceleration is justified for analysis so long as the kinetic and dynamic processes remain separated, and dynamic equilibration can be reached following each kinetic transition. We have therefore provided a generalised mechanism for a true coupling of kinetic and dynamic processes, potentially encompassing the full span of the biological mesoscale in a physically consistent manner.

5 Conclusions

With insight from the theory of Markov state models, we have developed a generalised coupling of kinetic and dynamic simulations, dubbed a mechano-kinetic simulation framework. Using various test cases, we have shown that our model can be used to infer the underlying mechanical behaviour within a continuous phase space given a knowledge of the kinetic processes, and that the model can be used to predict new kinetic behaviours through the inclusion of additional external energies within the mechanical model.

Via Eq. 19, this protocol can be integrated into any existing dynamic simulation protocol and used to explore free energy landscapes which may be inaccessible to fully dynamic simulations. We note that direct integration of Eq. 19 may become analytically infeasible for more complex systems than those studied here. Yet, if a dynamic simulation protocol already exists to which this kinetic model can be applied, then the integrals involved could be calculated using the dynamical simulation protocol as a microstate sampling method, in the same manner as a standard Markov state model, or via Monte Carlo methods implementing the same energy functions. Here, the assumption is that the dynamical or Monte Carlo simulations samples states according to the Boltzmann distribution, so that the integrals over phase space in Eq. 19 are approximated by a sum over the states encountered in the simulation.

The biological mesoscale represents the frontier of both experimentation\cite{3} and simulation\cite{36}, the regime in which biophysicists from both disciplines can truly meet and compare results. We envisage that our model will help to reconcile these commonly discrete regimes.
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