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#### Abstract

In the last decade, cellular forces in three-dimensional hydrogels that mimic the extracellular matrix have been calculated by means of Traction Force Microscopy (TFM). However, characterizing the accuracy limits of a traction recovery method is critical to avoid obscuring physiological information due to traction recovery errors. So far, 3D TFM algorithms have only been validated using simplified cell geometries, bypassing image processing steps or arbitrarily simulating focal adhesions. Moreover, it is still uncertain which of the two common traction recovery methods, i.e., forward and inverse, is more robust against the inherent challenges of 3D TFM. In this work, we established an advanced in silico validation framework that is applicable to any 3D TFM experimental setup and that can be used to correctly couple the experimental and computational aspects of 3D TFM. Advancements relate to the simultaneous incorporation of complex cell geometries, simulation of microscopy images of varying bead densities and different focal adhesion sizes and distributions. By measuring the traction recovery error with respect to ground truth solutions, we found that while highest traction recovery errors occur for cases with sparse and small fo-


[^0]cal adhesions, our implementation of the inverse method improves two-fold the accuracy with respect to the forward method (average error of $23 \% \mathrm{vs} .50 \%$ ). This advantage was further supported by recovering cellular tractions around angiogenic sprouts in an in vitro model of angiogenesis. The inverse method recovered more realistic traction patterns than the forward method, showing higher traction peaks and a clearer pulling pattern at the sprout protrusion tips.
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## 1. Introduction

Hydrogel substrates are typically used to mimic the extracellular matrix (ECM). Over the last decades, manipulation of ECM properties has revealed that cell fate decisions, (such as migration, proliferation, differentiation or death)

5 are modulated by a cell's mechanical microenvironment, which is crucial for single cell behavior as well as multicellular organization ([1, 2, 3, 4, 5, 6]). Stem cell fate can be directed by ECM stiffness ([3, 7, 8, 9, 10, 11]), stress relaxation properties ([12]) or its adhesive ligands ([13]). ECM stiffness can also regulate malignancy of tumor cells ( $4,14,15,16,17,18)$, cell contraction (19), and cell 10 spreading ([20, 21]). Cells probe and adapt their mechanical environment by actively exerting forces on neighboring cells and on the ECM. As these forces are essential for the understanding of mechanotransduction, there is a strong need for methods that measure them accurately. Cellular mechanical interactions with the ECM are typically measured by means of traction force microscopy mally embedded into hydrogels of known mechanical properties. Microscopy imaging is used to acquire a hydrogel deformed or stressed state (with mechanically active cells) and a hydrogel stress-free or relaxed state (obtained before cell seeding or after disruption of a cell's ability to apply force). Then, hydrogel deformations caused by the cellular forces are measured using image process-
ing. Stress, tractions or forces can be inferred from the deformations, given the mechanical properties of the hydrogel. While TFM has been widely used for the last 20 years in 2D cell cultures to compute the exerted traction fields on planar substrates, measuring cellular forces in 3D is increasingly viewed as more physiologically relevant ([24]). However, extending TFM to 3D entails the following problems:

Cells use integrins to bind to ECM proteins at discrete areas called focal adhesions (FAs) (25]). Through FAs, the connection between ECM and the mechanically active acto-myosin cytoskeletal network, is formed ([26). While FAs in 2D are typically punctuated and discrete, there is still uncertainty of their size and distribution in 3D. On the one hand, some studies reported diffusely distributed FAs over the cell membrane [27, 28]. On the other hand, others have shown more discrete patterns varying from less than $1 \mu \mathrm{~m}$ up to $4 \mu \mathrm{~m}$ [29, 30, 31, [32, 33]). The magnitude and distribution of the tractions depend on the size of
35 the areas over which cellular forces are applied. Similarly, the frequency content of the displacement field in the ECM is also given by the size and the density of the FAs. This is a major concern for the selection of the bead density, which determines the spatial sampling frequency. According to the Nyquist sampling theorem, spatial sampling frequencies should be higher than twice the maximum

40 frequency of the displacement field in the ECM ([34]). However, the use of high bead densities in 3D TFM is not possible in practice. Too high bead densities can hamper their tracking due to overlapping caused by the point spread function of the microscope and the mechanical properties of the hydrogel or cell behavior might change. Therefore it is clear that it critical to determine and optimize the
${ }_{45}$ relation between 3D TFM accuracy with respect to bead density, FA size and density is vital for a correct coupling of the experimental and the computational 3D TFM workflows. However, this problem has been largely overlooked in the field of TFM. The measured displacements, regardless of the algorithm used (e.g. Particle Tracking ([35, 36]), Particle Image Velocimetry (PIV) ([37, 38) or
${ }_{50}$ Free Form Deformation-Based Image Registration (FFD) (39), thus inherently contain sampling noise that hampers traction recovery. Moreover, it is still
uncertain which of the two main traction recovery methods in literature (i.e. the forward method and the inverse method) is more robust against these inherent limitations:

The forward method. The terminology used for this method can often be misleading in the literature. For consistency, we follow the terminology used in [40, 41]. This method can be found in two different forms in the literature depending on how the stress tensor is stated: (i) in its strong form and hence using numerical derivatives, (ii) in its weak form and hence using finite element (FE) analysis. Numerical derivatives are used to calculate the strain tensor from the measured displacement field and the stress tensor through the constitutive law of the hydrogel [40, 41, 42. Alternatively, the stress tensor can be calculated by means of a FE solver. A FE mesh of the cell surface and the hydrogel is created and the measured displacements are defined as an input condition at the nodes of the mesh (43, 44, 45). Regardless of the way the stress tensor is calculated, cellular tractions are obtained by means of Cauchy's stress formula and the cell surface normal vectors. However, the sampling noise present in the measured displacements might propagate through traction recovery (46]).

The inverse method. This approach minimizes the difference between the measured displacements (obtained analogously to the forward method) and a mathematically consistent (regularized) solution. While the most common way of solving this problem is by minimizing a least square estimate with Tikhonov regularization ( 35 ), alternative inverse formulations have recently been developed ( $47,48,49,50$ ). We recently proposed an inverse method that fulfills the equilibrium of internal forces with real acting forces, which is not always warranted in other inverse methods (51).

Existing works, typically validate in silico 3D traction recovery algorithms by simulating ground truth displacements and tractions and by comparing them ${ }_{80}$ with the results obtained by the algorithm. However, they often simplify or bypass critical aspects, i.e., cellular geometries, FAs and displacement sampling noise. Authors have used simplified geometries (instead of real cell geome-
tries) that ease calculations such as cylindrical ([48), spherical (52]) or ellipsoidal inclusions ( 53$]$ ). Recently, real cell geometries obtained from 3D optical microscopy imaging (such as confocal imaging) have been used ([54, 49, 50]). However, these studies use a single arbitrarily chosen FA distribution and size. So far, no studies have reported validations systematically varying FA size or distribution. Furthermore, displacement sampling noise is often simulated by adding stochastic noise to the ground truth displacement field (34, 48, 51]). Other studies use a more realistic approach by simulating microscopy bead images as it incorporates the inherent sampling noise [39, [55, 52]. Again, these studies either do not use real cell geometries, or do not systematically vary FA size and distribution.

With this study, we aim to underline the importance of selecting a traction recovery method that can overcome the inherent limitations of 3D TFM and characterizing its accuracy limits. First, we refined the 3D TFM in silico validation framework by incorporating different FA sizes and distributions to generate ground truth displacements and tractions and by simulating image stacks accounting for diffraction limited optical microscopy. We thereby establish a more realistic and rigorous validation framework that allows us to investigate the relation between bead density and FA size and distribution with 3D TFM accuracy, which is critical for a correct coupling of the experimental and computational steps of TFM. Second, we compared the accuracy of the forward and our inverse traction recovery method, with respect to the ground truth data, and proved the superiority of the latter. We then performed an experimental study for sprouting angiogenesis in a polyethylene glycol (PEG) hydrogel, and applied both traction recovery methods. Again, our inverse method showed more realistic traction patterns further supporting our in silico results.

We chose sprouting angiogenesis as an application for both our in silico simulations and for our in vitro experiments. On the one hand, we have previously established experimental and computational protocols to measure 3D hydrogel displacements during endothelial cell invasion in an in vitro model of sprouting
angiogenesis [56]. On the other hand, angiogenic sprouts typically show mul- tiple branches and cellular protrusions [56]. The increased complexity of these geometries compared to those of single cells, represents a more interesting and challenging case for assessing accuracy in 3D TFM

## 2. Methods

We will first describe the different steps that are taken to evaluate the accuracy of 3D traction recovery algorithms (see a general overview in Fig. 11. The evaluation is performed for a real 3D sprout geometry that was acquired by means of confocal microscopy (see Appendix A for a brief summary of the experimental model). Ground truth traction and displacement data was generated by creating a 3D confocal image-based finite element model (section 2.1) for the selected sprout and for cellular tractions that lead to displacement fields qualitatively similar to the ones we measured before (56]). The simulated displacement fields serve as input for the simulation of microscopy images of bead distributions (before and after the application of cellular tractions; section 2.2 that are used as input for the 3D TFM workflow (and that involve displacement measurement and traction recovery, section 2.3). The calculated displacements and tractions are then compared to the ground truth displacement and tractions (for both the forward and inverse method) and proper error metrics (section 2.4 are defined to evaluate the accuracy of both traction recovery methods.

We then apply both traction recovery methods to a new data set of sprouting angiogenesis in a PEG hydrogel that was acquired as part of this study (making use of the same in vitro setup as described in Appendix A) and that will illustrate the importance of selecting a proper method for the accuracy of traction recovery. A PEG hydrogel was used here because of its linear elastic behavior [35] and because we evaluated TFM accuracy for ground truth simulations that assumed linear elastic hydrogels (although both the forward and inverse methods are compatible with nonlinear elasticity, see also [51]).


Figure 1: Workflow used for ground truth $(G T)$ simulations and for validation of the forward (red) and inverse (blue) traction recovery methods. Common steps for both methods are depicted in yellow. The figure refers to the key equations in the text.

### 2.1. Ground truth simulations

The image stack of an angiogenic sprout (see Fig. 2 2 ) was denoised using penalized least squares-based background ([57]) and enhanced by a contrast stretching operation. Subsequently, a cellular surface segmentation was thresholded applying Otsu's binarization algorithm ([58]). We then segmented the four main protrusions of the sprout (see Fig. 2b) to define the areas where focal adhesions are simulated. The principal direction of each protrusion was computed to later define the direction of the ground truth tractions (see details in Appendix B. We then used the Matlab toolbox Iso2Mesh [59] to create a surface mesh of the sprout and a volumetric tetrahedral mesh of the hydrogel volume (see Fig. 2 ). The inner surface of the hydrogel volume was defined by the sprout surface and the outer surface was a $107 \times 111 \times 40 \mu m$ cube. The mesh had around 173000 4-node tetrahedral elements.

Given the current uncertainty on the size and distribution of FAs in 3D, we systematically modeled different kinds of FA patterns, from relatively discrete,
to relatively continuous (see Fig. 2 d ). FAs were defined on the nodes of the surface of the four sprout protrusions according to:

- Focal adhesion density: percentage of protrusion nodes randomly selected to conform the central node of a FA. In this study we considered: $0.5 \%$, $1 \%$ and $2 \%$.
- Focal adhesion size: mean distance between the central FA node and the nodes on the outer perimeter of the FA. In this study we considered: 1.5, 3 and $4.5 \mu \mathrm{~m}$.

Nodal forces in the direction of the sprout branches were then prescribed on FA nodes to mimic typical pulling patterns shown in literature [48, 56] (see Fig 2 e). The sum of all the nodal forces was constant for all the cases and fixed at 70 nN (see details in Appendix C). This value was calibrated to obtain a corresponding displacement field of an order of magnitude similar to previous works ([35]). Then, ground truth (GT) tractions and displacements expressed in the FE mesh nodes were obtained (see Fig. 2F,g). Nine different $G T$ cases were run that corresponded to 9 different combinations of FA density (3 values) and size ( 3 values). We defined a severity index (from 1 to 9 ) that describes the heterogeneity (non-smoothness) of the traction field and that was associated to the coefficient of variation (COV) according to the formula: $s t d\left[t_{G T}^{n}\right] / E\left[t_{G T}^{n}\right]$, where $t_{G T}^{n}$ is the value of the magnitude of the ground truth traction at the $n$ nodes of the sprout boundary domain and $\operatorname{std}[]$ and E[] stand for standard deviation and mean, respectively (see Fig. C.9). The 9 cases were ranked according to increasing values of traction field COV and a severity index was assigned to each of them, with 1 for the lowest COV (and therefore smoothest traction field) and 9 for the highest COV (least smooth traction field). A case (and associated traction field) with a high severity index will give rise to a displacement field with a high frequency content and will therefore lead to more sampling errors for a given bead density. The hydrogel domain was modeled as a linear elastic material with an elastic modulus of 200 Pa and a Poisson's ratio
of $0.3[-]$. These cases were run using Matlab R2019a and Abaqus Simulia 6.14 (see 51 for further details of the implementation).

### 2.2. Simulation of microscopy bead images

To assess the accuracy of traction recovery methods under conditions that are representative for a real TFM experiment, we applied the ground truth displacements to synthetically generated microscopy bead images. Diffraction patterns were simulated using a point-spread function (PSF) determined by fitting a 3D Gaussian profile to 4000 beads from a real experimental image (more details are provided in Appendix D. The intensities of these PSFs were imposed at random locations of the image (see Figure 3 a). Five different experimentally feasible bead densities were considered, namely: $0.005,0.01,0.03,0.05$ and 0.07 beads $/ \mu m^{3}$ (see Figure 3b and Table D.2). Moreover, since the simulated beads were randomly distributed, 20 realizations were considered for each bead density to provide reliable performance results. Similarly, stressed state images were generated, by shifting each bead location according to the ground truth displacement field (interpolated from the FE nodes to the image coordinates).

### 2.3. Traction field recovery

First, B-spline-based FFD (39), a method that showed higher accuracy compared to PIV, was used to measure displacement fields from the relaxed and the stressed images (more details on the parameters used can be found in Appendix E). The displacement field values were interpolated from the image coordinates to the FE nodes. From here onward, they are referred to as measured displacement field, $\mathbf{u}^{\star}$ (see Fig. 1). Second, tractions were recovered using the forward and inverse methodologies in the framework of the Finite Element Method (FEM). The analysis is performed assuming a linear elastic behavior of the hydrogel as detailed in the next section.

## Forward method



Figure 2: Ground truth generation. (a) Maximum intensity projection of the image stack acquired by means of confocal microscopy of the angiogenic sprout used for the simulations. Scale bar: $21 \mu \mathrm{~m}$. (b) Sprout segmented geometry in green and the four segmented protrusions in red, blue purple and orange. (c) Finite element mesh including the sprout geometry (green) and the hydrogel domain (pink) and a close up of the sprout surface faces. (d) Systematic variation of focal adhesion size and distribution. Focal adhesion nodes (red) are depicted over the rest of the finite element mesh (gray). (e-g) Example of ground truth generation for severity case 5. Nodal forces (e) are applied on the focal adhesion nodes (magnitude: 246.48 pN ) and ground truth tractions (f) and displacements (g) are obtained.


Figure 3: Simulation of microscopy bead images. (a) Central slice planes of a simulated (left) and a real (right) 0.2 micron-sized fluorescent spheres image stack acquired by means of confocal image microscopy. Volume size is $107 \times 111 \times 40 \mu \mathrm{~m}^{3}$. (b) Central xy plane (sectioning plane of the confocal microscope) of simulated bead images with bead density from 0.005 to 0.07 (left to right) beads $/ \mu m^{3}$. Beads are depicted in red and the sprout geometry in green for visual reference. Scale bar: $22 \mu \mathrm{~m}$.

From the measured displacement field $\mathbf{u}^{\star}$, tractions are straightforwardly obtained following the FEM procedure (see the red arrows in Fig. 11). First, the strain field is computed as,

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{(e)}=\mathbf{B} \cdot \mathbf{u}^{\star(e)} \tag{1}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}^{(e)}$ is the strain tensor field computed at each Gauss point of element (e), $\mathbf{B}$ the gradient matrix of the shape functions, and $\mathbf{u}^{\star(e)}$ the vector components of the measured displacement field at the nodes of the referred element. On the other hand, stresses are computed by means of the (linear, elastic) constitutive behavior,

$$
\begin{equation*}
\boldsymbol{\sigma}^{(e)}=\mathbb{C} \cdot \boldsymbol{\varepsilon}^{(e)} \tag{2}
\end{equation*}
$$

$\mathbb{C}$ being a fourth order tensor which contains the elastic properties of the hydrogel, and $\boldsymbol{\sigma}^{(e)}$ is the stress tensor field computed at each Gauss point of element (e). If an isotropic and homogeneous behavior is assumed, Eq. (2) yields,

$$
\begin{equation*}
\boldsymbol{\sigma}^{(e)}=2 \mu \cdot \boldsymbol{\varepsilon}^{(e)}+\lambda \cdot \operatorname{tr}\left(\boldsymbol{\varepsilon}^{(e)}\right) \mathbf{I} \tag{3}
\end{equation*}
$$

where $\mu$ and $\lambda$ are the Lamé properties of the material. Finally, tractions are computed at the boundary of the sprout domain using Cauchy's stress theorem:

$$
\begin{equation*}
\mathbf{T}_{\mathbf{n}}{ }^{(i)}=\boldsymbol{\sigma}^{(i)} \cdot \mathbf{n}^{(i)} \tag{4}
\end{equation*}
$$

with $\mathbf{T}_{\mathbf{n}}{ }^{(i)}$ the traction vector components at node $i$ belonging to the sprout boundary, $\boldsymbol{\sigma}^{(i)}$ the stress tensor field averaged at node $i$ and $\mathbf{n}^{(i)}$ the outward normal to node $i$.

## Inverse method

There are two main ingredients in the method: (i) Search for an inverse displacement field solution $\mathbf{u}$ as close as possible to the measured one $\mathbf{u}^{\star}$, and (ii) which fulfills equilibrium of forces in the hydrogel domain (51). In a FEM
framework, the discretized elasticity problem turns into the following algebraic system to solve,

$$
\begin{equation*}
\mathbf{F}=\mathbf{K} \cdot \mathbf{u} \tag{5}
\end{equation*}
$$

$\mathbf{F}$ is the nodal reaction forces vector which accounts for external or internal prescribed forces or displacements constraints at the nodes. If sprout bound240 ary domain (s) and hydrogel domain (h) nodes are distinguished, Eq. (5) is reordered in the following way:

$$
\left[\begin{array}{l}
\mathbf{F}_{s}  \tag{6}\\
\mathbf{F}_{h}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{K}_{s s} & \mathbf{K}_{s h} \\
\mathbf{K}_{h s} & \mathbf{K}_{h h}
\end{array}\right] \cdot\left[\begin{array}{l}
\mathbf{u}_{s} \\
\mathbf{u}_{h}
\end{array}\right]
$$

The ideas behind the inverse method exposed above, can be mathematically described as follows,

$$
\begin{gather*}
\min _{\mathbf{u}_{s}, \mathbf{u}_{h}}\left\|\frac{1}{2}\left(\mathbf{u}_{s}-\mathbf{u}_{s}^{\star}\right)^{2}+\frac{1}{2}\left(\mathbf{u}_{h}-\mathbf{u}_{h}^{\star}\right)^{2}\right\| \\
\text { s.t. }  \tag{7}\\
\mathbf{F}_{h}=\mathbf{0}
\end{gather*}
$$

Note that this method is analogous to the so-called adjoint method in the inverse problem community. Further derivations of the inverse method to the analysis of TFM for linear elastic 2D materials can be found in 60, 61. Using (6) in (7) yields,

$$
\begin{gather*}
\min _{\mathbf{u}_{s}, \mathbf{u}_{h}}\left\|\frac{1}{2}\left(\mathbf{u}_{s}-\mathbf{u}_{s}^{\star}\right)^{2}+\frac{1}{2}\left(\mathbf{u}_{h}-\mathbf{u}_{h}^{\star}\right)^{2}\right\| \\
\text { s.t. }  \tag{8}\\
\mathbf{K}_{h s} \cdot \mathbf{u}_{s}+\mathbf{K}_{h h} \cdot \mathbf{u}_{h}=\mathbf{0}
\end{gather*}
$$

The equilibrium constraint in (8) can be included as a Lagrange's multiplier (penalty) as follows,

$$
\begin{equation*}
\min \mathbf{u}_{s}, \mathbf{u}_{h}\left\|\frac{1}{2}\left(\mathbf{u}_{s}-\mathbf{u}_{s}^{\star}\right)^{2}+\frac{1}{2}\left(\mathbf{u}_{h}-\mathbf{u}_{h}^{\star}\right)^{2}+\left(\mathbf{K}_{h s} \cdot \mathbf{u}_{s}+\mathbf{K}_{h h} \cdot \mathbf{u}_{h}\right) \cdot \boldsymbol{\eta}\right\| \tag{9}
\end{equation*}
$$

The minmum of Eq. (9) can be determined analytically by means of Eq. (10):

$$
\begin{gather*}
\delta \mathbf{u}_{s}=\mathbf{0} \quad \rightarrow \quad \mathbf{u}_{s}+\mathbf{K}_{s h} \cdot \boldsymbol{\eta}=\mathbf{u}_{s}^{\star} \\
\delta \mathbf{u}_{h}=\mathbf{0} \quad \rightarrow \quad \mathbf{u}_{h}+\mathbf{K}_{h h} \cdot \boldsymbol{\eta}=\mathbf{u}_{h}^{\star}  \tag{10}\\
\delta \boldsymbol{\eta}=\mathbf{0} \quad \rightarrow \quad \mathbf{K}_{h s} \cdot \mathbf{u}_{s}+\mathbf{K}_{h h} \cdot \mathbf{u}_{h}=\mathbf{0}
\end{gather*}
$$

Eq. (10) can be written in matrix form as follows,

$$
\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{K}_{s h}  \tag{11}\\
\mathbf{0} & \mathbf{I} & \mathbf{K}_{h h} \\
\mathbf{K}_{h s} & \mathbf{K}_{h h} & \mathbf{0}
\end{array}\right] \cdot\left[\begin{array}{c}
\mathbf{u}_{s} \\
\mathbf{u}_{h} \\
\boldsymbol{\eta}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{u}_{s}^{\star} \\
\mathbf{u}_{h}^{\star} \\
\mathbf{0}
\end{array}\right]
$$

The solution of (11) provides the calculated displacement field $\mathbf{u}$ by means of th inverse method. The rest of the variables of the mechanical problem (strain, stress and traction) can be obtained using eqs. (1)-(4) substituting the measured forward displacement field $\mathbf{u}^{\star}$ by the calculated inverse displacement field $\mathbf{u}$ (see the blue arrows in Fig. 1).

### 2.4. Error calculation

To compare the accuracy of the forward and the inverse method we define the following error metric:

$$
\begin{equation*}
E R R_{v}=100 \cdot\left(1-\operatorname{corr}\left(v_{\text {calc }}, v_{G T}\right)\right. \tag{12}
\end{equation*}
$$

where corr is the linear correlation coefficient, $v_{\text {calc }}$ and $v_{G T}$ are the magnitude of the calculated and $G T$ displacements or tractions at the nodes of the sprout boundary, respectively. Note that for the forward method, the calculated displacements are equal to the measured ones. Errors were computed for each of the analyzed cases ( 20 realizations $\times 5$ bead densities $\times 9$ severity cases) and plotted in boxplots in section 3.1. Additionally, the angle deviation of traction vectors was also calculated (see Appendix G).

## 3. Results

In this section, the errors obtained for both traction recovery methods with respect to the ground truth in silico simulations are shown. Additionally, we assessed the performance of both methods performed 3D TFM on real in vitro experimental data.

### 3.1. In silico simulations

Our in silico simulations show the strong effect of FA size and distribution and their associated traction field heterogeneity (as captured by the severity index) on 3D TFM accuracy. The increase in severity (from 1 to 9 ) leads to 5-10 times higher errors in displacement calculation (Fig. 4a: average errors range between 1 and $10 \%$ for both methods for a given bead density) and 2-3 times higher errors in traction calculation (Fig. 4b: average errors range between 40 and $70 \%$ for the forward method and between 15 and $55 \%$ for the inverse method). Increasing bead density (from 0.005 to 0.07 beads $/ \mu m^{3}$ ) overall reduces the error up to $10 \%$. While both the forward and the inverse methods achieve relatively low errors in displacement calculation (below $10 \%$ for all the cases; Fig. (4) ), a substantial difference can be seen in traction calculation. Traction errors are twice as high for the forward method as for the inverse method (median values of $50 \%$ and $23 \%$, respectively; Fig. 4 4 ). While the inverse method outperforms the forward method for all severity cases, the traction errors for the highest severity cases ( 7 to 9 ) are non-negligible for both methods, with average errors ranging from $50-62 \%$ (severity index 7 ; values correspond to highest and lowest bead density respectively) to $66-70 \%$ (severity index 9 ) for the forward method, and $24-36 \%$ (severity index 7 ) to $48-57 \%$ (severity index 9) for the inverse method (Fig. 4b). Nonetheless, for all the analyzed severity cases, the inverse method shows a lower deviation from realization to realization, as well as a lower dependence to bead density sampling.

A qualitative assessment of the differences between the recovered traction patterns of the two methods is provided in Fig. 5. For low severity (severity 1,


Figure 4: Effect of focal adhesion size and distribution (and associated severity index) and bead density on 3D TFM accuracy. (a) Displacement error with increasing severity using the forward (left) and inverse (right) methods. Boxes are colored with different shades of red (forward) or blue (inverse) according to a bead density from 0.005 to 0.07 beads $/ \mu m^{3}$. The median values from each box are connected through straight lines along the different severity values to ease the visualization of the trend. Each box includes the results from 20 bead realizations. (b) Traction error with increasing severity using the forward (left) and inverse (right) methods. Notice the different scales for the vertical axis of the left and right graph. (c) Overall displacement error for the forward and inverse methods. Each box includes the 900 results (depicted as scatter points) from all the analyzed cases ( 20 realizations $\times 5$ bead densities $\times 9$ severity cases). (d) Overall traction error for the forward and inverse methods.

Fig. 5a), the $G T$ traction pattern is smooth and spread over the four protrusions of the sprout, with the main branch of the sprout not displaying any tractions. The inverse method retrieves similar patterns, with tractions that are mainly located at the protrusions, and the main branch being relatively traction-free. The forward method obtains less precise patterns, in a sense that they are less smooth, with missing tractions in certain parts of the protrusions (see pink arrows in Fig. 5a) and also displaying tractions at the main branch of the sprout (see white arrows in Fig. 5a). Traction peaks are more accurately retrieved by the inverse method (see close-ups of region of interest in Fig. 5a: traction peak around 67 Pa for $G T$ and inverse method and around 35 Pa for the forward method). For high severity (severity 9, Fig. 5b), the GT traction magnitude pattern is rather sparse and displays areas where tractions decay rapidly to zero. In line with the error quantification in Fig. 40, the magnitude of these traction peaks is not accurately recovered by either method. Nevertheless, the inverse method provides traction peaks that, while they underestimate the $G T$ magnitude, are located in areas closer to the ground truth (see arrows and closeup of the regions of interest in Fig. 5b: traction peak around 250 Pa for $G T$, around 80 Pa for the inverse method and missing peak for the forward method). Further discussion of the results are provided in section 4.

## 3.2. $3 D$ TFM of real angiogenic sprouts (in vitro)

Human umbilical vein endothelial cells (HUVECs) were cultured to invade a PEG hydrogel and imaged by means of confocal microscopy (see details in Appendix A). Both the highest and lowest bead densities that were tested in the in silico simulations, i.e., 0.07 and 0.005 beads $/ \mu m^{3}$, were used. Angiogenic sprouts invaded the 3D PEG hydrogel (elastic modulus of 200Pa and Poisson's ratio of $0.3[-])$ and generated hydrogel displacements that were visualised by means of 200 nm fluorescent beads (see Fig. 6a and Fig. 7a). A relaxed state of the hydrogel was obtained after inhibiting the cell's cytoskeletal forces with Cytochalasin D (CytoD). Displacements were measured by means of FFD in a region of interest around the selected sprouts (see 6p and 7 p for 0.07 and


Figure 5: Qualitative representation of the traction patterns of the ground truth (upper row) and the traction recovery by means of the forward (central row) and the inverse (bottom row) methods for one realization of bead density 0.07 beads $/ \mu m^{3}$. (a) Traction patterns for the lowest severity (severity 1) for the full sprout (left; scale bar: $21 \mu \mathrm{~m}$ ) and for the region of interest depicted with a dotted rectangle (right; scale bar: $7.5 \mu \mathrm{~m}$ ). Note that the coordinate system has been rotated for the region of interest to ease the visualization of the traction pattern. Pink arrows indicate areas where the forward method misses tractions and white arrows indicate areas where the forward method displays tractions at the main branch of the sprout. (b) Traction patterns for the highest severity (severity 9) for the full sprout (left; same scale as in (a)) and for the region of interest depicted with a dotted rectangle (right; scale bar: $4.3 \mu \mathrm{~m})$. Pink arrows indicate other areas where the inverse method captures traction peaks near the $G T$, while the the forward method misses them. Note that the colorbar has been adjusted to ease the visualization of traction patterns in the forward and the inverse method and allow for visual comparison. For the region of interest, the magnitude of the $G T$ traction peak shown is around 250 Pa .
0.005 beads $/ \mu m^{3}$, respectively). Cellular tractions were recovered using both the forward and the inverse methods. While for experimental cases there is no ground truth to assess accuracy, we can nevertheless compare the tractions retrieved by both methods. The resultant traction maps are shown in Fig. 6:, e and Fig. 7f,e. For the high bead density case ( 0.07 beads $/ \mu m^{3}$; Fig. 6), the forward method retrieved traction patterns of relatively low magnitude (up to 100 Pa ) and traction peaks that did not necessarily occur near the protrusion tips (Fig. 6kc). Moreover, traction vectors did not show clear pulling patterns as they were often not parallel to the protrusion directions (Fig. 6d). In contrast, the inverse method lead to higher traction peaks (150-240Pa) that were mainly located near the protrusion tips (Fig. 6e). Moreover, traction vectors at the protrusion tips were found to be more parallel to the protrusion directions and indicated pulling forces (Fig. 6f), in line with previous reports on displacements and forces around invading sprouts ( 48,56 ).

For the low bead density case ( 0.005 beads $/ \mu \mathrm{m}^{3} ;$ Fig. 7), the forward method again retrieves tractions of a lower magnitude compared to the inverse method ( 90 vs 130 Pa , respectively; Fig. 7 r,e). In this case, while the pulling pattern is less pronounced compared to the high bead density case for both methods (Fig. $7 \mathrm{~d}, \mathrm{f})$, traction peaks recovered by the inverse method are again more localized towards the tips of the protrusions.

## 4. Discussion

3D TFM has the potential to unravel cell mechanical time-dependent interactions with their 3D microenvironment and their role in physiological or pathological processes. However, selecting an adequate traction recovery method that is sufficiently accurate is critical in order to avoid obscuring physiological information (such as, for e.g., differences between relevant conditions) due to traction recovery errors. While the accuracy requirements may differ depending on the application, rigorous and realistic characterization of the expected errors in traction recovery is also crucial for the correct interpretation of experimental


Figure 6: In vitro results of 3D TFM of an angiogenic sprout invading a PEG hydrogel that contained 0.07 beads $/ \mu m^{3}$. (a) Maximum intensity projection of the image stack (cells in green, beads in red) by means of confocal microscopy. (b) Displacement field measurement by means of FFD. (c) Calculated traction magnitude at the cell surface by means of the forward method. (d) Calculated traction vectors by means of the forward method. (e) Calculated traction magnitude at the cell surface by means of the inverse method. (d) Calculated traction vectors by means of the inverse method. Scale bars: $23 \mu \mathrm{~m}$


Figure 7: In vitro results of 3D TFM of an angiogenic sprout invading a PEG hydrogel that contained 0.005 beads $/ \mu m^{3}$. (a) Maximum intensity projection of the image stack (cells in green, beads in red) by means of confocal microscopy. (b) Displacement field measurement by means of FFD. (c) Calculated traction magnitude at the cell surface by means of the forward method. (d) Calculated traction vectors by means of the forward method. (e) Calculated traction magnitude at the cell surface by means of the inverse method. (d) Calculated traction vectors by means of the inverse method. Scale bar: $15 \mu \mathrm{~m}$
results.

In this study, we proposed an advanced validation framework for 3D TFM that includes a real sprout geometry, systematic variation of focal adhesion size and distribution and microscopy bead image simulations. By combining these aspects we established a more realistic and rigorous framework than those encountered in the literature. Within this framework, we thoroughly characterized the accuracy limits of the forward and the inverse traction recovery methods for the considered experimental conditions. We found that 3D TFM accuracy is particularly compromised when calculating cellular tractions associated with small and sparse FAs (in this work, referred to as high severity cases). Small and sparse FAs create small traction areas on the cell's surface that lead to high gradients in the displacement field of the ECM. The availability of beads in those high gradient areas is reduced, which present more difficulties to sample them properly (see also Appendix Fp. However, our inverse traction recovery method showed a substantial improvement in accuracy compared to the forward method (errors 2 to 3 times lower) and errors typically below $20 \%$ for the highest bead density and most of the severity cases. Moreover, the inverse method provided traction patterns that are closer to the ground truth (similar location of the traction peaks and common traction-free areas). By recovering cellular tractions around angiogenic sprouts in an in vitro model of angiogenesis, the inverse method also showed clearer pulling patterns mainly located near the protrusion tips, further supporting its superiority over the forward method.

This framework is applicable to any 3D TFM experimental setup and can be used to correctly couple the experimental and computational aspects of 3D TFM. While specific experimental characteristics (such as the cell geometry, the microscope PSF or the image voxel size) used in this study could differ from other experiments, the framework can still be used by simply using a different cell geometry, fitting a new PSF and changing the voxel size. Other bead densities outside the range presented here (from 0.005 to 0.07 beads $/ \mu \mathrm{m}^{3}$ ) could also be tested. However, researchers must verify that the voxel size is
sufficiently small to capture bead displacements and that the bead density is experimentally feasible (avoiding bead clumps in the hydrogel and ensuring that the mechanical properties of the hydrogel and cell behavior are not affected). Moreover, this framework is not limited to hydrogels with linear elastic behavior, since both the forward and our inverse method are compatible with nonlinear elasticity (51). Future work could also focus on incorporating knowledge about the location of FAs into the 3D TFM workflow. While we covered a wide range of FA size and distributions in our simulations (see Fig. 2d), FAs may differ depending on the type of cell, adhesiveness and stiffness of the matrix, etc. The inclusion of prior knowledge on the size and distribution of FAs (e.g. by means of FA protein labeling and imaging) in this framework may lead to more specific conclusions for a given experimental application. This could also be used as prior knowledge to further constrain the solution obtained by the inverse method (either the one proposed here or a standard, i.e. Thikonov based linear elastic, inverse method 48). By applying a physical constraint that regularized the results such that non-zero nodal reaction forces are found only at the cell boundary domain we obtained a 2-fold improvement of traction accuracy with respect to the forward method. The latter method solely relies on the measured displacement field to retrieve tractions. We expect that the inclusion of extra prior knowledge such as the location of FAs could lead to further enhancement of the accuracy of the inverse method, especially in the most challenging (high severity) cases.

## 5. Conclusions

Our study proposes an in silico validation framework for 3D TFM that can be used to select the optimal coupling of experimental (bead density) and computational (traction recovery method) steps. Moreover, it allows for a thorough characterization of the accuracy limits of a traction recovery methods. Our inverse traction recovery method in combination with a high (yet experimentally feasible) bead density provided the most accurate results. By systematically
varying FA size and distribution, this framework also revealed the inherent ac-
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## Appendix A. Experimental data acquisition

Angiogenesis is the formation of new blood vessels from existing vasculature (62, 63). In-vitro models of angiogenesis allow for diffusion of pro-angiogenic signals through a hydrogel that mimics the ECM to promote angiogenic sprouting from a layer of endothelial cells. Leading migratory endothelial cells (tip cells) generate invasive protrusions into the hydrogel and are followed by other endothelial cells (stalk cells) to contribute to the lengthening and ultimate formation of a blood vessel. The angiogenic sprouts used in this study were obtained from a similar experimental assay as the one presented in 56 except that we used a Polyethylene glycol hydrogel (PEG) instead of a collagen hydrogel (see photograph and schematic of the in vitro model in Fig. A.8a,b). Briefly, Human umbilical vein endothelial cells (HUVECs) (Angio-Proteomie, Boston, MA) were cultured in complete endothelial growth medium (EGM-2, Lonza) and used at passage 4. One day before hydrogel preparation, cells were transduced with adenoviral LifeAct-GFP2 (Ibidi). Enzymatically crosslinked poly-ethylene glycol (PEG) hydrogels comprised of an MMP-sensitive peptide modified PEG precursor (8-arm 40kDa), Lys-RGD peptide (Pepmic), and 0.1 $\mu$ M Sphingosine-1-Phosphate (Sigma-Aldrich) were suspended with 200 nm red fluorescent carboxylated polystyrene microspheres (ThermoFischer). The PEG solution was pipetted into the imaging chamber attached to the glass bottom of a petri dish, and further allowed to crosslink for 10 minutes at room temperature. A confluent cell monolayer was then achieved by seeding 50,000 LifeAct transduced HUVECs and incubating the dish vertically for 1 hour at $37{ }^{\circ} \mathrm{C}$, $5 \% \mathrm{CO}_{2}$ to allow cell adhesion onto the PEG meniscus. Finally, EGM-2 was added and dishes were placed horizontally in the incubator for 16 hours before experimentation. The angiogenic sprouts were imaged by means of confocal microscopy using a Leica SP8 with a 25 x 0.95 NA water-immersion objective (see example images in Fig. A.8p, d). The green fluorescent cell channel and the red fluorescent beads channel were simultaneously imaged. First, the stressed state was acquired immediately after placing the dish upon the stage and locating the
sprout of interest. Second, cells were treated with Cytochalasin D (dissolved in DMSO, Sigma Aldrich) at $4 \mu \mathrm{M}$ for 50 minutes. Finally, the relaxed state was acquired in the same location.

## Appendix B. Sprout branch segmentation and extraction of principal direction

First, the 3D binary (segmented) image of the sprout was skeletonized (64) to reduce the cellular surface to single lines or paths without changing its overall shape. Every skeleton path is identified by junction points (skeleton voxels where different branches meet) and end points (skeleton voxels where branches end).

Second, pairs of junction points and end points were manually selected for the five regions. The sequence of connected voxels with minimum geodesic distance between each pair of points was automatically calculated to get the skeleton path of every region.

Third, each skeleton path corresponding to sprout branches was dilated (65]) iteratively until its intersection with the binary mask covered the entire branch region. The resultant four binary intersections were used as branch segmentations.

Finally, each skeleton path corresponding to sprout branches was divided into two sub-paths with equal number of voxels and their principal direction vector was computed using principal component analysis (PCA). Therefore, each segmented branch had two assigned direction vectors that were used to determine the direction of the applied tractions in the following simulation steps. The direction of these vectors was corrected to be oriented towards the cell body as experimental data typically show ( 39,35 ).


Figure A.8: (a) Photograph of the imaging chamber of the in vitro model of angiogenesis used in this study. (b) Schematic of the in vitro model of angiogenesis showing the disposition of the endothelial cell layer and sprouting. The brown dotted square represents a typical imaged region that includes at least one angiogenic sprout. (c, d) Maximum intensity projections of the images acquired by means of confocal microscopy of the sprouts used in a PEG with a bead density of 0.07 and of 0.005 beads $/ \mu m^{3}$, respectively. The red rectangles indicate the regions of interest used in Fig. 6 Scale bars: $87 \mu \mathrm{~m}$.

## Appendix C. Ground truth nodal force simulation and severity calculation

The sum of the magnitude of all the nodal forces was constant for all the FA distributions and fixed at 70 nN . In other words, for each FA distribution (see Fig. 2), 70 nN of force magnitude was equally distributed over all the focal adhesion nodes. Table C. 1 shows the total number of FA nodes (of all four protrusions) and the magnitude of the force applied in each node, for every case of study. It can be observed that while the total force is constant, different nodal force magnitudes are applied for each case, depending on the number of FA nodes. This, combined with the spatial distribution of the focal adhesion nodes, leads to differences in traction field heterogeneity (non-smoothness). We defined a severity index (from 1 to 9 ) that describes the heterogeneity of the traction field and that was associated to the coefficient of variation (COV) according to the formula: $\operatorname{std}\left[t_{G T}^{n}\right] / E\left[t_{G T}^{n}\right]$, where $t_{G T}^{n}$ is the value of the magnitude of the ground truth traction at the $n$ nodes of the sprout boundary domain and std[] and E[] stand for standard deviation and mean respectively. We computed this metric for each of the 9 cases defined by combining different focal adhesion distributions and sizes (see Fig. C.9 and section 2.1) and assigned them a severity index from 1 to 9 (as shown in Fig. 2).

## Appendix D. Point-spread function simulation

In this study, a point spread function (PSF) was generated by fitting a 3D Gaussian profile ( $66,[55]$ ) to randomly distributed 200 nm beads within the volume of experimental confocal microscopy images. Briefly, each bead affected by the PSF is expressed as a Gaussian blob as:

$$
\begin{equation*}
\operatorname{PSF}(x, y, z)=I \cdot \exp \left[-\left(\frac{x^{2}}{2 \sigma_{x}^{2}}+\frac{y^{2}}{2 \sigma_{y}^{2}}+\frac{z^{2}}{2 \sigma_{z}^{2}}\right)\right] \tag{D.1}
\end{equation*}
$$

where $I$ is the bead maximum intensity value and $\sigma=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ is the 3D standard deviation. $I$ was set to randomly vary within the intensity range [240,255] to simulate differences in bead fluorescence emissions and parameter


Figure C.9: Calculation of the severity index for each of the ground truth cases. d stands for density (in \%) and s stands for size (in $\mu \mathrm{m}$ ) (see also section 2.1)

Table C.1: Number of FA nodes for each severity case and magnitude of the applied nodal forces.

| Severity case | Number of FA nodes | Nodal force magnitude (pN) |
| :--- | :--- | :--- |
| 1 | 2764 | 25.33 |
| 2 | 1855 | 37.74 |
| 3 | 1485 | 47.14 |
| 4 | 855 | 81.87 |
| 5 | 284 | 246.48 |
| 6 | 1088 | 64.34 |
| 7 | 469 | 149.25 |
| 8 | 142 | 492.96 |
| 9 | 71 | 985.92 |

$\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=([1,1,1.58])$ was fixed based on the fitting to experimental data. Gaussian blobs were simulated using function gaussianblob from the DipImage library [67]. The spatial resolution or voxel size of the images was set to match that of the experimental setup: $0.35 \mu m$ in the XY-plane and $1 \mu m$ in the Z-axis.

In this study, 5 bead densities were considered, namely, $0.005,0.01,0.03$, 0.05 and 0.07 beads $/ \mu m^{3}$. Since bead density can be found in literature in different units we provide Table D. 2 to ease the comparison with other works.

## Appendix E. Displacement calculation by means of FFD

Briefly, FFD overlays a regular mesh to a stressed image (i.e. deformed hydrogel) and identifies a mesh transformation model that wraps it to match a relaxed image (i.e. undeformed hydrogel). The positions of nodes of the mesh, which are the control points of the multivariate B-spline functions, are iteratively tuned to compute an optimal transformation. In this work, image registration parameters used in 68] were selected, namely, normalized correlation coefficient

Table D.2: Bead densities used in this study and its equivalences in other units (namely, beads per image voxel in $\%$ and beads per mL of hydrogel) to ease their comparison with other works.

| Bead density (beads $/ \mu m^{3}$ ) | Beads per voxel (\%) | Beads per mL $\left(\cdot 10^{9}\right)$ |
| :--- | :--- | :--- |
| 0.005 | 0.06 | 5 |
| 0.01 | 0.12 | 10 |
| 0.03 | 0.37 | 30 |
| 0.05 | 0.61 | 50 |
| 0.07 | 0.86 | 70 |

as the similarity metric, gradient descent method with adaptive estimation of the step size as the optimization strategy and three-level coarse-to-fine multiscaling technique was applied. After a sensitivity analysis, the distance between control points was set to 3 microns for all the simulations. Registration was successful for all the cases, showing high registration metric results (around 98-99\%).

## Appendix F. Bead density and sampling close to focal adhesions

Small and sparse FAs create small traction areas on the cell's surface that lead to high gradients in the displacement field of the ECM and that present more difficulties to sample them properly. To illustrate that the availability of beads within high gradient areas is reduced, we obtained the bead positions of 3 realizations from our in silico simulations for bead densities 0.005 and 0.07 beads $/ \mu m^{3}$ and for severity cases 1 and 9 . Fig F.10a,b shows the major principal stress in the ECM, which is a function of the gradient of the displacement field, for $G T$ severity cases 1 and 9 . When a low bead density is used (0.005 beads $/ \mu m^{3}$ ) beads rarely fall within the higher stress areas (for both severity cases). When a high bead density is used ( 0.07 beads $/ \mu m^{3}$ ), more beads fall within higher stress areas for the severity case 1 (Fig. F.10a; lower row). However, it can be seen that some high stress areas are not sampled. The same is
true for severity case 9: since the higher stress areas are smaller and sparser there are few or no beads that can be used as sampling points of higher stress (high displacement gradient) areas, even for the high bead density (Fig. F.10b, lower row)

This illustrates the inherent problem of 3D TFM: an increase of the bead density only leads to a modest improvement of the sampling of high stress areas (close vicinity of FAs) in the ECM. For a given distribution of FAs (see example for severity case 5 in Fig. F.10c), an increase of the bead density from 0.005 to 0.07 beads $/ \mu m^{3}$ rapidly increases the number of beads away from the FAs: the number of beads within a distance of 1-10 $\mu \mathrm{m}$ from the FAs increases from around 100 to more than 1000 (proportional to the considered volume around the FA, and therefore proportional to the third power of the distance to the FA). However, closer to the FAs the number of beads increases at a much slower rate (following from the much smaller volume to be sampled): the number of beads within a distance of $0-1 \mu m$ from the FAs remains below 10. Given an increase of the bead density in steps of 0.02 beads $/ \mu m^{3}$, the number of beads within a distance of $0.5,1,5$ and $10 \mu \mathrm{~m}$ from the FAs increases on average with a factor $1.67,8,369.7$ and 1209 respectively (see Fig. F.10d).

Please note that the plots shown in Fig. F.10a,b are different from the one shown in Fig. 3b. Here, only the bead centroids in the central slice are depicted while Fig. 3b shows the central slice of a simulated bead image, where due to the PSF, one can see parts of beads located in adjacent planes. Moreover, the size of the scatter points used for these plots is larger than a pixel, to ease their visualization.

## Appendix G. Angle deviation in traction recovery

The angle deviation between the tractions recovered by the forward and the inverse method was measured using the following formula:

$$
\begin{equation*}
\alpha_{i}=\operatorname{atan} 2\left(\left\|\boldsymbol{t}_{\text {calc }}^{(i)} \times \boldsymbol{t}_{G T}^{(i)}\right\|_{2}, \boldsymbol{t}_{\text {calc }}^{(i)} \cdot \boldsymbol{t}_{G T}^{(i)}\right) \tag{G.1}
\end{equation*}
$$



Figure F.10: (a) Central xy plane of the $G T$ major principal stress (colormap) and sprout boundary (in black) for severity case 1 and bead realizations of 0.005 (upper row) and 0.07 (lower row) beads $/ \mu m^{3}$. Three bead realizations are shown. The centroid of each bead present in the central xy plane is depicted with white scatter points. Scale bar: $22 \mu m$. (b) Same as in (a), but for severity case 9. (c) Average number of beads (over 20 bead realizations) present within a distance 'd' (measured from bead centroid to FA node) from an FA as a function of bead density for severity case 5. (d) Average (over the ranges [0.01, 0.03], [0.03,0.05] and [ $0.05,0.07]$ beads $/ \mu m^{3}$ ) slopes of the curves in (c).
where atan 2 is the four-quadrant inverse tangent, $\|\bullet\|_{2}$ is the L2-norm, $\times$ is the cross product and $\cdot$ is the dot product. An angle of $0^{\circ}$ indicates a perfect alignment between the calculated traction $\boldsymbol{t}_{\text {calc }}^{(i)}$ and the ground truth traction $\boldsymbol{t}_{G T}^{(i)}$ at node $i$. An angle of $180^{\circ}$ indicates parallel vectors pointing in opposite direction. For each analyzed case ( 9 realizations $\times 5$ bead densities $\times$ 9 severity cases), we averaged the angles at the nodes where the magnitude of the $G T$ traction field was above the threshold: $E\left[t_{G T}^{(i)}\right]+s t d\left[t_{G T}^{(i)}\right]$. Therefore, we obtained one average angle for each case. The results are shown in Fig. G.11. The inverse method retrieves traction vectors that are more aligned with the ground truth than the forward method $\left(20-30^{\circ}\right.$ vs $40-50^{\circ}$ of deviation for most of the cases, respectively). Again, high severity cases lead to higher deviations (up to $40^{\circ}$ for the inverse method and up to $70^{\circ}$ for the forward method).


Figure G.11: Average traction angle deviation with increasing severity. Boxes are colored with different shades of red (forward) or blue (inverse) according to a bead density from 0.005 to 0.07 beads $\left./ \mu m^{3}\right)$.
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