Abstract

Reactive extracellular media focus on engineering reaction networks outside the cell to control intracellular chemical composition across time and space. However, current implementations lack the feedback loops and out-of-equilibrium molecular dynamics for encoding spatio-temporal control. Here, we demonstrate that enzyme-DNA molecular programs combining these qualities are functional in an extracellular medium where human cells can grow. With this approach, we construct an internalization program that delivers fluorescent DNA inside living cells and remains functional for at least 48 h. Its non-equilibrium dynamics allows us to control both the time and position of cell internalization. In particular, a spatially inhomogeneous version of this program generates a tunable reaction-diffusion two-band pattern of cell internalization. This demonstrates that a synthetic extracellular program can provide temporal and positional information to living cells, emulating archetypal mechanisms observed during embryo development. We foresee that non-equilibrium reactive extracellular media could be advantageously applied to in vitro biomolecular tracking, tissue engineering or smart bandages.
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Traditionally, synthetic biology has focused its engineering efforts inside the cells, through the assembly of relatively complex *intracellular* genetic circuits. These circuits have been driven from the outside by using simple extracellular inputs (such as small molecules or light), resulting, for instance, in the control of cellular fate and intracellular composition. A complementary route consists in designing a reactive *extracellular* medium to control the intracellular composition. Such strategy could be advantageously applied in tissue engineering or smart bandages, but also to better understand cells’ behaviour in a changing environment.

The reactive extracellular approach has been explored in the last decade with the tools of DNA nanotechnology and molecular programming. Indeed, extracellular DNA nanostructures have been used for delivering payloads *in vitro* and *in vivo*, for controlling cell adhesion, and for intracellular detection. In addition, nucleic acid molecular programs are able to classify cells depending on the biomarkers displayed on their surface and are functional inside cells. However, to our knowledge, these methods have not yet been able to dynamically control the composition of the extracellular medium in the presence of viable cells.

The design of reactive extracellular media has been pioneered by Mansy and co-workers using transcription-translation (TX-TL) reaction networks. In this approach, the extracellular reactive medium is protected from the cells inside liposomes and the interaction between the two happens through small molecules carried by transmembrane channels. The strength of this approach relies on the diversity of small molecules that may be used to
entertain the conversation between synthetic and living cells. The limitation, in turn, is the relatively simple reaction dynamics that can be implemented by cell-free TX-TL networks. This is due to the rapid consumption of energy in the translation step, which rapidly drives the reaction to chemical equilibrium in a closed reactor. For this reason, out-of-equilibrium TX-TL reaction networks with feedback loops have only been observed in open reactors without cells. However, such non-equilibrium networks are key elements contributing to the complexity of living cells. They encode important behaviors such as bistability, homeostasis, temporal control and pattern formation but, to our knowledge, have not yet been observed in reactive extracellular media.

In this work, we have engineered a reactive medium that can support out-of-equilibrium reaction networks with feedbacks in the presence of living human cells. The reactive medium is based on DNA-enzyme molecular programs that autonomously control the concentration of selected chemicals which in turn modify the intracellular composition of living cells, both being regulated in time and space. Firstly, we demonstrate that an autocatalytic amplifier and a bistable switch are active and remain out of equilibrium for tens of hours in the presence of living human cells. In particular, this means that extracellular DNA can be detected among viable cells. Secondly, we show that these programs can trigger the internalization of fluorescently-labelled DNA and thus control the chemical composition of living cells. Importantly, its out-of-equilibrium dynamics allows the program to remain at steady state for 48 h and to encode a temporal control. Such temporal control can be triggered externally, by responding to external inputs, or internally, through a clock reaction that causes internalization at times that are chemically encoded. Finally, we demonstrate that a reactive extracellular medium processes the spatial information contained in a concentration gradient and transfers it to living cells, recapitulating a major mechanism of pattern formation in embryo development: a shallow extracellular gradient of DNA creates a sharp two-band pattern of fluorescent DNA that ultimately patterns living cells.
A common buffer for DNA programs and living cells

The PEN DNA toolbox is a DNA programming framework that implements the three basic operations of regulatory networks — activation, repression and degradation — using short DNA oligonucleotides and 3 enzymes, namely a polymerase, an exonuclease and a nicking enzyme (PEN). The use of enzymes allows the implementation of non-equilibrium reaction networks with feedbacks\(^{28,29}\) that display robust\(^{27}\) dynamics, such as oscillations,\(^{28,30}\) bistability\(^{31,32}\) and spatial patterns.\(^{33,34}\)

Figure 1a depicts the core element of PEN networks used throughout this work: an autocatalytic module that exponentially amplifies an oligonucleotide \(A\), before reaching a steady state. Briefly, \(A\) is a single-stranded DNA (ssDNA), called trigger, and \(T\) is a ssDNA, called template, twice complementary to \(A\). Upon hybridization of \(A\) on the 3’ end of \(T\), a polymerase enzyme elongates \(A\) until it forms a fully double-stranded DNA (dsDNA). A nicking enzyme cuts the elongated strand, generating two copies of \(A\), that dissociate from \(T\), and hence show exponential amplification through the net reaction \(A\rightarrow 2A\). Simultaneously, an exonuclease enzyme selectively degrades free \(A\) and, after some time, the equilibration of autocatalysis and degradation yields a steady state where the concentration of \(A\), noted \([A]\), is constant and equal to \([A]_{ss}\). This non-equilibrium steady state is maintained until the deoxynucleotides (dNTPs) present in the solution are consumed, which takes several days.\(^{35}\)

Our first objective was to find common experimental conditions where PEN autocatalysis was functional and cells were viable.

The majority of PEN autocatalytic modules operate between 42-45 °C in an optimal buffer,\(^{36}\) hereafter referred as DNA buffer. Nevertheless, standard human cell culture conditions require 37 °C and a rich medium, such as Dulbecco’s modified Eagle’s medium (DMEM). We thus screened different buffer compositions and found a cell-DNA buffer compatible with both systems (SI Section 2 and Figures S1-S4). In addition, the sequences of \(A\) and \(T\) were redesigned to increase the autocatalytic efficiency at 37 °C (SI Table S2 and Figure S5).
To assess the performance of the autocatalytic network in the new buffer, we first monitored its dynamics in the absence of cells. To do so, strand T had a yellow fluorophore attached to its 5’ end that was quenched upon hybridization; the shift in fluorescence signal being proportional to |A| if |A| < |T|₀, where |T|₀ is the initial concentration of T. Figure 1b shows that autocatalytic dynamics are qualitatively similar in the DNA and the cell-DNA buffers in the absence of cells, with a sigmoidal curve characteristic of PEN autocatalytic reactions.²⁸

The amplification kinetics were 2-fold slower in the cell-DNA buffer, which we attribute to a lower efficiency of the enzymes (Figure S6). As expected, no reaction was detected in the absence of PEN enzymes. Importantly, the concentration of A at steady state was identical in both buffers: starting from |A|₀ = 0.5 nM, A reached 400 nM, a 800-fold amplification, within 200 min (Figure S5).

We then measured the viability of living human cervix epithelial carcinoma cells (HeLa cell line) in the different buffers and in the presence or in the absence of the autocatalytic network. Trypan blue cell staining after 24 h revealed large mortality of the cells in the DNA buffer, while the mortality remained low and comparable in the cell-DNA and in the reference cell-buffer (Figure 1c). However, propidium iodide cell staining combined with flow cytometry (Figure 1d) showed that cells divided ∼4-fold slower in the cell-DNA buffer than in the cell-buffer (doubling time of 61 and 17 h, respectively). We account this to the presence of DTT that causes partial cell detachment (Figure S2) and transiently activates endoplasmic reticulum stress.³⁷ In summary, cell growth was slower in the cell-DNA buffer but cell death was negligible for up to 3 days.
Figure 1: DNA autocatalysis is functional and cells are viable in a common buffer. a) Scheme of the core autocatalytic network used throughout this work, composed of an autocatalytic and a degradation module. ssDNAs are represented as harpoon-ended arrows. During autocatalysis, the trigger $A$ replicates on template $T$ through a combination of hybridization and dehybridization steps, elongation by a polymerase (pol), and cutting by a nicking enzyme (nick). Upon elongation of $A$, the fluorescent marker attached to $T$ (yellow star) gets quenched. Specific degradation of $A$ is carried out by an exonuclease enzyme (exo). Solid and empty arrow-heads indicate irreversible and reversible reactions, respectively. b) Fluorescence shift from the fluorescently-labelled $T$ versus time for the autocatalytic network in standard DNA buffer (orange line), or in the biocompatible cell-DNA buffer (green line), at $37^\circ$C in the absence of cells. Dashed lines correspond to negative controls in the absence of enzymes. The shades, corresponding to the standard deviation of a triplicate experiment, are of the order of the line thickness. c) Bright-field images of trypan blue-stained cells after 24 h incubation in different buffers, dead cells appear in black. Treatment with DMSO is a control for dead cells. The black halo around the central images is an optical artifact. d) Number of dead and live cells per well determined by propidium iodide staining and flow cytometry for different incubation times and conditions (experiment performed per triplicate and repeated 2 different days, $n = 6$). In panels c and d the cell-DNA buffer contained the autocatalytic network. Conditions: $[A]_0 = 0.5\ \text{nM}$, $[T]_0 = 100\ \text{nM}$ in panel b and $[A]_0 = 20\ \text{nM}$, $[T]_0 = 200\ \text{nM}$ in c and d.
An extracellular medium with out-of-equilibrium dynamics

A key point of PEN reactions is the possibility to engineer out-of-equilibrium reaction networks with feedback loops. To demonstrate that this remains true in a solution containing living cells, we quantified the dynamics of two such networks in the cell-DNA buffer in the presence and in the absence of cells, using the DNA-buffer without cells as a positive control (see Methods).

Autocatalysis is the most basic feedback loop and it is essential to build out-of-equilibrium dynamics.\textsuperscript{38} Figure 2a displays the amplification onset time, $\tau$, of the autocatalytic network as a function of the initial concentration of A, $[A]_0$. In all three cases, $\tau$ depends linearly on $\log([A]_0)$, indicating that autocatalysis followed first order kinetics. In addition, a moderate reduction in the rate of the autocatalytic reaction was observed: by 20\% between the DNA and the cell-DNA buffer in the absence of cells and by a further 20\% in the presence of living cells. Importantly, these data show that this DNA program was able to detect a specific DNA sequence at a concentration of 100 pM in the presence of cells, within 300 min.

Chemical bistability is intrinsically a non-equilibrium property.\textsuperscript{38} The PEN autocatalytic network can be reprogrammed into a bistable switch\textsuperscript{32} by adding a repressor strand R, creating a reactive system with two antagonistic steady-states: an $ON$ state where autocatalysis of A occurs and $[A]_{ss}$ is high, and an $OFF$ state, where the combined degradation of A by R and the exonuclease outcompetes autocatalysis, yielding $[A]_{ss} = 0$ (Figure 2b). Figure 2c shows the dynamics of the bistable switch in the presence of cells as a function of the concentration of R, at constant $[A]_0$. Increasing $[R]_0$ slows down the exponential amplification of A until the system switches to the $OFF$ state at $[R]_0 > 40$ nM, where no amplification was detectable within 850 min. The plot of $\tau$ as a function of $[R]_0$ highlights a strong non-linear response that is characteristic of a bifurcation point (Figure 2d). Again, the presence of the cells does not qualitatively change the dynamics of the bistable switch in the cell-DNA buffer. Gel electrophoresis analysis confirmed that the bistable switch produced the same products in the presence and in the absence of cells (Figure 2e), with a similar pattern to
Figure 2: Out-of-equilibrium networks with feedbacks are fully functional in the presence of cells. a) Amplification onset time, $\tau$, against the decimal logarithm of the initial concentration of A for the autocatalytic network in two different buffers, and in the presence ((+), black squares) or in the absence ((-), green circles) of cells. b) A bistable switch (in gray) is obtained when the autocatalytic network is combined with a repressor module, where A binds to repressor R and is converted into a non-functional ssDNA, waste W1, that is degraded by the exonuclease. c) Fluorescent shift from fluorescently-labelled T versus time for the bistable switch in the cell-DNA buffer in the presence of cells for increasing concentrations of R, [R]₀. d) $\tau$ versus [R]₀ for the bistable switch in the same conditions as in panel a. Data determined from panel c and Figure S7. e) Denaturing polyacrylamide gel electrophoresis showing the products obtained in the OFF and ON states of the bistable switch in the absence (-) or in the presence (+) of cells, at different times. L is a ladder containing the template T (20 nt with a JOE fluorescent label), the strand A-A (a 22 nt resulting from the elongation of A on T), repressor R (15 nt) and species A¹ (which corresponds to species A with a phosphate group). The ‘cells’ lane is an extract from a solution containing cells only. Experiments were performed in 384-well cell culture plates. The error bars and the shades in panels a, c and d correspond to one standard deviation of a triplicate experiment. Solid lines in panels a and d are linear and exponential fits, respectively, while dashed lines are guides to the eye. Conditions: [T]₀ = 100 nM in all panels, and [A]₀ = 0.5 nM in panels c and d.
A reactive medium that controls cellular internalization

Until now we have shown the coexistence of two orthogonal out-of-equilibrium systems: the cells and the DNA programs. We now explore the possibility of engineering out-of-equilibrium DNA programs that alter the chemical composition of living cells. To do so, we created an internalization switch by coupling the bistable switch to the conversion module $A \rightarrow S$, that releases fluorescently-labeled ssDNA signal $S$, later internalized by the cells (Figure 3a). The conversion module relies on the reaction $A + C \rightarrow S + W_2$, where complex $C$ is a partially double-stranded DNA whose shorter top strand is $S$ and whose longer bottom strand ($D$) is attached to a hydrogel bead to avoid uncontrolled internalization, hereafter termed conversion bead. $A$ is designed to bind to the bottom strand of complex $C$ and release the top strand $S$ by polymerase-assisted strand displacement into the extracellular medium. Once in solution, $S$ is passively internalized by living cells within 2–4 hours, making them fluorescent (SI Video S1 and Figure S8). Figure 3b sketches the experimental setup, where the cells and the conversion beads were placed in the bottom of a cell culture well filled with a reactive medium containing the cell-DNA buffer and the bistable switch. The beads were homogeneously distributed among the well’s bottom and covered 2.6% of its surface (SI Figure S9).

The conversion beads are reminiscent of the liposomes used by Mansy and coworkers to protect TX-TL networks. However, here only the signal strand is physically separated from the cells while the other reactive components freely float in the medium. PEN reactions on hydrogel beads where first described by Gines et al.40 Note that our implementation is slightly different as it concerns a polymerase-assisted strand-displacement reaction which is a combination of PEN with DNA strand displacement reactions.
Figure 3: A reactive medium that controls the internalization of fluorescent DNA inside living cells. 

a) Scheme describing the operation of the DNA internalization switch embedded in the reactive medium. The gray box depicts the topology of the reaction network, composed of a bistable switch and a conversion module. In the conversion module, free A binds to complex C, attached to hydrogel beads, and is elongated by the polymerase. This causes the release of the red fluorescent strand S into the solution, that can be passively internalized by the cells (S_{cell}). Red stars indicate attached red fluorophores. 

b) Cartoon of the experimental setup (not to scale). The cells are cultured in a reactive medium containing the bistable switch in solution and the conversion module attached to hydrogel beads of 34 µm diameter. 

c) Fluorescence versus time plots displaying the dynamics of the internalization switch in the ON (red line) and OFF (blue line) states in the presence of cells: production of A (top) and release of S from the beads (middle) into the solution (bottom). The black dashed line is a guide to the eye. 

d) Overlapping bright-field and red fluorescence microscopy images of living cells rinsed after being cultured for 48 h in the reactive medium in the OFF and ON state. 

e) Quantitative analysis of the average red fluorescence intensity per cell for cells cultured in the reactive medium in the absence of enzymes (black dots), in the OFF state (blue dots), and in the ON state (red dots). At least 649 cells were analysed in each condition. Experiments were performed in 384-well culture plates in duplicates and repeated 3 different days (6 experiments in total). The shade in panel c corresponds to one standard deviation. Conditions: [A]₀ = 20 nM, [T]₀ = 200 nM. The ON and OFF states correspond to [R]₀ = 0 and 200 nM, respectively.
The conversion module was designed such that A hybridized to C less favourably than both to T and R, and thus S was released only when the bistable switch was ON and [A] was high (SI Figure S10). This second non-linearity makes the network particularly robust, as we will see below. Figures 3c and S11 show the dynamics of production of A and release of S in the medium for the internalization switch in the presence of cells in the ON and OFF states. In the ON state, A is amplified during at least 10 h, when it saturates T and causes its fluorescent signal to reach a maximum before decreasing slowly. This indicates that at $t = 10\text{ h}$, $\lfloor A\rfloor \approx 2\lfloor T\rfloor_0 = 400 \text{ nM}$ in the medium, a 20-fold amplification. At this point, there was enough free A to trigger the conversion reaction, releasing S from the beads into the extracellular medium. This process resulted in a decrease and an increase in the red fluorescence of the conversion beads and the medium, respectively, and took another 10 h.

In contrast, in the OFF state, no amplification of A was observed and the release of S in the medium was negligible after 20 h and was at least 8-fold lower after 48 h. Note that the initial concentration of A (20 nM) would be sufficient for the polymerase to convert the total quantity of C in the well (18 nM) into S, but this release did not occur until [A] was high due to the non-linearity in the conversion module described above. Moreover, the evaporation of the medium was significant during this 48 h-long experiment (30%). This could explain the long-term decrease and increase of the fluorescent signals used to follow A and S in the medium (SI Figure S12) but did not compromise the function of the DNA program.

After 48 h, the cells were rinsed to eliminate the excess of free S in the medium and imaged. Figure 3d shows that only the cells cultured in the presence of the internalization switch in the ON state appear fluorescent. Higher magnification images (SI Figure S13) revealed an internalization into dot and rod-like compartments, which is compatible with an accumulation in mitochondria as observed for cyanine fluorophores similar to the one attached to S. We observed that cells became fluorescent only when S was labelled with certain fluorophores and not others (Figure S14). Figure 3e displays the distribution of the
average fluorescent intensity per cell, demonstrating that the \textit{ON} state results in a rate of cell internalization significantly different from the \textit{OFF} state (two-tailed Mann-Whitney U test, p-value <0.001), with, respectively, means of 3.7 and 1.1, medians of 3.3 and 1.0 and standard deviations of 2.13 and 0.62. A negative control in the absence of enzymes produced a distribution of cellular fluorescence not significantly different to the \textit{OFF} state, showing that the concentration of the red fluorophore inside the cells is controlled by the DNA program.

\textbf{The extracellular medium controls the timing of internalization}

Since the bistable switch is maintained out of equilibrium, it should be possible to turn its \textit{OFF} state \textit{ON} and hence trigger internalization at different times. This timing could be either externally triggered or pre-programmed in the reactive medium.

To test triggered internalization, we added either a ssDNA activator \( R^* \), or a random sequence to the \textit{OFF} state. \( R^* \) is complementary to \( R \) and, upon hybridization, it reduces \([R]\), and hence switches the system to the \textit{ON} state. Note that \( R^* \) binds in a reversible manner to \( R \) at 37 \( ^\circ \)C, so we used a 4.5-fold excess of \( R^* \) to shift the equilibrium towards the hybridization of \( R^* \) with \( R \). Figures 4a-b and S15 show the response of the internalization switch when \( R^* \) or a random sequence was introduced 6 h after the beginning of the experiment, together with controls for the \textit{ON} and \textit{OFF} states. The switch worked as expected. No significant difference was observed in the \textit{OFF} state after the addition of the random sequence. In contrast, the addition of \( R^* \) switched on the autocatalysis, which further caused the release of \( S \), with delays of 16 h and 13 h, respectively, compared to the \textit{ON} state. As anticipated, only the cells where the DNA activator was introduced internalized the fluorescent strand \( S \) (Figure 4b) (two-tailed Mann-Whitney U test, p-value <0.001), showing that the reactive extracellular medium was responsive for at least 6 h, and was able to change cellular composition for up to 48 h of cell culture.
Figure 4: The extracellular medium controls the internalization time and the amount of $S$ delivered to the cells. a) Fluorescence versus time plots showing the dynamics of production of $A$ (top) and the release of $S$ from the beads (bottom) in the presence of cells. The curves show the unperturbed $ON$ (red) and $OFF$ (blue) states, as well as $OFF$ states where a ssDNA, either $R^*$ (pink) or a random sequence (teal), was introduced at $t = 6$ h (indicated with an arrow). The bump is an artifact of the addition step. b) Quantitative analysis of the average red fluorescence intensity of living cells after 48 h exposure to the conditions in panel a ($n = 50$). Fluorescence versus time plots showing the release of $S$ from the beads (c) and the resulting average red fluorescence intensity of living cells after 48 h (d) for different pre-programmed dynamics of the reactive medium. Each color corresponds to different initial concentrations of $A$ and $S$ as indicated in the bottom of panel d. 100 cells were measured for each condition in panel d. The shade in panels a and c correspond to one standard deviation of a duplicate experiment performed on the same day. NS: Not significant. Conditions for panel a and b: $[A]_0 = 20$ nM, $[T]_0 = 200$ nM. The $ON$ and $OFF$ states correspond to $[R]_0 = 0$ and 200 nM, respectively and ssDNAs were added at 900 nM. Conditions for panel c and d: $[T]_0 = 200$ nM.

The bistable switch can also be used as a clock reaction that triggers the release of $S$ at a pre-encoded time. To do so we tuned the kinetics of destabilization of the $OFF$ state by changing the initial concentrations of $A$ and $R$ (Figures 4c and d, and S16). Depending on the initial conditions, the timing of the release of $S$ from the beads could be adjusted between 13 and 30 h. Importantly, this delay was controlled independently from the kinetics.
of the release step, that remained unchanged. By delaying the release, we expect to decrease
the effective concentration of the red fluorescent strand $S$ at which the cells are exposed.
Figure 4d shows that the higher the delay of the fluorescent release, the lower the average
cell fluorescence measured after 48 h (two-tailed Mann-Whitney U test, p-value <0.05 or
<0.001), indicating that the amount of $S$ inside the cell can be pre-encoded in the reactive
medium.

The extracellular medium provides positional information to the cells

Another characteristic property of out-of-equilibrium reactions with feedbacks is their abil-
ity to give rise to spatial concentration patterns via reaction-diffusion mechanisms.\textsuperscript{38} In this
regard, PEN reactions are known to display a rich variety of spatial patterns of DNA con-
centration.\textsuperscript{33,34,40,43} In particular, a bistable switch in the presence of a gradient of repressor
creates a non-equilibrium two- or three-band pattern at steady state.\textsuperscript{34} This last process
emulates an important mechanism of pattern formation observed during early embryo devel-
opment, and called positional information.\textsuperscript{26} During this mechanism, a shallow morphogen
gradient along one axis of the embryo is translated by a gene regulatory network into a sharp
pattern of protein concentration, known as the French flag.\textsuperscript{44} This protein pattern is essential
and widely conserved in eukaryotic organisms for the development of the anterior-posterior
axis of the embryo during cell differentiation.\textsuperscript{45}

To test whether patterning by positional information was possible in reactive extracellu-
lar media, we cultured the cells in a PDMS/glass millifluidic channel in the presence of the
internalization switch (Figure 5a). The channel was filled in such a way that the composition
of the medium was homogeneous along the channel, except for $R$ that formed a gradient
from 0 to 2 $\mu$M, with high concentration on the right-hand-side. Figure 5b displays fluo-
rescence profiles along the channel at an initial time for four DNA species that confirm this
expectation, except for a slight inhomogeneity for species $A$. Indeed, the first quantitative
profile was recorded 1 h after the assembly of the reactive medium and thus $A$ can already
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be detected where the concentration of $R$ is low because autocatalysis starts right away.

Figure 5c shows fluorescence kymographs related to the concentration of $A$ in the medium (yellow) and $S$ on the beads (red bead) and in the medium (red background) during this experiment. The autocatalytic production of $A$ started on the left side of the channel ($x < 17$ mm), where the concentration of $R$ was zero, and generated a steady-state two-band pattern between $t = 10$ h and 23 h. At $t = 10$ h, when $A$ reached its steady-state, it triggered the release of $S$ from the beads into the medium for cellular internalization, which also formed a two-band pattern. After 23 h, $A$ propagated in the form of a reaction-diffusion front with a velocity of 4.3 $\mu$m/min, while the pattern of $S$ on the beads was static and its release into the medium showed minor propagation.

In the absence of cells, the spatio-temporal behaviour of the internalization switch was slightly different (Figure S17). In this case, and depending on the initial shape of the gradient, the two-band pattern of $A$ either stopped or a faint front directly occurred, while the front of released $S$ did not stop but propagated at constant velocity. These differences may be due to the degradation of the DNA species by the cells, an effect that should be more important in spatial than in temporal experiments because, for geometrical reasons, the cell volume density was 4-fold higher in the former. Indeed, the front of $A$ that arises at long times in the presence of cells could be attributed to the onset of diffusion-independent autocatalysis due to a degradation of $R$ by the cells. In addition, the front of $S$ could be halted by cell internalization combined to the non-linear conversion of $A$ into $S$ (Figure S10). This could further explain why at $t = 48$ h, in the presence of cells, the profile of $S$ in solution is sharper than the profile of $A$ (Figure 5d) – 5 and 15 mm width, respectively.

Despite these differences, the spatial version of the internalization switch works as designed in the presence of cells: it creates a two-band pattern of $S$. In addition, Figure 5e shows that, after 48 h, the majority of cells become red on the left side of the pattern, while the inverse is true on the right side. To test that cell modification was truly controlled by positional information, we generated four different gradients of $R$. Figure 5f and g display
the images and corresponding profiles along the channel axis of the red fluorescence inside
the cells for different initial conditions of $R$ (Figure S18 shows the kymographs for the other
species). In agreement with the temporal experiments above, in the presence of respectively
high and zero concentration of $R$, the cells appear dark or red along the whole channel. In
contrast, the presence of a gradient of $R$ made cells become red only in the zone where $S$
was released. Importantly, the position of the gradient of $R$ determined the width of the
band of released $S$, and hence of that of red cells. The border between red and dark cells
was, however, twice wider than that of red fluorescence in solution at final time, since cells
internalize $S$ over time (Figure 4). Taken together, these results demonstrate that it is pos-
sible to engineer an out-of-equilibrium reactive medium that takes as input an extracellular
source of positional information that cannot be sensed by the cells, and that processes and
translates it into a chemical signal that is readily internalized by living cells.
Figure 5: The reactive medium processes extracellular positional information and transfers it to the cells. a) Scheme (not to scale) of the millifluidic channel where cells, conversion beads and the medium containing the internalization switch (in yellow) are homogeneously distributed and the repressor (in magenta) forms a gradient along the x axis. b) Three-colour fluorescence image of the channel at t = 0 h and corrected fluorescence profiles at t = 1 h. c) Kymographs of the fluorescence profiles associated to species A (top), S on the beads (middle) and S in solution (bottom) d) Fluorescence image of the channel and corresponding profiles at t = 48 h. e) Composite bright-field/red fluorescence images of the cells at t = 48 h in regions where the switch is ON and OFF, before and after rinsing. The corresponding regions are highlighted in panels d and f with dashed blue and green rectangles, respectively. f) Red fluorescence images of the rinsed cells for different initial gradients of R represented as magenta lines. The grey zones correspond to the position of the channel walls before rinsing. g) Profiles of the average fluorescence per cell corresponding to the four gradients of R in panel f. 10 cells were measured for each point. Shades correspond to the standard deviation. To help visualization, beads profiles in panels b and d have been smoothed by an adjacent averaging of 50 data points. Panels b-e correspond to experiments with a 55 µL R gradient. Conditions: [A]₀ = 20 nM, [T]₀ = 200 nM and maximal [R] = 2 µM.
Conclusions

In this work, we have developed an extracellular medium that sustains out-of-equilibrium reaction networks with feedbacks. We have shown that such networks change the composition of living cells with high control both in time and space. To do so, we have found common conditions in which an extracellular DNA-enzyme program was functional in the presence of a viable culture of human cells. With these tools we have engineered an reactive extracellular medium that controls the internalization of a DNA strand inside living cells. The timing of internalization can be set either externally by adding a reagent or internally by tuning the initial composition of the medium and taking advantage of a clock reaction. In addition, we have demonstrated that reactive extracellular media may create concentration patterns that spatially control the internalization of DNA by cells, mimicking the transfer of positional information at play during early embryo development. Importantly, these patterns were generated autonomously by non-equilibrium chemical reactions without hydrodynamic flow, in contrast with standard methods relying on microfluidics, where flow introduces shear stress and washes out nutrients and signaling molecules.

Our method stands out for its simplicity. Non-equilibrium DNA programs could be run in the presence of living cells without introducing any major modification other than a variation in the composition of a classical growth medium. In particular, no chemical modification of the DNA program, no genetic modification of the cells, nor special apparatus other than standard cell culture well-plates were needed to run the autocatalytic network and the bistable switch. Only the more complex internalization program needed the addition of hydrogel beads to physically separate the cells from the output DNA strand. Remarkably, the program worked at 37 °C and without human intervention for at least 48 h. The presence of the enzymes that continuously synthesize fresh DNA may account for the robustness of the method, although complementary approaches based on DNA strand displacement reactions may improve the programmability of the reactive medium. In addition, the DNA programs were fast compared with cell division (3 to 7-fold), and remained active for two days, which
could be possibly extended up to a week.\(^{35}\) Furthermore, the wide array of reactivities offered by oligonucleotides, thanks to chemical modification or sequence selection, anticipates that the reactive medium developed here could receive and release a variety of inputs and outputs that would further control cellular behaviour, either genetically\(^{49}\) or via aptamers.\(^{10}\) Finally, the out-of-equilibrium dynamics of the medium offer an advantage to build devices responsive to a change in the cellular state.

With these properties, one foresees that DNA-based reactive extracellular media could be used for real-time *in vitro* detection of fast evolving or long-lasting biomarkers in living cells.\(^{50}\) In addition, extracellular self-organizing DNA concentration patterns could provide novel methods to engineer tissues, with differentiation induced over space and time in a controlled manner. Ultimately, reactive media could be integrated into smart bandages\(^{8}\) or into engineered living materials\(^{51}\) but also function as a detector,\(^{50}\) as an actuator, or both, while benefiting of the computation capabilities of DNA.

**Methods**

All DNA strands were designed heuristically and with the help of Nupack\(^{52}\) and purchased from Integrated DNA Technologies, Inc (U.S.) or Biomers (Germany). The Bst DNA polymerase large fragment and the Nb.BsmI nicking enzymes were purchased from New England Biolabs, while the *Thermus thermophilus* RecJ exonuclease was produced in-house as described.\(^{53}\)

The DNA buffer was used as described previously.\(^{34}\) The reference cell-buffer contained DMEM supplemented with 1% Penicillin-Streptomycin. The cell-DNA buffer contained all the components of DMEM at 2-fold dilution, 1% Penicillin-Streptomycin and all the constituents of the DNA buffer at their standard concentration, except for \((\text{NH}_4)_2\text{SO}_4\), that was suppressed, and NaCl and dithiothreitol (DTT), whose concentrations were lowered, to reduce toxicity (see Table S1). Unless otherwise stated, all experiments were performed at
37 °C. DNA sequences and further experimental procedures are provided in the Supplementary Information.

**Monitoring of PEN DNA reactions**

Standard enzyme concentrations for PEN reactions were 8 U/mL polymerase, 100 U/mL nickase, 31.25 nM exonuclease, and 0.4 mM dNTPs (New England Biolabs). When cell culture conditions were not needed (Figure 1b), the dynamics of PEN reactions were recorded in 20 μL solutions inside 150 μL qPCR tubes using a Qiagen Rotor-Gene qPCR machine or a CFX96 Touch Real-Time PCR Detection System (Bio-Rad). For biological relevance, homogeneous experiments with cells were performed in well plates (see below) and their fluorescence monitored by microscopy. To calculate the fluorescence shift, the raw fluorescence intensity was normalized by an early time point (t = 5 min), and subtracted from 1, as done previously. The onset amplification time, \(\tau\), was defined as the time point at which 50% of the fluorescence of the steady state of the ON state was reached.

Polyacrylamide denaturing gel electrophoresis at 20% was run for 2 h at 200 V in 0.5X TBE buffer, stained with 1000x Sybr Gold (ThermoFisher: S11494) for 10 min, and imaged using a Gel Doc™ EZ Gel Imager (Bio-Rad). Note that we use species A because upon the hydrolysis of a phosphodiester bond during the nicking event, the phosphate group remains in the 5′ of the second trigger, since if the phosphate group remained on the 3′ of the first trigger no autocatalytic behaviour would be attainable.

**Spatial experiment devices**

The 50 mm long, 3 mm wide and 1 mm high millifluidic channels were made out of poly(dimethylsiloxane) (PDMS, RTV 615). Firstly, a milling machine is used to create a reusable polyvinyl chloride (PVC) mold (Figure S19). PDMS (prepolymer/curing agent ratio (w/w) of 10 : 1) is subsequently poured into the mold, degassed in a vacuum chamber to remove the bubbles, and cured at 65°C for 1.5 hours. Once done, the PDMS layer is removed from
the mold, access holes are punched on both ends of the channels, and the PDMS is gently
pressed on a glass slide, both surfaces being previously plasma treated.

**Cell culture handling and experiments**

Human cervix epitheloid carcinoma cells (HeLa cell line) were grown at 37 °C and 5%
CO₂. The cells were firstly grown in two sequential steps (10% and 5%) of FBS (Dominique
Dutscher: S1810-500) before reducing the FBS down to 2.5%, to avoid drastic shock upon
removal of FBS. The adherent culture was maintained in 2.5% FBS cell-buffer medium until
reaching 80-90% confluence, where cells were trypsinized with trypsin-EDTA (PAN Biotech:
P10-019100) and diluted into fresh 2.5% FBS cell-buffer medium. Experiments carried out in
384 cell well plates (ThermoFisher: 142762) were seeded with 1600 cells in 50 µL of medium
per well. For spatial experiments, cells were seeded within the millifluidic channels using a
200 µL pipette tip at 1.1x10⁵ cells/ml. In both cases, the cells were allowed to adhere to the
surface for 24 h before further experimental handling.

For cell viability experiments, the medium was removed from the well and replaced with
50 µL of the buffer under test, and left for the stated number of days. For DMSO controls,
10 µL of DMSO (Panreac: A3672) was directly added from stock solution. For trypan blue
viability assays, 2 µL of trypan blue 0.4% solution (Gibco: 15250061) was added and gently
mixed. After 5 min in the incubator, the wells were rinsed twice with 1X PBS, always leaving
some solution in the well to assure that no cells were removed during rinsing. Cells were
then imaged in bright-field with a 2.5X 5324.8 µm² and a 20X 644.84 µm² objective.

For quantification of cells by fluorescent-activated cell sorting (FACS), the wells were
gently rinsed with 50 µL 1X DMEM and incubated 8 minutes with 50 µL trypsin (stock
solution) before inactivation with 50 µL of DMEM supplemented with 10% FBS. The cell
solution was mixed with 250 µL FACSFlow (Fisherscientific: 12756528) and 0.5 µL of pro-
pidium iodide (20 mM, ThermoFisher: L7012). Heat-treated cells were left at 65 °C for
10 minutes. A Becton-Dickinson flow cytometer (FACSCalibur) equipped with a 488 nm
argon ion laser was used to excite propidium iodide, and record the emissions in the fluorescence channel FL-2 (band pass 585/42 nm). Cells were quantified for 3 min at a flow of 60 µL/min. Fluorescent measurements were treated and analysed with a home-made Matlab (The Mathworks) routine. Note: due to the presence of a reducing agent (DTT), standard MTT viability test could not be performed.

Concerning experiments with cells in the presence of the reactive medium, for 384 well plate experiments the cell culture medium was removed and replaced with 50 µL of the reactive medium. For spatial experiments, the reactive medium was injected twice gently to remove the cell culture medium without detaching the cells. The channel inlets and outlets were closed with greases, and a coverslide was pressed onto the grease for a better sealing limiting evaporation. In the case of inhomogeneous initial conditions (gradient of R), two identical solutions are prepared where only one is supplemented with R. The channel is first filled with the solution without R and left 5 minutes to allow the beads to sediment to the surface. Then, a precise volume of the solution containing R is injected. A gentle back and forth pipetting is performed 5 times to generate a gradient of R along the channel, while all other components remain homogeneously distributed. Figure S19 shows, with the use of methylene blue dye, the visual appearance of the gradients obtained using this setup. For visualization of the R gradients, R1 was used at 10% of the desired final R concentration.

Particle loading

Conversion beads were constituted of porous streptavidin-conjugated sepharose hydrogel with 34 µm average particle size (GE healthcare: GE17-5113-01) functionalized with biotinylated DNA constructs. Firstly, we annealed 290 pmoles of double-biotinylated C1 with 247 pmoles of S in a 115.7 µL 5 mM MgSO4 solution with a temperature ramp of 1 °C every 10 s, from 90 °C to 20 °C. Secondly, we rinsed twice 5 µL of Sepharose solution (≈10000 beads/µL) with washing buffer (10 mM Tris-HCl, pH 7.5, 2 M NaCl, 1 mM EDTA, 0.2% Tween 20), followed by a third wash with deionized water and decantation. The DNA an-
nealed solution was mixed with the rinsed beads and immediately agitated for 10 seconds, to further incubate it at 40 °C for 30 min, with agitation to avoid particle sedimentation. Finally, the functionalized beads were rinsed three times with a 5 mM MgSO$_4$ solution to remove unbound DNA, and the final volume was adjusted to 100 µL. Functionalized beads were used at 0.62% and 1.67% for the 384 well plate and the spatial experiments respectively, which accounted for low surface coverage (Figure S9).

Microscopy

PEN DNA reactions (with and without cells) were monitored using a Zeiss Axio Observer Z1 fully automated epifluorescence microscope equipped with a ZEISS Colibri 7 LED light, YFP and RFP filter sets, and a Hamamatsu ORCA-Flash4.0V3 inside a Zeiss incubation system to regulate temperature at 37 °C, in the presence of high humidity and at 5% CO$_2$. Note: we observed up to a 75% reduction in $\tau$ for 384 well plates (Figure 2a) than that for qPCR machines (Figure 1b), which we mainly attribute to a difference in the materials of the two containers used (polystyrene wells and polypropylene tubes respectively) and to a lower robustness of the microscope to maintain a constant temperature compared to a thermocycler. Multi-color fluorescence and bright-field images were recorded every 10 min (Figure 2), 35 min (Figure 4) or 1 h (Figure 3) with a 2.5X objective, and every 1 h with a 72-by-1 image array using a 10X 648.1 µm$^2$ objective for Figure 5. For spatial experiments, prior and following temporal dynamics, the entire millifluidic channel was imaged with a 2.5X objective.

To detect cellular internalization, cells in 384 well plates were rinsed twice with 60 µL of DMEM (with a 5 min incubation at 37 °C between rinses) and the entire well was imaged with a 4-by-4 image array using a 20X objective. For cells in the millifluidic channel, the PDMS device was removed and each channel was rinsed twice with 1 mL of DMEM, to later be imaged with a 40-by-4 image array using a 10X objective (Figure 5f), and a 72-by-1 image array using a 20X objective (Figure 5g).
Image and data treatment

The raw microscopy images were treated with ImageJ / Fiji (NIH) and Matlab. To follow the dynamics of the PEN reactions, time-lapse images were imported into a stack for each well. Three threshold values were defined to select the template fluorescence (yellow channel), the background fluorescence and the bead fluorescence (red channel). In the case of the beads, pixels were only selected if they stayed within the selection criteria for more than half the duration of the experiment, to avoid disturbances caused by the movement of the beads. Each thresholded image was averaged along the \( y \) axis to create an intensity profile at each time point. These profiles were stacked over time into a kymograph, which was then normalized by the profile of an initial time point to correct from inhomogeneous illumination. The kymographs were then averaged over space to obtain the profiles of intensity versus time.

To correct from time-dependent artefacts introduced by the microscope when performing experiments in 384 well plates, the profiles of each well were normalized with a negative control (absence of enzymes, \( n = 2 \)). In spatial experiments, the inhomogeneous illumination in the repressor (\( R \)) gradients was corrected by dividing each frame of the channel by a frame in the absence of \( R \) (left most side of the channel). Furthermore, to adjust all the \( x \) positions of the kymographs to the same spatial position, the kymographs corresponding to the template fluorescence, the background fluorescence and the \( R \) gradient were re-plotted with only the same \( x \) position as the kymograph of the beads. Fluorescence shifts were calculated as described above.

For the characterization of cellular fluorescence of experiments performed in 384 well plates, and prior to combining images into the 4-by-4 image array, the background of red fluorescence images was subtracted using ImageJ ‘subtract background’ routine with a 2000 pixel rolling ball radius and sliding paraboloid parameters. Subsequently, the mean background fluorescence was removed from the image to have a homogenous background within the image array. The contour of each cell was manually selected in the bright-field image and used to extract the average red fluorescence of each cell. Selection of cells was restricted
to the middle of the wells to avoid optical artefacts. For spatial experiments, due to higher
efficacy of the rinsing, the average red fluorescence of each cell could be directly quantified
from the image.

**Supporting information**

The Supporting Information contains further experimental methods, a discussion of the
buffer screening process and details on the composition, DNA sequences, 19 supporting
figures and 1 supporting video.
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