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Supplementary Note 1: Generation of a ground-truth dataset.

A ground-truth dataset is required to compare the LocalZProjector tool results with other methods. To generate this ground
truth, we selected a single time-point in the drosophila pupal notum dataset of the main text. This single-channel 3D stack
displays two salient layers. The top one (small Z values) is generated by the autofluorescence of the cuticle. It is noisy,
continuous and shows up in all fluorescence channel. Below the cuticle, we find the cell layer, where the cells apical junctions
are labeled for their membrane by Ecad::GFP. The cuticle layer and the cell layer are separated by about 4 to 9 slices. Under
the cell layer (largest Z values) there are about 10 locations where discrete and bright structures can be seen, corresponding
to apoptotic cells. In the right part of the image, the cell layer is almost parallel to the XY plane and is located just under the
cuticle layer. The left part of the cell layer displays a relatively high curvature (Figure 1b).

We generated the ground-truth dataset using Icy [[1]]. Each slice of the 3D stack was manually annotated for regions where
the cells of interest are in focus (Supplemental Figure [2). A Jython script then parsed these regions to fetch the pixel in the
specified Z-plane for each (X,Y) position, and writes its value on a single plane, generating the ground-truth for the projection.
When a single (X,Y) position was represented by several regions in different Z planes, the pixel with the maximal value was
retained. The height-map image corresponding to this projection was generated along, by simply writing the Z position retained
for projection as pixel value. When a (X,Y) position was represented by several regions in different Z planes, the height-map
value was taken as the mean of all the Z "in-focus" positions. This led to the height-map ground-truth image having non-integer
values for some pixels. The resulting projection is a 2D gray-scale image of size 1148 x1148. Its bottom-left corner is devoid
of signal and was excluded from all the metrics described in this work.

Supplementary Note 2: Comparing projections against the ground-truth dataset for several
methods.

The performance of 8 different projection tools were then compared using the drosophila pupal notum image and the ground-
truth image generated as detailed above. We ran an extended parameter search, in order to determine the parameter value that
give the best projection for each method. This provides valuable know-how as how a user can select values based on the input
image. We put this information in the documentation of LocalZProjector, on its homepage. We give in this section the details

of the performance comparison. The results are summarized in the Supplemental Figure [3|and in the Table 1.

A. Optimizing projection parameters for the compared methods. We want to assess how a projection method can be
useful in practice for end-users, in retrieving a 2D projection that can be used in subsequent analysis steps. Therefore, we
first turn to a pixel-based comparison of the 2D projection given by each method with the projection ground-truth. We use the
RMSE to report these differences, defined here as:

1
N, pixels

RMSE), = > (e (i) —par(i)? )

where Npixels is the number of pixels in the projected image, pas (i) the pixel value in the projected image by the method M,
par(4) the pixel value in the projection ground-truth and ¢ iterating over all the pixels in each image. We excluded from the
RMSE calculation the area of the sample where there is no cell layer.

Several of the methods tested allow to define a certain thickness parameters specifying how many Z-planes around the Z
position defined by the height-map to include in a local projection. This is the case for the LocalZProjector and for Min Cost Z
Surface. This offers some tolerance against small inaccuracies of the height-map. When generating the ground-truth projection,
we take the brightest pixels of several Z-planes when several of them are annotated as being in focus. Because of this, methods
that can accumulate several planes are slightly advantaged.
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Moreover, the use of manually annotated ground-truth dataset depicted above as a basis for performance comparisons has
some limitations. Indeed, the metric values we get might be affected by the imprecision of manual annotation. We nonetheless
use the RMSE defined above to rank each method and detect projection defects, keeping in mind the aforementioned limitation.
We also can use the RMSE metric to optimize the parameters of each method separately and derive practical advice on how to

tune them with respect to the image content.

Maximum intensity projection. We used the Z Project... command of Imagel [2]] in the Fiji distribution [3], choosing maximum
intensity as a projection method. It generates a projection by taking the pixel with the largest value along a (X, Y) column. This

method is the simplest projection technique and does not have parameters to tune.

Local Z Projector. The LocalZProjector aims at being a general tool and has therefore several parameters that can be tuned to
accommodate a large variety of input. We derived the optimal set of values for these parameters by parameter sweeps, testing a
large number of parameter combination (close to 200,000) and retaining the combination yielding the lowest RMSE. For all the
tests described below we used the Max of Std method to generate the height-map, and the MIP method to accumulate several
planes around it. We have found that the lowest RMSE value is 81.5 and obtained for binning = 2, gaussian sigma = 0.5 pixels,
filter size = 13 pixels, median filter half-size = 16 pixels and Az = 1. The projection takes about 5 s. to complete with these
parameters. A large subset of parameters give also results close to the optimum, but in a much shorter time. For instance the
parameters binning = 5, gaussian sigma = 0 pixels, filter size = 7 pixels, median filter half-size = 4 pixels and Az = 1 yields
a RMSE of 83.0 in about 0.6 s. Nonetheless, we base the following discussion on parameter values associated to the absolute

optimum.

The binning value has a dramatic positive impact on processing time (Supplemental Figure dh). A large binning can be
chosen without compromising the RMSE value significantly. For very large binning, the structures that define the layer of
interest (in our case the manifold shape of the cell membranes) are confused in the downsized image and cannot be retrieved
later by the standard deviation filter.

The Gaussian filter is meant to limit the effect of noise. But binning already averages pixels together when downsizing.
Even with a binning of 2, the Gaussian filter has almost no impact on RMSE or timing. (Supplemental Figure @p).

The main filter is the key parameter to tune to reliably retrieve the cell layer in the projection and not the cuticle layer. Its
type must be chosen to generate a strong response for the cell labelling. In our case the layer we are interested in displays cells
as manifolds, and the cuticle generates a spurious layer where the signal is very slowly varying (minus the noise). An adequate
filter is therefore the standard-deviation filter, that will act as a measure of a local contrast between the bright cell membranes
and the dark cell centers. Its size must be chosen so that the contrasted features will be fully included in one window. The cells
sections in the test dataset are about 20-40 pixels in diameter, with a membrane thickness around 3-5 pixels. We find that the
optimal value of the size is a value of 13 pixels, enough to include all or a large part of a single cell (Supplemental Figure [df).
Smaller values would create too many windows without contrast. For larger values, the cuticle layer gives a strong response
in the areas of the sample where the curvature is large. The projection then displays jumps between the two layers. In the
LocalZProjector plugin, the size of the main filter is specified independently of the binning value. It is then scaled to match the
size in the downsized image. This is why the RMSE plot for this parameter in the Supplemental Figure 4t displays a staircase

pattern with steps corresponding to the binning value.

A median filter can be applied as a post-processing option on the height-map image. It is meant to remove spurious Z value
that can be generated by punctate structures above or below the layer of interest. Its size has to be therefore large compared
to these structures, and small compared to the layer curvature. In our main example, such bright fluorescent structures appear
from some dead cell bodies away from the epithelial surface, and are picked by the standard-deviation filter, generating locally
spurious large Z values. A median filter of half-size of 16 pixels in the downsized height-map completely remove these
spurious jumps (Supplemental Figure ). This corresponds to a size in the original scale image of 64 pixels, about twice the
cells diameter.
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Finally, the Az parameter specifies how many planes to accumulate around the reference Z plane for each (X, Y) position.
This allows for accommodating small mistakes in the height-map. In our case a value of Az + 1 has a strong positive impact,
dividing the RMSE by a factor of about 2 compared to no accumulation. However large values of Az will result in including
unwanted signal from planes that are away from the reference surface. Unsurprisingly we find that a value of Az = 1 returns
the best projection (Supplemental Figure ).

Stack focuser. Stack Focuser [4] is an ImageJ plugin that generates projections by selecting the best plane for each (X, Y)
column. This best plane is determined by applying the Sobel filter [S] at each Z-plane and selecting the one for which the
filtered value is the largest. The size of the Sobel filter can be adjusted, and we found the optimal value to be 25, in the range
of the cells size (Supplemental Figure[5). For smaller values, the projection includes signal from the cuticle inside the cells and
resembles that of MIP method. For large values, strong defects appear in the regions of the cell layer where the curvature is
large.

SurfCut. ImagelJ SurfCut [[6] is an ImageJ macro that extracts a projection by thresholding single Z-planes from a Z-stack, then
stacking the obtained binary masks to generate a 3D binary mask of the sample. The top surface of this mask is then used to
define a reference surface. With this approach SurfCut detects the cuticle layer and not the cell tissue layer. However the SurfCut
tool allows defining offsets from the reference surface to generate the projection. Since the cuticle layer is almost parallel to
the tissue layer, we could find parameters that would still generate projections of the tissue layer itself. Because SurfCut only
operates on 8-bit images, we converted the source image to 8-bit, then re-scaled the projection so that the RMSE values reported
in the Supplemental Figure |3p is commensurate with values from other methods. We used the following parameters to do so:
filtering radius = 6, threshold = 10, offset top = 5, offset bottom = 12.

PreMosa. PreMosa [7] is a standalone command-line tool written in C++ that was initially developed to facilitate the pre-
processing of large mosaics of the Drosophila melanogaster developing wing. It offers a tool to generate a projection from 3D
stacks, a tool to stitch a collection of 2D projections into a large mosaic, a tool to correct uneven illumination and a tool to
adjust the contrast. Since our sample is a single Field of View, we only tested and compared the former.

The surface projection tool of PreMosa works by first sub-dividing the image in square columns of size r X r, r the grid
size being an adjustable parameter. For each column, a candidate Z-position is obtained by taking the plane in which there is
the largest amount of bright-pixels. Bright-pixels are pixels that have a value larger than the lowest intensity of the top A%
pixels in the column, 20% by default. The bright-pixel threshold X is a second adjustable parameter. The resulting surface is
then iterably smoothed and refined by determining the Z-position of greatest contrast (local variance), in a neighborhood of £d
planes around the surface. The maximal distance d is a third adjustable parameter.

The grid-size parameter appears to be the crucial parameter to tune (Supplemental Figure [6). For too small values of the
grid-size, the projection is principally made of the cuticle layer, with small regions containing the cell layer. For values too
large, the projection fails to include the curved regions of the cell layer. The distance parameter d and the threshold A haves
only little influence on RMSE for reasonable values of 7.

Extended Depth Of Field. The Extended Depth Of Field method aims at reconstructing a projection from a 3D stack by merging
areas that are detected to be in-focus as the Z-position varies [8]]. This algorithm is made to excel for transmitted light images
(e.g. bright-field images or colored images from histology samples) and reflected, wide-field images. It is not made to deal
with optically-sectioned, confocal stacks of structures labelled in fluorescence, where the signal coming from a structure is
only present in a few Z-slices around its position. However the tissue layer in our test dataset contains cells labelled for their
membrane. For the Z-planes that contain them, they will appear as sharp and well contrasted structures, and the in-focus
detection of this algorithm may select them correctly.

The authors of [8]] has made the technique available via an ImageJ plugin that we used in our comparisons. It offers a
very large range of parameters that can be tuned, from the various techniques to detect in-focus plane and the parameters that
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configure them, to the topology smoothing steps. We limited our parameter sweeps to parse all the possibilities offered by the
simple version of the user-interface, namely 5 possible values in the Quality settings and 5 possible values in the Topology
settings (see Supplemental Figure [7). We note that for our tests, the topology parameter set does not have an impact on the
output. Indeed, the range of smoothing or regularization associated with these parameter sets is relatively small compared to
the size of our test dataset features. Accordingly, the height-map returned by any of the parameter set tested is very irregular.
The Complex wavelets with MCC quality parameter set however gives a good response to the membranes of the cell
layer. But indifferently of the topology parameter we use, the centers of the cells always contain spurious signal in the final
projection.

Min Cost Z Surface. The 5 methods above are direct methods that determine a best Z-plane for every (X, Y) pixel based on
sharpness, brightness or local contrast. Some of them offer post-processing steps to smooth or regularize the resulting reference
surface. Another approach consists in formulating the problem as a global energy-minimization. In [9]] and [10]], the authors
use graph-cuts to extract a single smooth surface [9] or a pair of smooth surfaces that are roughly parallel [10] and made of

bright pixels. The latter approach should be well suited to deal with our test dataset, as it displays two almost parallel layers.

The algorithms described in [9] and [10] have been implemented in Fiji in a plugin called Min Cost Z Surface [11]. Our
attempts with the single-surface extraction method only resulted in a projection made of patches taken from both the cuticle
layer and the cell layer with large gaps and jumps in the height-map. Changing the downsampling from x2 to x4 changes the
patches that are incorporated but does not fix these defects. However, using the two-surfaces detection and with some tuning
of the input parameters (maximal separation of the two surfaces, number of planes to accumulate in the final projection) we
extracted separately the cuticle layer and the cell layer rather reliably. The optimum is obtained by incorporating 3 slices around
the reference surface. The optimal value for this last parameter is found to be the same than for the Az parameter of the Local
Z Projector method (Supplemental Figure [8).

Fast SME. The Smooth-Manifold-Extraction algorithms offers a projection technique that is also based on a global energy-
minimization approach and has the advantage of being parameter-free [[12, [13]. It can harness both 3D confocal stacks and
3D wide-field stacks. It is especially developed to deal with single cell monolayer labeled for their membrane. It is therefore
one of the best suited tools to our test dataset. Briefly, the algorithm relies on classifying (X, Y) columns as belonging to the
foreground (they contain a pixel belonging to the cell membrane) or belonging to the background (inside cells). The reference
surface is then obtained energy minimization. The energy to minimize is the sum of a local smoothness term ensuring the
regularity of the surface, and a distance term driving the surface close to the Z-planes of the foreground columns, and that
ignores the background columns. A first paper [12] contains the original implementation, which was further optimized for
better performance [13]. We base our comparisons on the latter, which is implemented in MATLAB. The user must only
specify whether the image comes from a confocal imaging system (our case) or from a wide-field system, and how many slices
to incorporate in a local projection around the reference surface. To emulate what we have been testing for the Local Z Projector
and Min Cost Z Surface method, we varied this last parameter to include just the plane from the reference surface, £1 and £2

planes (Supplemental Figure [J).

B. Comparing optimal projections. We then compared the optimal projection of each method against one another. The
relative RMSE values are reported in the Supplemental Figure [3p and the Table 1 in the main text. In the Supplemental
Figure [I0| we report the 2D optimal projection for each method, along with the error map. The error-map is displayed as
the pixel by pixel absolute difference with the value in the ground-truth projection, filtered by a 41 x 41 median. Except for
MIP and Fast SME, all of the presented methods have some degree of parameter configuration that we could optimize to get a
projection close to the ground-truth. Therefore all the optimal projections are satisfactory at least in some part of the image.

The MIP method incorporate the brightest pixel in the projection regardless of its plane of origin. Because of this, the
signal inside the cells in the projection is made of bright pixels coming from the pupal cuticle signal, which is noisy and bright.

Consequently the error map image shows large errors everywhere in the projection.
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The LocalZProjector could retrieve a projection that is very close to the ground-truth, except in the flat region of the tissue
(right arrow). In the latter region, the cuticle layer just above the tissue layer emits a strong signal. It is likely that here,
projection includes spurious signal from the cuticle. Indeed, the parameters we picked as such that the local projection takes
the maximum of 3 pixels around the reference surface.

The Stack Focuser plugin bears some similarities with the LocalZProjector. It determines the position of the reference
surface by a filter that has a strong response to local contrast. Since in our case the cells membrane amount to salient ridges,
this method correctly picks the cell layer. However, it does not offer a step that would regularize the reference surface, and the
projection is deformed by some bright and punctate structures under the cell surface (arrows). Finally, in regions where the
curvature of the tissue layer is large, the Sobel filter does not pick the right planes.

As mentioned above, SurfCut actually picks the cuticle layer. We configured it so that projection includes the pixels below
the cuticle layer, hereby including those of the cell layer. Because the reference surface follows the cuticle layer and not the

cell layer, areas of the projection where the error is large actually reflects irregularities in the former.

PreMosa detects candidate planes by looking in a r x r grid for the Z-plane that has an amount of bright pixels larger than a
certain threshold. Despite the presence of a bright uniform cuticle layer above the cell layer, PreMosa still selects the latter for
projection with an adequate set of parameters. This is probably due to the fact that the pixels in the membranes of the cell are
themselves slightly brighter than the cuticle pixels, and because PreMosa offers a step where the surface is regularized. Indeed,
PreMosa performs very well in areas of the sample where the layer is quasi-flat. However defects appear in regions where the
curvature is higher (arrow), a fact also noted in [13]] on other samples. As explained in [7]], the grid size parameter must be
significantly smaller than the cross-section of the tissue layer with any XY plane. In its most curved section, this cross section
can be as small as 2 cell diameters, which is about 40-60 pixels in this region. In our tests the optimal grid-size value we found

is 34, a value too large for this small cross section.

The Extended Depth of Field method was made to deal with transmitted light images. It is therefore not very well suited to
our confocal test image. However we could find some parameter combination that extracts most of the tissue layer. Nonetheless,
the height-map generated is very irregular. We can see the cells membrane in the projection, but their interior is filled with high
and noisy signal. The error-map for this method has therefore high values everywhere.

Since we could configure the Min Cost Z Surface plugin to detect two surfaces, it reliably detected both the cuticle layer
and the cell layer. The projection obtained with this second surface is satisfying. Like for the LocalZProjector projection, it

however displays some small inaccuracies in its flat regions.

Along with the latter, Fast SME is the second energy-minimization based method of this comparison. It is built to specif-
ically detect the layer of cells stained for their membrane, without the specification of any parameter. It succeeds to do so,
except in one region (arrow) where the height-map has a jump to the cuticle layer in the region where it is bright. Here the
cells are the largest in the tissue. It is likely that at these locations, the pixel columns that go through the inside of the cells get
incorrectly classified as foreground, because of the bright intensity of the cuticle layer. The reference-surface then deforms to
reach out the cuticle layer at these positions.

C. Comparing optimal height-maps. Several methods tested can also return the height-map that encodes the reference
surface used for the projection. The height-map image stores the index of the Z-plane for each (X, Y) position in the reference
surface. The comparison of the resulting height-maps confirms the observations and differences between methods noted above
(Supplemental Figure [TT).

The height-map outputs of LocalZProjector, Stack Focuser and PreMosa resemble each other closely. In the case of
PreMosa, the height-map has patches where the difference with the ground-truth is 1 or larger in the left part of the image,
where the curvature is large. The Stack Focuser method also displays a similar defect in regions of even higher layer curvature
(bottom left part). More differences in RMSE arise from the small discontinuity patches caused by the signal of dead cells deep

in the tissue, for high values of Z.
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The height-map of the Extended Depth of Field method reveals the main reason for the large value of RMSE in the projec-
tion. The height-map lacks some larger-scale regularization that would bridge correct Z-plane values over the center of cells in
the cell layer.

Contrary to the first three methods, the height-map returned by the Min Cost Z Surface plugin does not appear as large
patches of constant integer values. The Z-values in this height-map are decimal, a feature we attribute to the original formulation
of the problem in this method. These values vary locally at a small scale, which generates the texture we observe in the error-
map for this height-map. Nonetheless, non-integer values are rounded when projecting the source stack, and despite the error
in the height-map, the projection returned by the Min Cost Z Surface is satisfying (Supplemental Figure [10).

Finally, we retrieve in the height-map returned by the FastSME method the large inexact patch where the reference surface
jumps towards the cuticle layer.

Supplementary Note 3: Comparing segmentation results on optimal projections.

The metrics reported in the Supplemental note 2B show how close can a projection result be from a ground truth built by
manually annotating a tissue surface. Most of the time, the projection is meant to be used subsequently in the next part of an
analysis pipeline, e.g. for cell segmentation. To further assess the performance of the Local Z Projector component of DProj,
we investigated what is the impact of the projection method on cell segmentation accuracy. To do so, we run a simple cell
segmentation pipeline on all the optimal projections obtained above, including the ground-truth projection, and compare results

to a segmentation ground truth obtained manually. The results of this comparison are plotted in Supplemental Figure [3d.

A. The object-level consistency error metric. In our case the segmentation results of the drosophila dataset used in this
work consists in about 3000 simply-connected regions corresponding each to a binary mask of a cell in the tissue layer. There
exists metrics to measure the accuracy of such a segmentation result against a ground truth. In [14] the authors propose
the use of the amount of overlap between the ground-truth and computed masks, averaged over all cells. While simple and
intuitive, this metric tends to minimize the negative impact of over and under-segmentation, which are the two major defects
that strongly affect segmentation of tissue images where cells are stained for their membrane. Instead we propose the use of the
object-consistency error, introduced in [[15], specifically built to highlight the impact of under and over-segmentation.

The authors first define a partial error measure E s for two segmentation results I, and I. I, is made of M non-overlapping
masks A;, and I, is made of N non-overlapping masks B;. This partial error measure is the average of an error measure e; for
each mask A; weighted by a factor W:

M
Eg oIy Is) =Y ej xW; )
j=1

The weights WW; are the area proportion of the mask A ;:

W= 3)
2 Al

where |.| denotes the cardinal of a mask. The error e; for the mask A; is equal to 1 minus the intersection over union weighted

by a factor Wj;.
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where Wj; is given by:

(=]

ji X | Bjl

Wi = ®)

=

8k X | B
K=1

5 1, if the intersection of A jandB; is not empty ©)
7 0, otherwise

Finally, the object-consistency error oce is calculated as oce = min(E4 s,Es 4). Even within a set made of a rather large
number of masks, the object-consistency error reliably penalizes over-segmentation or false-splits and under-segmentation or
false-merges, respectively where a cell is split over several disjoint masks and where a segmentation mask covers several cells.
We implemented this metric in MATLAB and used its results in Supplemental Figure[3d and Table 1 in the main text.

B. Simple segmentation pipeline. From the optimal projections obtained previously, we run a straightforward, fully auto-
mated segmentation pipeline in Fiji [3], that returns a binary mask where each cell is represented by a connected set of white
pixels separated by a black ridge. The pipeline is as follow:

* Filter the projection with a 3x3 median filter.
* Filter the resulting image with a Gaussian filter with o = 0.7 pixels.
* From the MorphoLib] [16] package in Fiji, run the Morphological Segmentation tool with a tolerance of 120 and a

connectivity of 4.

We then obtain directly the label image I; we can use to measure the oce value. This simplistic pipeline is not expected to fare
perfectly against the amount of noise and staining imperfections in the test image but it is however good enough to demonstrate
the impact of a projection method on the downstream analysis results.

C. Ground-truth for segmentation accuracy. We generated the segmentation ground-truth image I, by running the pipeline
above on the ground-truth projection described in the Supplemental note[I] The numerous remaining segmentation errors were

then manually corrected in Fiji.

Supplementary Note 4: Supplemental methods.

Drosophila imaging. Notum live imaging was performed as described previously [17]. Briefly, the pupae were collected
at the early stage (0-6 hours after pupal formation), aged at 29°C, glued on double sided tape on a slide and surrounded by
two metal spacers of approx. 0.650 mm. The pupal case was opened up to the abdomen using forceps and mounted with a
20 x 40 mm #1.5 coverslip where we buttered halocarbon oil 10S. The coverslip was then tapped on the spacers using regular
tape. Pupae were collected 48 or 72 h after clone induction and dissected 16-18h after pupae formation (APF). Pupae were
imaged at 29°C for 22 hours on a LSM 880 scanning laser confocal microscope (Carl Zeiss A.G.) equipped with a fast Airyscan
module using an oil 40X objective (NA 1.3), Z stacks (1 um/slice), every 5 min using autofocus. The autofocus was performed
using the autofluorescence of the cuticle in far red (using a Zen Macro developed by Jan Ellenberg laboratory, MyPic). Movies
were performed in the nota close to the scutellum region containing the midline and the aDC and pDC macrochaetae. The
experiment presents a pupae with endoCad::GFP signal and groups of cell over-expressing UAS-yorkie S11A S168A S250A
V5 clones and nuclei in red over the control of the GAL8OTS thermosensitive. The cross and the progeny were kept at 18°C,

and the pupae were switched to 29°C 8 hours prior to the movie for conditional activation.
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Quail embryo imaging. Fertilized quail eggs (Coturnix japonica) were purchased from Cailles de Chanteloup. The embryos
were collected at stage XI, fixed in 4% formaldehyde/PBS for 3 hours at 4°C and washed / blocked in PBS / 0.1% Triton
X-100 / 2% BSA (from Roche)/10% FBS (from Gibco). The primary antibody used was ZO-1 (Invitrogen ZO1-1A12) at
1:200 and the secondary antibody was goat anti-mouse AlexaFluor 488 (A28175) at 1:500. The embryos were mounted with

DAPI-containing Fluoromount-GTM (eBioscience) between slide and coverslip and sealed with commercial nail polish.

Fixed quail embryos were imaged using a Dual Inverted Single Plane Imaging Microscope (DiSPIM, 3i Marianas Light
sheet). The system geometry consists in two identical arms containing an illumination path composed of laser light output
directed to a XY scanner for generating the light sheet and a detection path where an SCMOS camera (Hamamatsu Orca Flash
4) is fitted. Both arms are assembled at 90 degrees and alternate from stimulating the embryo to detecting its opposite side.
This ensemble is rotated by 45 degrees which allows to work on flat mounted sample [[18]. Those arms are fitted with 40x
0.8NA water immersion objective (Nikon CFI Apo NIR 40x W) with a 3.5 mm working distance. The field of view of the
objective is 330 mm and the depth detection is limited to scattering and absorption of the light within the sample (around 30 um
in our sample). The embryo was irradiated with 561 nm excitation light and the stage was scanned through both light-sheets
simultaneously across 1.408 mm with a step size of 0.42 mm. The resulting acquired stacks dimensions are 1024 x 2048 x
3339 pixels. The image stack produced by this system was then de-skewed and rotated by 45° to yield a proper geometrical
representation of the sample. After de-skewing and rotation, the final image dimension are 8669 x 2285 x 1067 pixels.

Adult zebrafish brain imaging. Brains were dissected in 1X solution of phosphate buffered saline (PBS - Fisher Bioreagents)
and directly transferred to a 4% paraformaldehyde solution in PBS for fixation. They were fixed for 2 to 4 hours at room
temperature (RT) under permanent agitation. After four washing steps in PBS, brains were dehydrated through 5 minutes series
of 25%, 50% and 75% methanol diluted in 0.1% tween-20 (Sigma Life Science — P9416) PBS solution and kept in 100%
methanol (Sigma-Aldrich, 322415) at -20°C. The whole-mount immunohistochemistry (IHC) started by the rehydration of the
telencephali. Then, the brains were subjected to an antigen retrieval step using Histo-VT One (Nacalai Tesque) for an hour at
65°C. Brains were rinsed in a 0.1% DMSO and 0.1% Triton X-100 (Sigma Life Science— 1002135493) PBS 1X solution (PBT)
and then blocked with 4% normal goat serum in PBT (blocking buffer) 4 hours at RT. The blocking buffer was later replaced
by the primary antibodies solution, and the brains were kept overnight at 4°C on a rocking platform. The next day, brains
were rinsed over 24 hours at room temperature with PBT and incubated in a solution of secondary antibodies diluted in PBT
overnight, in the dark, and at 4°C on a rocking platform. After several washes, the telencephali were mounted in PBS on slides
using a 0.7 mm-thick holder. The primary antibody anti-ZO1 was used at 1:200 (Mouse monoclonal IgG1 anti-ZO1, Thermo
Fisher, cat. #33-9100, RRID: AB_2533147) and the secondary antibody anti IgG was used at 1:1000 (Goat anti-Mouse IgG
(H+L) Alexa633 conjugated, Thermo Fisher, cat. #A-21052, RRID : AB_2535719).

Images of whole-mounted immunostained telencephali were acquired on confocal microscope (LSM700, Carl Zeiss A.G),
using a 40X oil objective. We acquired images with a z-step of 0.65 um. We averaged each line four times with an image
resolution of 1024 x1024 pixels with a bit-depth of 12-bits. The power of the lasers was kept constant for all of the acquisitions
and the gain was adjusted for each experiment. We recorded mosaics with a 15% overlap to image an entire hemisphere per
fish.

Supplementary Note 5: Supplemental movie legends.

Supplemental movie 1. Capture of a local projection process of the drosophila pupal notum. Top, from left top right: In-
dividual Z-slices of the 3D stack of the Cadherin-GFP channel. Mask indicating what part of the current Z-slice belongs to
the reference surface. Part of the current Z-slice within the mask. Bottom, from left to right: Resulting local projection of
the Cadherin-GFP channel (left), of the miniCic ERK biosensor (middle, Scarlet fluorescent protein), and of a nuclear far red
protein (right, iRFP1.0 fluorescent protein) centered 3 um below the reference plane (for the middle and right projections).

Supplemental movie 2. Capture of the local projection process for the quail embryo image shown in Figure 4b.
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Supplemental Figure 1. Overview of the Local Z Projector method. The source 3D stack is first processed slice by slice. Each 2D
slice is binned to accelerate processing, denoised with a Gaussian filter, then the main filter is applied. The main filter is chosen in
type (mean filter, standard deviation filter, ...) and in size to have a strong response in the layer of interest. The z plane for which this
response is maximal is stored for every (X, Y) position in the height-map image. The height-map is then median-filtered, to remove local
spurious irregularities, and up-scaled back so that its width and height match those of the source 3D stack. Finally, the height-map is
used as a reference to read pixels in the source stack around the z position it contains, accumulating +A z planes around this reference
plane. For a given main filter type and accumulation method, four parameters must be specified: the binning, the sigma of the Gaussian
filter, the size of the main filter and the value of Az.
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Supplemental Figure 2. Manual generation of a ground truth dataset. From left to right: small region in four consecutive slices in the
3D dataset, annotated in green for regions where cells of interest are in focus.

14 | bioRxiv Herbert, Valon etal. | DProj- Supplementary information.



< 300
ke
3]
2 200
o
o
w 100
(7))
=
T o
b.
g 8
e 75
5 7
2
TR
2]
T
0
C.
130
125
2
> 201
£
E
i= 1014
0
d.
L
O
o
c
S
© 051
c
(%]
S
3
S o

304

ol s

0.820
0.438

16.6

0.0329

0.538

o
w
S
o

=}
©
®

o
J
®

on ground-truth }

N
Stack Focuser

M.L.P
Local Z Projector ]

PreMosa jg
E.D.F. :

A0
%)
N
17}
S
c
=

[ ]
w
=
[%2]
7]
=
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Supplemental Figure 11. Height-map results comparison for 6 methods. The top line shows the ground-truth height-map, the color-
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method, next to the error map. E.D.F: Extended depth of field. When possible, we use decimal values in the height-maps to generate
this figure.
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Supplemental Figure 12. Qualitative performance of LocalZProjector on other datasets. The 3D images used for this figure are taken
from [13]. Using the LocalZProjector tool, we derived parameters that would give a projection similar to what is presented in Figure 6

of [13].
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