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Summary 17 

1. Canonical analysis, a generalization of multiple regression to multiple response variables, is 18 

widely used in ecology. Because these models often involve large amounts of parameters (one 19 

slope per response per predictor), they pose challenges to model interpretation. Currently, multi-20 

response canonical analysis is constrained by two major challenges. Firstly, we lack quantitative 21 

frameworks for estimating the overall importance of single predictors. Secondly, although the 22 

commonly used variation partitioning framework to estimate the importance of groups of multiple 23 

predictors can be used to estimate the importance of single predictors, it is currently 24 

computationally constrained to a maximum of four predictor matrices.  25 

2. We established that commonality analysis and hierarchical partitioning, widely used for both 26 

estimating predictor importance and improving the interpretation of single-response regression 27 

models, are related and complementary frameworks that can be expanded for the analysis of 28 

multiple-response models.  29 

3. In this application, we aim at: a) demonstrating the mathematical links between commonality 30 

analysis, variation and hierarchical partitioning; b) generalizing these frameworks to allow the 31 

analysis of any number of responses, predictor variables or groups of predictor variables in the 32 

case of variation partitioning; and c) introducing and demonstrating the usage of the R package 33 

rdacca.hp that implements these generalized frameworks. 34 

Key-words: averaging over orderings, CCA, commonality analysis, constrained ordination, 35 

explained variation, db-RDA, RDA, relative importance  36 
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Introduction 37 

Canonical analysis (also called “constrained ordination”) considering multiple response 38 

variables (e.g., species) and multiple predictors (e.g., environmental features, spatial predictors) 39 

are widely used as inferential frameworks to determine and contrast the importance of multiple 40 

drivers (e.g., environmental conditions, traits) underlying the structure of ecological communities. 41 

Redundancy analysis (RDA; Rao 1964), canonical correspondence analysis (CCA; ter Braak 42 

1986), and distance-based redundancy analysis (db-RDA; Legendre & Anderson 1999) are the 43 

most commonly used ones (Legendre & Legendre 2012). One central challenge in canonical 44 

analyses is the estimation of predictor contribution given that the number of regression parameters 45 

increase as a function of the number of response variables. For instance, if 200 response variables 46 

and 20 predictors are considered, one ends up with 4000 regression slopes. 47 

Because canonical analyses are extensions of multiple regression models to multiple response 48 

variables (Peres-Neto et al. 2006), we can adapt the existing machinery of multiple regression 49 

models to tackle this challenge. The approach we develop here is based on generalizing 50 

commonality analysis, a single-response regression framework, to canonical analysis (i.e., multi-51 

response variables). Commonality analysis is often used in psychology and education (Newton & 52 

Spurell 1967; Nimon & Reio 2011; see Ray-Mukherjee et al. 2014 for a rare application in 53 

ecology) to estimate the relative predictor contributions to the total model’s coefficient of 54 

determination (R2). Commonality analysis decomposes the total models’ R2 into unique fractions 55 

attributable to individual predictor and the shared fractions among predictors (covariation in the 56 

predictive space which can also identify multicollinearity issues). These fractions are semi-partial 57 

R2s (Peres-Neto et al. 2006) and allow circumventing well-known issues underlying variable 58 
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importance and model interpretation based solely on standardized partial slopes (see Ray-59 

Mukherjee et al. 2014 for a review of the issues). This is an interesting property because 60 

canonical analyses produce estimates of total models’ R2 and semi-partial R2s that are unbiased 61 

(Peres-Neto et al. 2006). 62 

Although commonality analysis is applied to single-response regression models, ecologists 63 

are widely familiar with the parallel framework of variation partitioning applied to canonical, with 64 

thousands of studies published using it (Borcard, Legendre & Drapeau 1992; Peres-Neto et al. 65 

2006; see Fig. 1). Variation partitioning is employed by grouping predictors together into matrices 66 

and estimating the unique and shared semi-partial R2s of each matrix compounded across all 67 

response variables (Peres-Neto et al. 2006). Indeed, the algebra involved in commonality analysis 68 

and variation partitioning are equivalent even though they are often used in different situations. 69 

Notwithstanding, packages conducting commonality analysis are restrained to single response 70 

variables, e.g., R package yhat (Nimon, Oswald & Roberts 2013); and packages conducting 71 

variation partitioning (i.e., multi-response), such as the widely used R package vegan (Oksanen 72 

et al. 2006), are restrained to a maximum of four predictor matrices. These constraints are either 73 

implementational or computational. In particular, variation partitioning has not been generalized to 74 

multiple predictor matrices (but see Økland 2003) and commonality analysis has not been 75 

generalized to multi-response models.   76 

 Beyond variation partitioning, estimating the relative importance of predictor in multiple 77 

regression (e.g., multicollinearity being an extreme case) is an old and very active research (see 78 

the reviews in Bi 2012; Nathans, Oswald & Nimon 2012; Grömping 2015). Among them, the 79 

“averaging over orderings” approach proposed independently by Lindeman, Merenda & Gold 80 
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(1980), Cox (1985) and Kruskal (1987) in the 1980s has been considered as a breakthrough (Bi 81 

2012). These methods are generally referred as to the LMG metric and are based on all model 82 

subsets, and are also equal to methods described independently such as hierarchical partitioning 83 

(Chevan & Sutherland 1991) and dominance analysis (Budescu 1993). Because the calculations 84 

described in these papers are overly complicated, one is led to think that they differ. In the next 85 

section, we simplify the presentation of “averaging over orderings” so that others can take full 86 

advantage of its simplicity while describing model complexity. Our computational presentation 87 

also makes a clear link between commonality analysis, and variation and hierarchical partitioning. 88 

Because we were particularly inspired by the very popular paper by Chevan & Sutherland (1991), 89 

we used the term “hierarchical partitioning” (HP) to relate to these equivalent methods. HP 90 

produces all possible combinations of predictors to determine the order in which a predictor 91 

dominates over the others (hence the name dominance analysis used by Badescu 1993) across all 92 

subset models, and it has been widely used and recommended to access the relative importance of 93 

predictors in multiple regression (Soofi 1992; Mac Nally & Walsh 2004; Walsh et al. 2004; 94 

Grömping 2006; 2007; 2009; 2015). Corresponding R packages are relaimpo for LMG 95 

(Grömping 2006), hier.part for HP (Walsh & Mac Nally 2013) and dominanceanalysis 96 

(Navarrete & Soares 2020). We show that analytical results from these packages are identical for 97 

multiple regression (see Appendix S1). However, unlike variation partitioning, HP is not 98 

currently available for multi-response models (i.e., canonical analysis) and is implemented in 99 

our package: rdacca.hp. By doing so, we also extend HP to consider matrices of predictors 100 

in variation partitioning.  101 

The overall goal of this application paper is to unify commonality analysis, variation and 102 
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hierarchical partitioning, generalizing them to unlimited number of responses and predictor 103 

variables (or matrices of predictors as in variation partitioning). These analyses are implemented 104 

in our package rdacca.hp which is presented and illustrated in the next sections. 105 

Unifying commonality analysis, and variation and hierarchical partitioning 106 

Assuming a multi-response matrix Y and three correlated predictors (Fig. 1). The fractions 107 

of variation [a], [b] and [c] correspond to the variation in Y that are uniquely explained by 108 

predictors X1, X2, X3, respectively (i.e., unique semi-partial R2). Fractions [d], [e], [f] are the 109 

shared semi-partial R2s by combinations of their two respective predictors accounting for the third, 110 

Fraction [g] is the shared semi-partial R2 among all predictors, and [h] is the fraction 111 

corresponding to residuals. All fractions summed totalize 100%. Shared fractions are the variation 112 

in the response data that is explained by the correlation of the predictors involved. The larger this 113 

fraction is, the more multicollinearity is present in the model. While model selection reduces the 114 

shared variation among predictors (collinearity), it also reduces our ability to improve model 115 

interpretability. The calculations involved in variation partitioning are well described elsewhere 116 

(e.g., Peres-Neto et al. 2006) and our package: rdacca.hp generalizes it for any number of 117 

predictors (or matrices of predictors).  118 

Individual predictor contribution in HP (also called “independent contribution”) can be 119 

simply estimated as its unique contribution to the total model R2 plus its average shared 120 

contributions with the other predictors, simplifying its presentation dramatically. The independent 121 

contribution across all possible models derived from combinations of predictors can be derived 122 

directly from variation partitioning (Fig. 1). For example, the independent contribution of X1 123 

(
1XI ) can be calculated by its unique contribution [a] and its respective shared contributions by 124 
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the number of predictors involved in each of: 125 

1 2 2 3
X

d f g
I a           (1) 126 

For completion, the contributions of X2 and X3 are calculated as follows: 127 

      
2 2 2 3

X

d e g
I b                (2) 128 

      
3 2 2 3

X

f e g
I c                (3) 129 

and: 130 

      
1 2 3

2

X X X TotalI I I R              (4) 131 

Generalizing, the independent contribution of any predictor i (
iXI ) can be computed as:  132 

i,k, j

i

2

n m SX

X k=1 j=1

R
I =

k
         (5) 133 

where n is the number of predictors, 
i,k, j

2

SXR is semi-partial R2 of the jth fraction shared between Xi 134 

and the other k predictors, and m is the number of combinations that Xi shared with other k 135 

predictors, with 𝑚 = (
𝑘 − 1
𝑛 − 1

). Note that as the number of predictor increases, the number of 136 

fractions including shared and unique R2s increases exponentially (2N-1 fractions). The above 137 

computation only uses individual predictors to illustrate the process. It is also applicable to 138 

matrices of predictors as in routine ecological applications applying variation partitioning.  139 

In general, we find variation partitioning should be the starting point prior to hierarchical 140 

partitioning. While the former emphasizes unique and common variation among predictors, the 141 

latter emphasizes the overall importance of each predictor (or group of predictors). Our package 142 

rdacca.hp synchronously implements variation and hierarchical partitioning for single- and 143 

multiple-response models without limits in the number of predictors / matrices of predictors  144 

Package description 145 

   The rdacca.hp package is written in R (R Development Core Team 2019) and can be 146 
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installed from CRAN (http://cran.r-project.org/web/packages/rdacca.hp/) or Github 147 

(https://github.com/laijiangshan/rdacca.hp). The package contains one key homonymous function: 148 

rdacca.hp that conducts both variation and hierarchical partitioning in single- and multiple-149 

response multiple regression (canonical analysis). The internal function: Canonical.Rsq, 150 

calculates R2 and adjusted R2 (hereafter R2adj) of RDA, db-RDA and CCA, which are called by 151 

rdacca.hp. For canonical analysis, the R2adj is used given that the contribution of null 152 

predictors can differ quite a lot from zero due to sampling variation related to large number of 153 

predictors and small number of observations (Peres-Neto et al. 2006). The R2adj is calculated 154 

using Ezekiel’s formula (Ezekiel 1930) for RDA and db-RDA, while permutation procedure be 155 

used for CCA (Peres-Neto et al. 2006). The interpretation of arguments and some key notes in 156 

function rdacca.hp are described briefly here. 157 

rdacca.hp(dv, iv, method, type, n.perm, trace, plot.perc) 158 

In this usage, both a variation partitioning and hierarchical partitioning are performed in which the 159 

unique, shared (referred as to “common”) and independent contributions of each predictor 160 

(columns in iv) to the global R2 canonical model are computed. In the section below (working 161 

examples), we show how the function can conduct the analysis based on blocks of variables as in 162 

routine ecological applications of variation partitioning. Response variables (columns in dv) must 163 

be numerical, while the predictors (iv) can be either numerical or categorical. method is the type 164 

of canonical analysis set as either RDA (default), dbRDA, or CCA. If method="dbRDA", dv 165 

should be a distance matrix (i.e., dist class). If dv is imputed as one numerical vector, RDA 166 

would be equivalent to the classic (single response) multiple regression (see Appendix S1). An 167 

additional advantage of our package in relation to relaimpo, hier.part and 168 
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dominanceanalysis is that it also decomposes R2adj for multiple regression, so this package 169 

is also useful across many other ecological applications and research fields. type is the type of 170 

total explained variation: "adjR2" is for R2adj and "R2" for unadjusted R2, by default is 171 

"adjR2". n.perm is the number of permutations when computing R2adj for CCA and default is 172 

1000 to get a relatively stable value. trace is a logical argument indicating whether the output of 173 

variation partitioning should be printed (see the example below). It is set by default as FALSE to 174 

save screen space, as this output will increase exponentially with the number of predictors. If 175 

focusing on variation partitioning, then trace=TRUE should be set. plot.perc is a logical 176 

argument indicating whether a bar plot of the relative independent contribution of predictors is 177 

plotted; the default is FALSE. The output of rdacca.hp is explained in the example below.  178 

A working example 179 

We illustrate the usage of rdacca.hp by using the Doubs River fish data readily available 180 

in the ade4 package (Thioulouse et al. 2018). The dataset is a subset of the data originally 181 

collected by Verneaux (1973) with the distributions of fish species and environmental factors 182 

along the Doubs River in the Jura Mountains, near the France–Switzerland border (also see 183 

Verneaux et al. 2003). This dataset contains 27 fish species with abundance classes (ranging from 184 

0 to 5) and 11 quantitative environmental variables describing the river morphology and water 185 

quality from 30 sites. 186 

     We show the results for the variation and hierarchical partitioning of the global R2adj of 187 

RDA for the Doubs fish data via rdacca.hp for three predictors: alt (altitude), oxy (dissolved 188 

oxygen) and bdo (biological demand for oxygen) to simplify the presentation of the package rather 189 

than provide a complete ecological analysis and related interpretations. These variables (again for 190 
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presentation convenience) were selected using a stepwise selection based on all environmental 191 

predictors using the function ordistep in the vegan package (Oksanen et.al. 2019). Note that 192 

the selection of predictors is not a prerequisite of rdacca.hp and, as previously noted earlier, 193 

can generate biases and incomplete information in variation and hierarchical partitioning. Our 194 

function rdacca.hp does not limit the number of predictors or groups. Note though, that 195 

considering all combinations of all variables is important even though computationally 196 

demanding. The selected predictors have a relatively strong correlation structure: a relatively high 197 

negative correlation (r=-0.84, p<0.001) between oxy and bdo; a relatively weaker positive 198 

correlation between alt and oxy (r=0.42, p=0.02), and a negative correlation between alt and bdo 199 

(r=-0.38, p=0.04). This is an important point to make (often missed by practitioners) because the 200 

correlation structure in the predictor space (simple pairwise correlations between predictors) may 201 

not translate necessarily into high shared fractions among predictors (i.e., semi-partial R2 202 

calculated on the basis of the predictive space). As such, contrasting the correlation structure 203 

among predictors and their correlation structure in predictive space (i.e., variation and hierarchical 204 

partitioning) should serve useful in generating insights underlying the relational nature of 205 

predictors and responses. 206 

 The script below demonstrates the use and outputs of rdacca.hp to decompose the 207 

global R2adj in RDA. Decomposition of R2adj in CCA and db-RDA are similar to RDA and 208 

shown in the Appendix S2. The standard output of rdacca.hp is as follows: 209 

#install rdacca.hp from CRAN  210 

install.packages('rdacca.hp') 211 

library(rdacca.hp) 212 

#sample data in ade4 package 213 

require(ade4) 214 
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data(doubs)  215 

#fish species as response variables 216 

spe <- doubs$fish 217 

#environmental factors as explanatory variables 218 

env <- doubs$env 219 

#remove empty site 8 without species 220 

spe <- spe[-8,] 221 

env <- env[-8,] 222 

#'dfs' is a variable containing locations rather than environmental  223 

#factor. We also removed it from the 'env' data frame 224 

env <- env[, -1] 225 

#the usual Hellinger-transformation of the species dataset 226 

spe.hel <- decostand(spe, "hellinger") 227 

#selecting variables via ordistep() in vegan 228 

ordistep(rda(spe.hel~.,env)) 229 

#three selected variables: alt,oxy and bdo 230 

rdacca.hp(spe.hel,env[,c("alt","oxy","bdo")], method="RDA", type = "a231 

djR2",trace = TRUE, plot.perc = FALSE) 232 

## $Method_Type 233 

## [1] "RDA"   "adjR2" 234 

##  235 

## $R.squared 236 

## [1] 0.5402 237 

##  238 

## $Var.part 239 

##                             Fractions   % Total 240 

## Unique to alt                  0.1942     35.96 241 

## Unique to oxy                  0.1367     25.31 242 

## Unique to bdo                  0.0871     16.13 243 

## Common to alt, and oxy         0.0467      8.64 244 

## Common to alt, and bdo        -0.0179     -3.31 245 

## Common to oxy, and bdo         0.0131      2.43 246 

## Common to alt, oxy, and bdo    0.0801     14.84 247 

## Total                            0.5402    100.00 248 

##  249 

## $Hier.part 250 

##     Independent I.perc(%) 251 

## alt      0.2354     43.58 252 

## oxy      0.1933     35.78 253 

## bdo      0.1115     20.64 254 

The function rdacca.hp returns a list containing three bits (if trace=FALSE) or four bits (if 255 
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trace=TRUE).  256 

$Method_Type: This bit shows the type of canonical analysis and whether the original or adjusted 257 

R2 were used in the analysis. In the example, it is RDA and adjR2.  258 

$R.squared: type="adjR2". In this example, the amount of variation of the fish data matrix 259 

explained by the three predictors (alt, oxy and bdo) is 54.02%.  260 

$Var.part: It contains output that lists with R2adj values for all fractions based on variation 261 

partitioning (commonality analysis) if setting trace=TRUE. In this example, with three 262 

predictors, commonality analysis decomposes R2adj into all seven fractions (i.e., 23-1) of unique 263 

and common effects. Fractions can be either positive or negative (Nimon & Reio 2011, Ray-264 

Mukherjee et al 2014). In this case, the common effect between alt and bod is negative (-0.0179). 265 

Negative common (shared) variation is possible when predictors act as suppressors of other 266 

predictors (Pedhazur 1997; Nimon & Reio 2011; Ray-Mukherjee et al 2014). 267 

All fractions (except the residual) sum to the total R2adj (i.e., the value of $R.squared). 268 

$Hier.part: This bit is a matrix containing the independent contribution of each predictor 269 

in the “Independent” column, and their percentage in the “I.perc” column. In this case, the 270 

independent contributions of alt, oxy and bdo are 0.2354, 0.1933 and 0.1115, respectively; note 271 

again that they sum to the overall R2adj (0.5402). One easily know how to calculate the 272 

independent contribution based the result of variation partitioning. For instance, the value 273 

(0.1933) for oxy is the sum of its unique effect and three average common effects (i.e., 0.1367+ 274 

0.0467/2 +0.0131/2 + 0.0801/3). rdacca.hp also produces a bar graph based on the ggplot2 275 

package (Wickham 2016) (Fig. 2). Users are encouraged to use other graph functions to generate 276 

other types of plots based on the numerical output of rdacca.hp.  277 
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The following code shows how to apply rdacca.hp to conduct a variation partitioning and 278 

hierarchical partitioning to two sets of matrices containing environmental variables describing  279 

river morphology and water quality. Note rdacca.hp has no limit for the number of sets of 280 

predictor matrices and an example with five predictor groups is provided in the Appendix S3. 281 

rdacca.hp does not include the traditional representation of variation partitioning as a Venn 282 

diagram, which becomes impossible for more than four predictors. 283 

rdacca.hp(spe.hel,list(envtopo=env[,1:3],envchem=env[,4:10]), method284 

="RDA", type = "adjR2",trace = TRUE, plot.perc = TRUE) 285 

## $Method_Type 286 

## [1] "RDA"   "adjR2" 287 

##  288 

## $R.squared 289 

## [1] 0.5558 290 

##  291 

## $Var.part 292 

##                                Fractions   % Total 293 

## Unique to envtopo                 0.0814     14.64 294 

## Unique to envchem                 0.2290     41.21 295 

## Common to envtopo, and envchem    0.2454     44.15 296 

## Total                               0.5558    100.00 297 

##  298 

## $Hier.part 299 

##         Independent I.perc(%) 300 

## envtopo      0.2041     36.72 301 

## envchem      0.3517     63.28 302 

Discussion 303 

 Multivariate regressions and canonical analysis are quintessential quantitative frameworks to 304 

tackle many ecological and evolutionary problems. Variation partitioning and hierarchical 305 

partitioning (HP) are frameworks that allow going beyond the usual and standard interpretation of 306 

partial slopes (see Ray-Mukherjee et al. 2014 for a review). That said, our presentation of HP 307 

allows realizing that both methods are interrelated, and that variation partitioning can serve as a 308 
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precursor of HP. While variation partitioning estimates unique and common variation in a single 309 

full model containing all variables, HP is based on principles of all subset regression and model 310 

averaging which are known to improve model inference and interpretability over traditional model 311 

selection procedures (Burnham & Anderson 2002). The two main motivations for using variation 312 

partitioning and HP over traditional model selection procedures are that: a) candidate predictors 313 

are conditional on the variance explained by the models already retained by the selection 314 

procedure (Thompson 1995; Nathans, Oswald & Nimon 2012). As such, a predictor that can be 315 

quite relevant in multiple sub-models (indicating overall importance) may not be retained by 316 

model selection procedures; b) model selection can be heavily influenced by sampling variation 317 

(Thompson 1995; Nathans, Oswald & Nimon 2012); if another sample were to be used, the 318 

selected predictors could vary. By using HP, one can analyze variable importance over all possible 319 

models. 320 

While most canonical analysis is used to analyze species distributional matrices, our package 321 

can also motivate ecologists to explore its use to different types of response matrices and problems 322 

(e.g., multiple traits). Note that we decided not to consider significance testing for independent 323 

contributions in HP because predictor (or groups of predictors) relative importance is usually 324 

considered as an exploratory framework for interpreting regression rather than an inferential tool. 325 

Finally, one disadvantage of the variation partitioning and HP frameworks is that the calculation 326 

volume increases exponentially with the increase of predictor variables. We will continue to 327 

optimize our package to improve, among other issues, the calculation speed. Although we 328 

demonstrated the application of rdacca.hp package using an ecology example, this package is 329 

also applicable to any other areas where canonical analysis and multiple regressions are applied. 330 
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Currently, our rdacca.hp package has been used in peer-reviewed papers (e.g. Li et al. 2020; 331 

Song et al. 2020; Sun et al. 2020; Wang et al. 2020; Xiong et al. 2020; Zhou et al. 2020). 332 

Researchers using the rdacca.hp package in their studies, should cite this article and the 333 

rdacca.hp package as well. Citation information can be obtained by typing: 334 

citation("rdacca.hp"). 335 
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 442 

Figure 1. Venn diagram representing the variation partitioning of a response matrix Y regressed 443 

against three correlated predictors (or groups of predictors as in variation partitioning). All 444 

fractions add to 100% and the bounding rectangle represents the total variation in the response 445 

data (i.e., 100%) while each circle represents the relative portion of variation accounted by 446 

different fractions (see text for a detailed calculations and further explanation).  447 

 448 

  449 

Figure 2. The graphic output of rdacca.hp function for the Doubs River fish data. left panel: 450 

original independent contribution for three predictors (plot.perc=FLASE) and right panel: 451 

their relative contribution for two groups to the overall adjusted R2 (plot.perc=TRUE) .  452 
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