Critical behaviour of the stochastic Wilson-Cowan model
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Abstract

Spontaneous brain activity is characterized by bursts and avalanche-like dynamics, with scale-free features typical of critical behaviour. The stochastic version of the celebrated Wilson-Cowan model has been widely studied as a system of spiking neurons reproducing non-trivial features of the neural activity, from avalanche dynamics to oscillatory behaviours. However, to what extent such phenomena are related to the presence of a genuine critical point remains elusive. Here we address this central issue, providing analytical results in the linear approximation and extensive numerical analysis. In particular, we present results supporting the existence of a bona fide critical point, where a second-order-like phase transition occurs, characterized by scale-free avalanche dynamics, scaling with the system size and a diverging relaxation time-scale. Moreover, our study shows that the observed critical behaviour falls within the universality class of the mean-field branching process, where the exponents of the avalanche size and duration distributions are, respectively, -3/2 and -2. We also provide an accurate analysis of the system behaviour as a function of the total number of neurons, focusing on the time correlation functions of the firing rate in a wide range of the parameter space.

Author summary

Networks of spiking neurons are introduced to describe some features of the brain activity, which are characterized by burst events (avalanches) with power-law distributions of size and duration. The observation of this kind of noisy behaviour in a wide variety of real systems led to the hypothesis that neuronal networks work in the proximity of a critical point. This hypothesis is at the core of an intense debate. At variance with previous claims, here we show that a stochastic version of the Wilson-Cowan model presents a phenomenology in agreement with the existence of a bona fide critical point for a particular choice of the relative synaptic weight between excitatory and inhibitory neurons. The system behaviour at this point shows all features typical of criticality, such as diverging timescales, scaling with the system size and scale-free distributions of avalanche sizes and durations, with exponents corresponding to the mean-field branching process. Our analysis unveils the critical nature of the observed behaviours.
Introduction

Spontaneous brain activity shows spatio-temporal patterns characterized by bursts, or avalanches, as first observed in organotypic cultures from coronal slices of rat cortex [1]. This kind of behaviour has been confirmed in a wide variety of systems, from cortical activity of awake monkeys [2] to human fMRI (functional Magnetic Resonance Imaging) [3] and MEG (MagnetoEncephaloGraphy) recordings [4]. In experiments, the distribution of avalanche size $S$ is characterized by the scaling law $P(S) \sim S^{-\tau_S}$ with exponent $\tau_S \simeq -1.5$, whereas the distribution of the avalanche duration $T$ follows the scaling $P(T) \sim T^{-\tau_T}$ with $\tau_T \simeq -2$. Both these behaviours are consistent with the universality class of the mean-field branching process [5], where the propagation of an avalanche can be described by a front of independent neurons that can either trigger subsequent activity or die out.

The hypothesis that some features of the brain activity can be interpreted as the result of a dynamics acting close to a critical point has inspired several statistical models where a critical state can be selected by the fine tuning of a parameter [6–8], or is self-organized [9–11]. Numerical data for different neuronal network models well reproduce experimental results. On the other hand, other stochastic models have been proposed that can reproduce the avalanche dynamics of the neural activity, without invoking the existence of an underlying critical behaviour. Among these models of spiking neurons, a central role is played by the celebrated Wilson-Cowan model (WCM), which describes the coupled dynamics of populations of excitatory and inhibitory neurons [12–15]. One of the major merits of this model is that it allows for analytical treatment in the large population size limit [13,16,17]. The stochastic version of this model has been shown to reproduce avalanche dynamics [17] and oscillatory behaviour of the activity [18]. However, the underlying mechanisms responsible for such phenomenology have been identified in the noisy functionally coupled structure of the dynamics, rather than in the presence of a critical point.

Requirements to assess critical behavior

In order to clarify the main requirements for the behaviour of a system to be classified as critical, here we briefly summarize the fundamental features of criticality [19]. Second order (critical) phase transitions are characterized by singularities in the proximity of a specific value of a control parameter, for instance the temperature in thermal phase transitions, in the limit of infinite system sizes and for vanishing external fields. More explicitly, fundamental properties of the system either diverge or go to zero approaching the critical value of the parameter. In particular, the order parameter of the system goes to zero at the critical point, being non-zero only on one side of the transition (low temperatures in thermal systems), whereas the response function, proportional to the fluctuations of the order parameter, diverges. Fundamental requirement of second order phase transitions is that this singular behaviour is described by a continuous function that in the neighbourhood of the critical point can be approximated by a power law, neglecting terms of higher order representing corrections to scaling. This property allows one to define a critical exponent for each quantity of interest and therefore a family of critical exponents characterizing the critical behaviour, named universality class. Different systems can belong to the same universality class if they are described by Hamiltonians with the same symmetries. Since critical transitions occur in systems of interacting components, the divergence of the response function implies, by fluctuation-dissipation relations, that at the critical point the spatial and temporal correlation ranges diverge in an infinite system. The divergence of the temporal correlation range is expression of the well-known critical slowing down taking place at the critical point, whereas the divergence of the correlation length expresses the large
scale sensitivity of the system to external perturbations. In finite systems, the spatial correlation range at criticality equals the system size. As a consequence, a diverging (or equal to the system size) correlation length implies that no characteristic size exists in the system and therefore the extension of the power law regime, namely the cutoff, must scale with the system size. Therefore, the divergence of the correlation length and the absence of a characteristic size are reflected in the power law behaviour of characteristic distributions, as for instance the size of clusters of correlated spins in the Ising model at the critical point. Summarizing, to assess that a system exhibits critical behaviour, one must identify an order parameter going to zero at a critical value of a control parameter for vanishing external fields. At the critical point, the fluctuations of the order parameter must diverge, as well as the range of temporal and spatial correlations. In finite systems criticality implies that the cutoff in power law behaviour should scale with the system size.

Here we reconsider the stochastic WCM in this framework, addressing the central issue related to its critical behaviour. First, we observe that this model is defined by dynamical equations which are not derived from a Hamiltonian function describing the energy of the system. Therefore a real thermodynamic phase transition, where singularities in the second derivative of the free energy occur, is not expected. However, we present a systematic analysis of the features typical of a critical behaviour, showing that a bona fide critical point in the parameter space of the WCM can be actually identified. In particular, we show that: i) the mean firing rate plays the role of the order parameter, passing from zero value to a finite value across the critical point; ii) the correlation time of the order parameter diverges at the critical point; iii) the avalanche size and duration distributions follow a power-law behaviour; iv) for finite systems, this power-law regime scales with the system size, as expected at the critical point. Moreover, we show that the critical exponents fall within the universality class of the mean-field branching process [5].

Results

The stochastic Wilson-Cowan model

The stochastic version of the Wilson-Cowan model [17] describes the coupled dynamics of $N_E$ excitatory and $N_I$ inhibitory neurons. Each neuron performs a continuous-time Markov process and can be in an active ($a_i = 1$) or quiescent ($a_i = 0$) state. The transition rate from an active state to a quiescent state ($1 \rightarrow 0$) is $\alpha$ for all neurons, while the rate for the inverse transition ($0 \rightarrow 1$) is described by the activation function $f(s_i)$ that depends on the $i$-th neuron. The total synaptic input $s_i$ is defined as

$$s_i = \sum_{ij} w_{ij} a_j + h_i,$$

(1)

where $w_{ij}$ are the synaptic strengths and the parameter $h_i$ plays the role of a small external input that adds up to the synaptic inputs from the connected neurons and the sum runs over all neurons. The activation function is given by

$$f(s) = \begin{cases} \beta \tanh(s) & \text{if } s > 0, \\ 0 & \text{if } s \leq 0. \end{cases}$$

(2)

where $\beta$ has the dimension of an inverse time. In the following we consider that each neuron is coupled with all other neurons. The synaptic weights $w_{ij}$ are equal to $w_{EE}/N_E$ for excitatory-excitatory connections, $w_{IE}/N_E$ for excitatory-inhibitory connections, $-w_{EI}/N_I$ for inhibitory-excitatory connections and $-w_{II}/N_I$ for
inhibitory-inhibitory connections. Therefore the input of a neuron, in the large $N$ limit, only depends on the excitatory or inhibitory type of the neuron, namely $s_i = s_E$ if the $i$-th neuron is excitatory, and $s_i = s_I$ if the $i$-th neuron is inhibitory. In the following we set $\alpha = 0.1$ ms$^{-1}$, $\beta = 1$ ms$^{-1}$, $N_E = N_I = N$, $h_E = h_I = h$, and consider symmetric synaptic weights $w_{EE} = w_{I} = w_E$, $w_{II} = w_{E} = w_I$. Thus $s_E = s_I = s$, with $s = w_E k - w_I l + h$, and $0 \leq k \leq N$ and $0 \leq l \leq N$ are respectively the numbers of active excitatory and inhibitory neurons. In the following we will focus on the instantaneous firing rate, defined as

$$R = \left(1 - \frac{l+k}{2N}\right)f(s),$$

so that the mean number of neurons that fire in a small time interval $\Delta t$ is given by $NR\Delta t$.

The temporal evolution of the system can be effectively described in terms of the coupled non-linear Langevin equations [20]

$$\frac{dk}{dt} = -\alpha k + f(s)(N-k) + \sqrt{\alpha k + f(s)(N-k)}\eta_k(t),$$

$$\frac{dl}{dt} = -\alpha l + f(s)(N-l) + \sqrt{\alpha l + f(s)(N-l)}\eta_l(t),$$

where the noises satisfy $\langle \eta_i(t) \rangle = 0$, $\langle \eta_i(t)\eta_j(t') \rangle = \delta_{ij}\delta(t-t')$. Following Ref. [17], we make a Gaussian approximation and set that the number of active neurons is the sum of a deterministic component and a stochastic perturbation, i.e. $k = N_E + \sqrt{N}\xi_E$ and $l = N_I + \sqrt{N}\xi_I$. Introducing the variables $\Sigma = (E+I)/2$ and $\Delta = (E-I)/2$, which represent the total average activity and the imbalance between excitatory and inhibitory activity, respectively, and expanding Eqs. (4) in powers of $N^{-1/2}$, the leading terms proportional to $N$ provide a set of dynamical equations for the deterministic components

$$\frac{d\Sigma}{dt} = -\alpha \Sigma + (1-\Sigma) f(s),$$

$$\frac{d\Delta}{dt} = -[\alpha + f(s)]\Delta.$$

At long times, $\Delta$ relaxes to the fixed point value equal to zero, expression of the balance of excitation and inhibition [21] and direct consequence of the hypothesis of symmetric synaptic connections. Conversely, $\Sigma$ relaxes to the fixed point $\Sigma_0$, given by the solution of the equation

$$\alpha \Sigma_0 = f(s_0)(1-\Sigma_0),$$

with $s_0 = w_0\Sigma_0 + h$ and $w_0 = w_E - w_I$. In addition, terms proportional to $N^{1/2}$ in Eqs. (4), can be written as the linearized Langevin equations for the fluctuating components [13, 16, 17]

$$\frac{d}{dt} \begin{pmatrix} \xi_{\Sigma} \\ \xi_{\Delta} \end{pmatrix} = \begin{pmatrix} -1/\tau_1 & w_{II} \\ 0 & -1/\tau_2 \end{pmatrix} \begin{pmatrix} \xi_{\Sigma} \\ \xi_{\Delta} \end{pmatrix} + \sqrt{\alpha \Sigma_0} \begin{pmatrix} \eta_{\Sigma}(t) \\ \eta_{\Delta}(t) \end{pmatrix},$$

where $\xi_{\Sigma} = (\xi_E + \xi_I)/2$, $\xi_{\Delta} = (\xi_E - \xi_I)/2$, the feed-forward term $w_{II} = (1-\Sigma_0)(w_E + w_I)f'(s_0)$ and

$$1/\tau_1 = \alpha + f(s_0) - (1-\Sigma_0)w_0f'(s_0),$$

$$1/\tau_2 = \alpha + f(s_0).$$

The times $\tau_1$ and $\tau_2$ represent the correlation times in the linear approximation of the dynamical equations. Indeed, in such approximation the temporal correlation functions
We here discuss the behavior of the system predicted by the linear noise approximation, namely in the limit of very large system size. When the external inputs \( h \) is zero, \( \Sigma_0 = 0 \) is always a solution of the fixed point Eq. (6). However, one can show, by taking the linear approximation of the hyperbolic tangent, that there is a critical value \( w_{0c} = \alpha \beta^{-1} \) such that for \( w_0 < w_{0c} \) the fixed point \( \Sigma_0 = 0 \) is stable whereas for \( w_0 > w_{0c} \) it is unstable and another stable point \( \Sigma_0 \approx (w_0 - w_{0c})/w_0 > 0 \) appears continuously from zero at the onset of the transition. When \( h > 0 \) there is always only one attractive fixed point with \( \Sigma_0 > 0 \) and the transition is smoothed out (see Methods).

In Fig. 1A we show the firing rate \( R_0 = (1 - \Sigma_0) f(w_0 \Sigma_0 + h) \) computed at the attractive fixed point, as a function of \( w_0 \) for different external input \( h \). This quantity shows the typical behaviour of an order parameter. In particular, for \( h = 0 \), \( R_0 = 0 \) for \( w_0 < w_{0c} \), whereas it continuously increases for \( w_0 \geq w_{0c} \) as \( R_0 \sim (w_0 - w_{0c}) \), according to what expected in a second-order phase transition. For finite values \( h \), \( R_0 \) shows a qualitatively similar behaviour characterized by a continuous increase, and the transition is smoothed out.

Next we analysed the behaviour of the variance of the firing rate at the fixed point, as a function of \( w_0 \) for different \( h \) values. For a large number of neurons, the variance of the firing rate is proportional to \( N^{-1} \) (see Methods), therefore \( \sigma_{RR} = N \langle (R - R_0)^2 \rangle \) is independent of \( N \), and can be computed in the linear approximation (see Methods). In Fig. 1B we show \( \sigma_{RR} \) as a function of \( w_0 \) for several values of \( h \). For \( h = 0 \) it reaches a maximum at the critical point \( w_{0c} = 0.1 \) and sharply vanishes for \( w_0 < w_{0c} \). For finite values of \( h \), the variance shows a smooth maximum close to the critical point. The fact that the variance of the order parameter does not diverge at the critical point, unusual in the framework of second order phase transitions, can be understood considering that the model is not a Hamiltonian one, with a singularity in the derivatives of free energy, and the transition is rather a dynamical one. However, such a divergence is observed in the ratio of the variance to the mean value of the order parameter. In Fig. 1C we show the Fano factor of the firing rate, that is the ratio \( \sigma_{RR}/R_0 \). This quantity is defined as the ratio of the variance and the mean value, and measures how much the statistics of a variable deviates from the behaviour expected for a Poissonian variable. In the present case, it diverges at the critical point for \( h = 0 \), with a behaviour 

\[
\sigma_{RR}/R_0 \sim |w_0 - w_{0c}|^{-1},
\]

while it shows a maximum near \( w_0 = w_{0c} \) for \( h > 0 \).

Moreover, in Fig. 1D we show the squared coefficient of variation \( \sigma_{RR}/R_0^2 \).

Considering that the linear approximation is derived under the condition that fluctuations are much smaller than the average firing rate (in this case close to the fixed point value), this quantity can be interpreted as the limiting value of \( N \) for its validity. Indeed, if \( N \gg \sigma_{RR}/R_0^2 \), then the standard deviation \( \sqrt{\langle (R - R_0)^2 \rangle} \) is much smaller than the mean \( R_0 \) and the linear approximation holds (Fig.3A,B,D), conversely for \( N \ll \sigma_{RR}/R_0^2 \) the opposite is true. Therefore, the divergence of this quantity near the
Fig 1. Order parameter and its variance. (A) Analytical dependence of the firing rate per neuron at the fixed point on the value of $w_0$, for different values of $h$. (B) Normalized variance $\sigma_{RR} = N \langle (R - R_0)^2 \rangle$ as a function of $w_0$. (C) Fano factor $\sigma_{RR}/R_0$. (D) Square coefficient of variation $\sigma_{RR}^2/R_0^2$, that is equal to $N$ times the variance of the ratio $R/R_0$. Other parameters: $\alpha = 0.1 \text{ms}^{-1}$, $\beta = 1 \text{ms}^{-1}$, $w_E + w_I = 13.8$.

Fig 2. Divergence of the correlation time at criticality. (A) Analytical result for the decay time $\tau_1$ in the linear approximation, for the same parameters of Fig. 1. (B) Contour plot of $\tau_1$ as a function of both $h$ and $w_0$. The graphs show the divergence of the decay time at the critical value $w_{0c} = 0.1$

critical point means that, no matter how large $N$ is, the linear approximation does not apply.

The critical behaviour in standard critical phenomena is accompanied by the slowing down of the dynamics. This is evidenced by the divergence of the characteristic time-scales of the system. To study the decay of the correlation function close to the critical point, we observe that when $h = 0$ and $w_0 \simeq w_{0c}$, $\Sigma_0$ and $s_0 = w_0 \Sigma_0$ are much smaller than one, so that $\tanh(s_0) \approx s_0$. Using this approximation in Eqs. (8), we find that $\tau_1 \sim 1/[|w_0 - w_{0c}|]$ both for $w_0 < w_{0c}$ and $w_0 > w_{0c}$, while $\tau_2 \leq \alpha^{-1}$. If $h > 0$, the
Firing rate dynamics

Near the critical point the linear approximation does not hold even for very large system sizes. We support this conclusion by analysing the instantaneous firing rate (Fig. 3) as a function of time for \( h = 10^{-5} \) and three values of \( w_0 \), \( w_0 = 1 \) (upper row), \( w_0 = 0.2 \) (middle row) and \( w_0 = 0.1 \) (lower row). For each value of \( w_0 \) we show two values of \( N \), \( N = 10^3 \) on the left and \( N = 10^5 \) on the right. For \( w_0 = 1 \) (upper row) the normalized variance is \( \sigma_{RR} \approx 6 \), so that the dynamics for \( N \gg 6 \) is always “continuous”, smoothly fluctuating around the attractive fixed point, and can be accurately described within the linear approximation. For \( w_0 = 0.2 \) (middle row), the normalized variance is \( \sigma_{RR} \approx 2400 \), therefore if \( N < \sigma_{RR} \) (left) the dynamics of the system is irregular and characterized by avalanches. The firing rate frequently hits the value \( R = 0 \), and a “downstate” of the network follows, where the activation of the neurons is controlled only by the external input \( h \) and the activity recovery can take a long time if \( h \) is small. On the right, conversely, \( N \gg \sigma_{RR} \), and the dynamics becomes “continuous”, as in the previous case. Finally, near the critical point, for \( w_0 = 0.1 \) (lower row), the normalized variance is \( \sigma_{RR} \approx 4.6 \times 10^7 \), therefore the dynamics is characterized by avalanches up to \( N = 10^5 \) and above.

This qualitative analysis suggests that the occurrence of the avalanche activity in dynamics of the stochastic WCM is indeed related to the presence of a critical point. If the system is moved away from the critical point, this kind of behaviour persists as long as the size of the system is small enough and disappears for larger sizes. More precisely, the system size must be smaller than the squared coefficient of variation of the firing rate. In this case, fluctuations of the firing rate are much larger than the mean value and the dynamics becomes avalanche-like.

Avalanche dynamics

The above conclusions are strengthened by the quantitative analysis of the avalanche dynamics. We study the distribution of avalanches in the WCM simulated by the Gillespie algorithm [23] (see Methods). We implement two different procedures to define an avalanche and we start discussing the statistics of avalanches defined by the discretization in time bins of the temporal signal. More precisely, we divide the time in discrete bins of width \( \delta \) and identify an avalanche as a continuous series of time bins in which there is at least one spike (i.e., a transition of one neuron from a quiescent to an active state). The size of the avalanche is defined as the total number of spikes, while the duration is the number of time bins of the avalanche multiplied by the width \( \delta \) of the bins.

In Fig. 4 we show the dependence of the size and duration distribution functions on the time bin \( \delta \), for \( w_0 = 0.1 \), \( h = 10^{-6} \), \( N = 10^6 \). The behaviour of the distribution for small and large avalanche sizes is separately evidenced in Fig. 4A,B. We notice that at small sizes the slope of the curves strongly depends on the bin width, as well evidenced also in experimental data. Conversely, at large sizes all the curves exhibit a slope quite independent of the bin width, according to the power-law dependence \( P(S) \sim S^{\gamma_s} \) with

\( \gamma_s \neq 0 \).
Fig 3. Firing rate for neuron at the critical point and far from it. Firing rate measured in numerical simulations as a function of time for $w_E + w_I = 13.8$, $h = 10^{-5}$. Upper row: $w_0 = 1$, middle row: $w_0 = 0.2$, lower row: $w_0 = 0.1$, left column: $N = 10^3$, right column: $N = 10^5$. Blue lines represent the firing rate of the network, while gray dots represent single neuron spikes. Red lines show the value of the firing rate $R_0$ at the fixed point of the dynamics. Note that this value can be quite different from the mean firing rate (green lines), when large non linear effects are present.

an exponent $\tau_S$ very close to $-3/2$. Analogously, in Fig. 4C,D the distribution of avalanche durations exhibits a scaling $P(T) \sim T^{\tau_T}$ with an exponent $\tau_T \sim -2$, which is very robust with the bin width. In Fig. 4E we show the values of both exponents with error bars that best fit the data using the estimator introduced by Clauset et al. [24] (see Methods). It is evident that, if exponents are evaluated restricting the procedure to the large avalanche regime, their value converges to the expected exponents of the mean field branching process universality class, independently of the bin size [5]. This observation suggests that an underlying mechanism of marginal propagation of neural activity could be responsible for the avalanche behaviour.

As expected for critical phenomena in finite systems, at the critical point the power-law behaviour of the avalanche size distribution function presents an exponential
Fig 4. Size and duration avalanche distributions. (A) Distribution function of the avalanche sizes on the whole observed range. (B) Distribution function of the avalanche sizes on the region where robust power law behaviour is observed. (C) Distribution function of the avalanche duration as a function of the number of bins. (D) Distribution function of the avalanche duration as a function of time. Parameters $w_0 = 0.1, h = 10^{-6}, N = 10^6$. Different curves correspond to different values of the bin width $\delta$, introduced to define the avalanche (see Methods). (E) Exponents of size and duration distributions, with error bars, computed using the estimator introduced in [24,25], for different values of the lower bound of the fitting window. Error bars are not shown if they are smaller than the symbol size. (F) Size distribution function of the avalanches for $w_0 = 0.1, h = 10^{-6}$, and different values of the system size $N = 10^3 - 10^7$. As expected for a critical behaviour in finite systems, the exponential cut-off scales with $N$. 

Alternative definition of avalanches: role of the threshold

In order to investigate the robustness of the observed scaling behaviours, we study the avalanche statistics implementing a different definition of avalanche, which is based on
the analysis of the continuous temporal signal of the firing rate. We set a fixed threshold value $\Theta$, and define the avalanche as an interval of time in which the firing rate is continuously above the threshold. The duration of the avalanche is the width of the time interval, while the size can be defined in three different ways: 1) as the total number of spikes observed in the time interval; 2) as the integral of the firing rate in the time interval; 3) as the integral of the difference between the firing rate and the threshold value. Definitions 1) and 2) give quite similar results, because the total number of spikes is proportional to the integral of the firing rate apart from small fluctuations. Figs. 5A,B show the distributions of avalanche size and durations, defined with $\Theta = 0$. We used definition 2 or 3 (they coincide in the case of $\Theta = 0$) to measure the size of the avalanches. The exponents obtained with this procedure fully agree with the ones obtained by temporal binning, and are therefore those of a mean field branching process.

**Fig 5.** Avalanche size and duration distributions measured from the analysis of the continuous time series of the firing rate signal. The avalanche is defined as a continuous interval of time in which the firing rate is greater than a zero threshold and its duration is the width of the time interval. (A) Distribution function of the avalanche sizes. (B) Distribution function of the avalanche duration. Parameters: $w_0 = 0.1$, $h = 10^{-6}$, $N = 10^6$. Exponents of size and duration distributions, computed using the estimator introduced in [24,25] with lower bounds of the fitting windows $S_{\text{min}} = 10$, $t_{\text{min}} = 10$ ms, are $\tau_S = 1.54 \pm 0.03$, $\tau_T = 2.04 \pm 0.04$.

However, as recently pointed out in [26], for continuous-time signals, the introduction of a finite threshold value in the definition of avalanches can lead to different scaling regimes. In order to verify this point, we consider the case of finite thresholds, $\Theta > 0$. In our analysis, we consider as threshold the mean firing rate, $\Theta = \langle R \rangle$. For $w_0 = 0.1$ and $h = 10^{-6}$ the mean firing rates fall within the interval from 0.63 Hz for $N = 10^3$ to 0.54 Hz for $N = 10^6$ (the firing rate at the fixed point is $R_0 = 0.316$ Hz), while for $w_0 = 0.2$ and $h = 10^{-3}$ the mean firing rates take value in the interval from 11 Hz for $N = 10^3$ to 50 Hz for $N = 10^6$ (the firing rate at the fixed point is $R_0 = 50.3$ Hz).

In Fig. 6 we show the size and duration distributions for $w_0 = 0.1$ and $h = 10^{-6}$. The sizes were measured with the definition 3, that is as the integral of the difference between the firing rate and the threshold. The observed power-law exponent for the sizes is $-4/3$, while the exponent for the durations is $-3/2$, as expected for a random walk or Ornstein-Uhlenbeck process [26].

Moreover, in Fig. 7 we show the size distribution measured according to the definition 2, that is as the integral of the firing rate, therefore integrating also the area below the threshold. In this case, consistently with what observed in [26], one finds also for the size distribution an exponent equal to $-3/2$, as for the duration distribution.

Our analysis confirms the warning resulting from the discussion presented in [26]: The introduction of a threshold can lead to an uncorrect evaluation of the scaling.
Fig 6. Avalanche size and duration distributions measured from a finite threshold. (A) Size distribution and (B) duration distribution according to definition 3 for $w_0 = 0.1$ and $h = 10^{-6}$.

behavior. In the present case, choosing the threshold $\Theta = 0$ allows us to recover the same scaling exponents obtained from the alternative definition of avalanche built on the time binning, in the universality class of the mean-field branching process. On the other hand, a different choice of $\Theta$ hides this scaling and reveals a behaviour similar to the simple random walk model.

Fig 7. Avalanche size distributions measured from a finite threshold. Distribution of the sizes according to definition 2 for $w_0 = 0.1$ and $h = 10^{-6}$.

Temporal correlation functions

In order to complete the description of the critical behaviour shown by the WCM, we focus here on the temporal correlation function of the firing rate simulated by the Gillespie algorithm. At each time we compute the mean total activity $\Sigma = (k + l)/2N$ and the difference $\Delta = (k - l)/2N$. We focus on the correlation function of the mean firing rate $R = (1 - \Sigma) f[w_0 \Sigma + (w_E + w_I) \Delta + h]$ in the stationary state

$$C_{RR}(t) = \frac{\langle R(t) R(0) \rangle - \langle R(0) \rangle^2}{\langle R(0)^2 \rangle - \langle R(0) \rangle^2}. \quad (10)$$

In Fig. 8 we show the dependence of the correlation function on the number of neurons $N$ for $h = 10^{-6}$ and two values of $w_0$, $w_0 = 0.2$ far from the critical point and $w_0 = 0.1$, corresponding to the critical point for $h \to 0$. In both cases, the correlation function simulated by the Gillespie algorithm (dots) tends to the value predicted by the linear approximation (continuous line) given by Eq. (9) for $N \to \infty$. However for $w_0 = 0.2$, far from the critical point, numerical data reproduce the linear approximation as soon as $N \gtrsim 10^5$, while for $w_0 = 0.1$ the convergence is much slower. In Fig. 9 we
show the dependence of the correlation function on \( h \) for a fixed value of the number of neurons, \( N = 10^7 \). Data confirm that at the critical point (\( w_0 = 0.1 \)) the decay of the correlation function slows down in the limit \( h \to 0 \). As expected, critical slowing down is not observed for \( w_0 = 0.2 \).

Fig 8. Temporal decay of the firing rate autocorrelation, role of the system size \( N \). Time correlation function of the firing rate for several values of \( N \), for \( \alpha = 0.1 \) ms\(^{-1} \), \( \beta = 1 \) ms\(^{-1} \), \( w_E + w_I = 13.8 \), \( h = 10^{-6} \), and \( w_0 = 0.2 \) (A), \( w_0 = 0.1 \) (B). Dots correspond to the correlation function of the model simulated with the Gillespie algorithm, while the continuous line corresponds to the linear approximation, that is valid for large values of \( N \).

Fig 9. Temporal decay of the firing rate autocorrelation, role of the external input \( h \). Time correlation function of the firing rate for several values of \( h \), for \( N = 10^7 \) and \( w_0 = 0.2 \) (A), \( w_0 = 0.1 \) (B), other parameters as in Fig. 8.

The maximum correlation time, obtained from an exponential fit of the long time tail of the functions, is plotted as a function of \( h \) in Fig. 10A for \( w_0 = 0.1 \). For a fixed value of the number of neurons \( N \), the correlation times saturate at a finite value at the critical point \( w_0 = 0.1 \). The value at which the time saturates however increases with the system size, so that the range of agreement of the measured correlation time with the linear approximation prediction extends toward smaller values of \( h \) for increasing \( N \). In the limit \( N \to \infty \) the correlation time is always given by the linear approximation for any value of \( h \), and therefore diverges for \( h \to 0 \). In Fig. 10B we plot the maximum correlation time as a function of \( N \) for \( h = 10^{-6} \) and \( w_0 = 0.1, 0.2 \). It can be observed that the relaxation time saturates to the large value predicted by the linear approximation for \( N \to \infty \) at the critical point \( w_0 = 0.1 \), whereas it decreases to smaller values far from the critical point.

Our analysis of the firing rate correlation function provides further evidence of the critical behaviour occurring in the WCM. In particular, the divergence of the
Discussion

The origin and nature of the power-law behaviour of the spontaneous activity in neural systems is a long-standing open issue. The observation of this dynamics in real systems is widespread, as well as in different models proposed to explain it. Similar scaling behaviour is indeed observed in a variety of integrate and fire neuronal network models, either self-organized, i.e. in absence of a tuning parameter [9], or by adjusting at an appropriate value a relevant parameter [6,11]. The central question in this context is whether scale-free phenomena are the mirror image of a genuine critical behaviour or emerge from non-linear stochastic dynamics. Among different approaches, the stochastic Wilson-Cowan model, formulated in terms of the activity of populations of neurons, describes many interesting phenomena observed in neural dynamics. Moreover, it presents the advantage of the possibility of being analysed not only numerically but, most importantly, by an analytical approach under certain approximations. In previous studies this model was indicated as an example where the emergence of neuronal avalanches in the activity is not associated with a genuine critical point, but rather the byproduct of the network structure with noisy neuronal dynamics [17]. In order to clarify this point, we propose to explore a wider range of the parameter space, focusing on the behaviour of different quantities, as the temporal correlation function of the firing rate, in order to verify if a critical point can be identified, shedding new light on the nature of the phenomenon observed in the model.

The first important remark is that critical behaviour is expected for vanishing external fields. This requirement, together with the limit of very large system sizes, represents the foundation of the symmetry breaking phenomenon originating second order phase transitions. We therefore analyse the analytical solution of the WCM for vanishing $h$ and in a wide range of the parameter values $w_0$, searching for a quantity playing the role of an order parameter. In fact, the linear noise approximation is derived [13,17] in the limit of very large $N$, namely in the thermodynamic limit. The analytical solution evidences that it exists a particular value of the control parameter $w_{0c}$ above which, for vanishing $h$, a second fixed point appears, beside the absorbing state $\Sigma_0 = 0$. In the neighbourhood of this critical value $w_{0c}$, the system activity is...
small allowing for the linearisation of the activation function. Interestingly, the critical value \( w_{0c} = \alpha \beta^{-1} \) is the ratio of two characteristic rates, the disactivation rate \( \alpha \) and the activation one, \( \beta \). Criticality is therefore tuned by the optimal balance between these two (active-inactive) transitions: Below \( w_{0c} \) the disactivation rate is much shorter than the activation rate and the absorbing state attracts the dynamics. Conversely, for very short activation times global activity becomes self-sustained even in absence of external fields.

Within the linear approximation hypothesis, the analytical solution is able to provide a coherent description of the system dynamics in terms of the second order phase transition framework. More precisely, the system firing rate plays the role of the order parameter, going to zero at \( w = w_{0c} \), the correlation time diverges, evidencing the critical slowing down, as well as the fluctuations of the firing rate with respect to the fixed point value. Interestingly, the fixed point value for the variable \( \Delta \) is \( \Delta_0 = 0 \), independently of \( w_0 \). This suggests that the balance of the activity of excitatory and inhibitory neurons is a necessary but not sufficient condition for criticality. However, the dynamic equations (5) are derived under the hypothesis of equal size populations of excitatory and inhibitory neurons, as well as symmetric connection strengths between different populations. Therefore, in order to further investigate in the WCM the role of balance of excitation and inhibition on the activity critical properties, it is necessary to extend the analytical study and generalize the analytical solutions relaxing the above hypothesis.

This analysis offers then a coherent scenario to understand the WCM behaviour and provides as well a tool to infer in which limit the linear approximation fails giving raise to bursty behaviour. More precisely, in order to observe neuronal avalanches, the coefficient of variation, measuring the fluctuations of the order parameter, should be much larger than the system size. In particular, for \( w_0 \gtrsim w_{0c} \) (Fig.3C-D) neuronal avalanches are found for the smaller system size, whereas the linear approximation (continuous behaviour) holds for the larger \( N \). At the critical point (Fig.3E-F), fluctuations are larger than any \( N \) and avalanches are always detected. Analogously, far from the critical point (Fig.3A-B) the linear approximation always holds and avalanches are never found. Interestingly, similar results have been recently found for a different model [27]. Numerical data for the cortical branching model have evidenced, in fact, that the firing rate goes to zero for a specific value of the control parameter (the branching parameter), where the susceptibility diverges as well. As expected, moving away from the critical point these features are no longer found since the system does not satisfy any more the condition of vanishing external fields and the behaviour ceases to be critical.

Having clarified under which conditions critical behaviour is to be expected, we address next the issue of the scaling behaviour of neuronal avalanches. The determination of critical exponents in experimental systems represent an important challenge in terms of the appropriate tools to identify each avalanche. Common approaches implement the discretization of the temporal signal in bins. This approach leads to exponents varying with the bin size, as a consequence the optimal bin is identified with the one leading to a branching ratio equal to one, signature of a critical branching process [4]. Alternatively, a threshold in the amplitude of the signal can be chosen, defining as avalanche size the area delimited by the signal above threshold. A recent study has shown that special care must be taken implementing this method, in order to get the right critical exponent values [26]. In the present study we implement both approaches to identify the avalanche size, in order to verify the existence and robustness of the universal scaling behaviour. Numerical simulations by the Gillespie algorithm are very efficient numerically and allow the study of very large system sizes. This advantage turned up to be crucial in identifying an interesting scaling behaviour of...
the distributions for very large avalanche sizes. More precisely, by monitoring the value of the exponents as function of the bin size, without imposing any additional requirement, we evidence that, as expected, $\tau_S$ and $\tau_T$ depend on the bin size for moderate values of $S$, however for large avalanche sizes, $S > 10^3$, the scaling of the distribution becomes independent of $\delta$. This surprising result, evidenced only because the analysis explored seven decades of $N$ values, is in line with what expected from critical phenomena. Indeed, the critical slowing down at the critical point implies the absence of a characteristic time. By rescaling the time variable by a finite $\delta$ the temporal signal should be self-similar and therefore $\delta$-independent. Most importantly, the extension of the scaling regime correctly scales with the system size. This behaviour can be then considered as a further confirmation of the critical nature of the activity in absence of external fields. The universality class of the scaling behaviour for large avalanche sizes is in agreement with the mean field branching model universality class. Moreover, we confirm that the alternative definition of avalanches, implementing a threshold in the signal amplitude, can indeed lead to wrong exponent values. In fact, we recover the expected behaviour only for vanishing threshold, whereas for finite thresholds the signal behaves as an Ornstein-Uhlenbeck process. This is an interesting observation since it suggests that neglecting regions in the signal with small amplitudes provides a signal typical of an uncorrelated process, in contrast with the feature of the whole neural activity.

The analytical calculation of the firing rate correlation function confirms the existence of a critical value for the control parameter, $w = w_{0c}$, where the correlation time diverges for vanishing external fields in the linear approximation. Numerical simulations confirm that at the critical point the correlation function tends to the linear approximation behaviour in the limit of very large $N$, with a correlation time which remains finite far from $w_{0c}$ and increases with $N$ at the critical point. This temporal relaxation behaviour, evidence of the critical slowing down, confirms the critical features of the firing rate activity. In conclusion, we confirm that the WCM model, able to reproduce a variety of complex features of neuronal activity, as oscillations and noisy limit cycles [28], exhibits critical behaviour at a specific value of the tunable parameter in the thermodynamic limit and for vanishing external fields.

Methods

Stability of the fixed points

From Eq. (6) one has that, for $h = 0$, the fixed point $\Sigma_0 = 0$ is unstable if $w_0 > w_{0c}$ and stable if $w_0 < w_{0c}$, where $w_{0c} = \alpha/\beta$. Near the transition $h = 0$, $w_0 = w_{0c} = \alpha/\beta$, assuming both $h$ and $\Sigma_0$ are small, so that a linear approximation of the hyperbolic tangent can be considered, Eq. (6) becomes

$$\beta w_0 \Sigma_0^2 + (\alpha - \beta w_0 + \beta h) \Sigma_0 - \beta h = 0.$$ (11)

The only acceptable solutions are those with $\Sigma_0 \geq 0$. Since the first and third coefficient have opposite sign, for $h > 0$ there is always exactly one acceptable solution. For $h = 0$, there is always a solution $\Sigma_0 = 0$. When $w_0 \leq w_{0c}$ this is the only acceptable solution, while for $w_0 > w_{0c}$ we have also the solution $\Sigma_0 \simeq (w_0 - w_{0c})/w_0$ at first order in $w_0 - w_{0c}$. To investigate the stability of the fixed point, we have to consider the sign of the eigenvalues of the Jacobian, that is $\tau_1$ and $\tau_2$ given by Eq. (8). These can be written also as

$$\tau_1^{-1} = (1 - \Sigma_0)^{-1} \left[\alpha - \beta w_0 (1 - \Sigma_0)^2 + \alpha^2 \Sigma_0 w_0 / \beta\right],$$ (12a)

$$\tau_2^{-1} = \alpha (1 - \Sigma_0)^{-1}.$$ (12b)
Note that the expressions (12) are exact. Therefore, eigenvalue $\tau^{-1}_2$ is always positive. At the fixed point $\Sigma_0 = 0$, $\tau^{-1}_1 = \beta(1 - \Sigma_0)^{-1}(w_0 - w_0c)$, namely it is positive for $w_0 < w_0c$ (fixed point is stable) and negative for $w_0 > w_0c$ (fixed point is unstable). For $w_0 > w_0c$ and at the fixed point $\Sigma_0 \simeq (w_0 - w_0c)/w_0$, one has $\tau^{-1}_1 \simeq \beta(1 - \Sigma_0)^{-1}(w_0 - w_0c)$ at first order in $w_0 - w_0c$, so that $\tau_1$ is positive and the fixed point is stable.

### Analytic expressions of variances and correlation functions

The covariance matrix $\sigma$ of the system (7) has elements $\sigma_{ij} = \langle \xi_i(0)\xi_j(0) \rangle$ with $i, j = (\Sigma, \Delta)$, where $\langle \cdot \cdot \cdot \rangle$ denotes an average in the stationary state, which satisfy the relation [29]

$$-
\begin{pmatrix}
\alpha \Sigma_0 & 0 \\
0 & \alpha \Sigma_0
\end{pmatrix}
= \mathcal{M}\sigma + \sigma\mathcal{M}^T,
$$

where $\mathcal{M}^T$ denotes the transpose matrix of

$$\mathcal{M} = \begin{pmatrix}
-1/\tau_1 & w_{tt} \\
0 & -1/\tau_2
\end{pmatrix}.
$$

Solving Eq. (13) one obtains

$$\sigma = \frac{\alpha \Sigma_0}{2} \begin{pmatrix}
\tau_1 \left(1 + \frac{w_{tt}\tau_1^2}{\tau_1 + \tau_2^2} \right) & \frac{w_{tt}\tau_1^2}{\tau_1 + \tau_2^2} \\
\frac{w_{tt}\tau_1^2}{\tau_1 + \tau_2^2} & \tau_2
\end{pmatrix}.
$$

The inverse matrix $\sigma^{-1}$ then reads

$$\sigma^{-1} = \frac{2}{\alpha \Sigma_0} \frac{\tau_1 + \tau_2}{2\tau_1 \tau_2 + \tau_2^2 + \tau_1^2(1 + w_{tt}^2)}
\times \begin{pmatrix}
\tau_1 + \tau_2 & -w_{tt}\tau_2 \\
-w_{tt}\tau_2 & \tau_1 + \tau_2 + w_{tt}^2 \tau_1 \tau_2
\end{pmatrix}.
$$

The elements of the time correlation matrix $C(t)$ are obtained from the equations [29]

$$C_{ij}(t) = (e^{\mathcal{M}t})\sigma_{ij}.
$$

The matrix $\mathcal{M}$ has eigenvalues $(-1/\tau_1, -1/\tau_2)$ and eigenvectors $(1, 0)^T$ and $(-w_{tt}\tau_1 \tau_2/(\tau_1 - \tau_2), 1)^T$. Diagonalizing $\mathcal{M}$, one obtains the matrix exponential

$$e^{\mathcal{M}t} = \begin{pmatrix}
1 & -\frac{w_{tt}\tau_1^2}{\tau_1 - \tau_2} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
e^{-t/\tau_1} & 0 \\
0 & e^{-t/\tau_2}
\end{pmatrix}
\times
\begin{pmatrix}
1 & -\frac{w_{tt}\tau_2^2}{\tau_1 - \tau_2} \\
0 & 1
\end{pmatrix}^{-1}
\begin{pmatrix}
e^{-t/\tau_1} & -\frac{\tau_1 \tau_2 w_{tt} (e^{-t/\tau_1} - e^{-t/\tau_2})}{\tau_1 - \tau_2} \\
0 & e^{-t/\tau_2}
\end{pmatrix}.
$$

Note that in the case of $\tau_1 = \tau_2$ the upper right element in the above matrix becomes $te^{-t/\tau_1}$. Next, from Eq. (17), one obtains the explicit expressions for the
cross-correlation functions

\[ C_{\Sigma\Sigma}(t) = \frac{\alpha \Sigma_0 \tau_1^2 \tau_2^2}{2(\tau_2^2 - \tau_1^2)} \times \left[ (\tau_1^{-1} - \tau_1 \tau_2^{-2} - \tau_1 w^2_H) e^{-t/\tau_1} + \tau_2 w^2_H e^{-t/\tau_2} \right] \]

\[ C_{\Sigma\Delta}(t) = \frac{\alpha \Sigma_0 \tau_1 \tau_2^2 w_H}{2(\tau_2^2 - \tau_1^2)} \left[ 2 \tau_1 e^{-t/\tau_1} - (\tau_1 + \tau_2) e^{-t/\tau_2} \right] \]

\[ C_{\Delta\Sigma}(t) = \frac{\alpha \Sigma_0 \tau_1 \tau_2^2 w_H}{2(\tau_1 + \tau_2)} e^{-t/\tau_2} \]

\[ C_{\Delta\Delta}(t) = \frac{\alpha \Sigma_0 \tau_2}{2} e^{-t/\tau_2}. \]

Within the linear approximation valid in the limit of large number of neurons that we are here considering, and in the stationary state when the deterministic components have relaxed to the attractive fixed point, the firing rate (3) can be written as

\[ R(t) = R_0 + N^{-1/2} \xi_R(t), \]

where

\[ \xi_R(t) = R_\Sigma \xi_\Sigma(t) + R_\Delta \xi_\Delta(t), \]

and

\[ R_\Sigma = \left. \frac{\partial R}{\partial \Sigma} \right|_{\Sigma_0, \Delta_0} = w_0 (1 - \Sigma_0) f'(s_0) - f(s_0) = \alpha - \tau_1^{-1}, \]

\[ R_\Delta = \left. \frac{\partial R}{\partial \Delta} \right|_{\Sigma_0, \Delta_0} = (w_E + w_I) (1 - \Sigma_0) f'(s_0) = w_H, \]

are the derivatives of \( R \) computed at the fixed point. The correlation function of \( \xi_R(t) \) is therefore given by

\[ \langle \xi_R(t) \xi_R(0) \rangle = R_\Sigma C_{\Sigma\Sigma}(t) + R_\Sigma R_\Delta [C_{\Sigma\Delta}(t) + C_{\Delta\Sigma}(t)] + R_\Delta^2 C_{\Delta\Delta}(t). \]

The variance of \( R \) can then be computed as \( \langle (R - R_0)^2 \rangle = N^{-1} \langle \xi_R(0)^2 \rangle \) (note the factor \( N \) appearing due to the definition 23), and \( \sigma_{RR} = N \langle (R - R_0)^2 \rangle = \langle \xi_R(0)^2 \rangle \), so that

\[ \sigma_{RR} = R_\Sigma^2 \sigma_{\Sigma\Sigma} + 2 R_\Sigma R_\Delta \sigma_{\Sigma\Delta} + R_\Delta^2 \sigma_{\Delta\Delta}, \]

where \( \sigma_{\Sigma\Sigma}, \sigma_{\Sigma\Delta} \) and \( \sigma_{\Delta\Delta} \) are the elements of the covariance matrix (15).

**Numerical simulation methods**

The network dynamics is simulated as a continuous-time Markov process, using the Gillespie algorithm [23]. More precisely, the steps of the algorithm are the following: 1) for each neuron \( i \) we compute the transition rate \( r_i; r_i = \alpha \) if neuron \( i \) is active, or \( r_i = f(s_i) \) if it is quiescent; 2) we compute the sum over all neurons \( r = \sum_i r_i \); 3) we draw a time interval \( dt \) from an exponential distribution with rate \( r \); 4) we choose the \( i \)-th neuron with probability \( r_i/r \) and change its state; 5) we update the time to \( t + dt \).

For a very large number of neurons \( N \gg 10^7 \), we optimized the numerical computation by simulating directly the Langevin equation (4), with a fixed time step \( dt = 10^{-3} \) ms. In Fig. (11) we show that the two simulation methods coincide perfectly for \( N = 10^7 \).
Fig 11. Equivalence of different numerical simulation methods. Comparison between the correlation function calculated by the Gillespie algorithm (red dots) and fully non-linear Langevin equation (blue line), for $N = 10^7$, $w_0 = 0.1$, $h = 10^{-6}$.
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