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Abstract 
 
Methodological advances in conformation capture techniques have fundamentally changed 
our understanding of chromatin architecture. However, the nanoscale organization of 
chromatin and its cell-to-cell variance are less studied. By using a combination of high 
throughput super-resolution microscopy and coarse-grained modelling we investigated 
properties of active and inactive chromatin in interphase nuclei. Using DNase I 
hypersensitivity as a criterion, we have selected prototypic active and inactive regions from 
ENCODE data that are representative for K-562 and more than 150 other cell types. By using 
oligoFISH and automated STED microscopy we systematically measured physical distances 
of the endpoints of 5kb DNA segments in these regions. These measurements result in high-
resolution distance distributions which are right-tailed and range from very compact to almost 
elongated configurations of more than 200 nm length for both the active and inactive regions. 
Coarse-grained modeling of the respective DNA segments suggests that in regions with high 

DNase I hypersensitivity cell-to-cell differences in nucleosome occupancy determine the 
histogram shape. Simulations of the inactive region cannot sufficiently describe the 
compaction measured by microscopy, although internucleosomal interactions were elevated 
and the linker histone H1 was included in the model. These findings hint at further 
organizational mechanisms while the microscopy-based distance distribution indicates high 
cell-to-cell differences also in inactive chromatin regions. The analysis of the distance 
distributions suggests that direct enhancer-promoter contacts, which most models of 
enhancer action assume, happen for proximal regulatory elements in a probabilistic manner 
due to chromatin flexibility. 
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Background 
For almost one hundred years it has been known that interphase chromatin can be 
distinguished by means of light microscopy into less dense euchromatin and denser packed 
heterochromatin (1, 2). Later it became clear that nucleosomes are the basic building blocks 
organizing DNA packaging and are therefore central to the organization of chromatin (3). 
Groundbreaking electron microscopic studies showed the tight interaction between 
nucleosomes and DNA forming an 11 nm thick fiber (4, 5). Recent work reveals a more 
random, heterogeneous organization of chromatin (6, 7). This view is supported by electron 
microscopic studies and super-resolution fluorescence microscopy that show interphase 
chromatin to be organized in a flexible and disordered structure where regions with higher 
nucleosome density are interspersed with nucleosome depleted regions (8-11). 
The landscape of chromatin states is much more diverse than the originally described eu- 
and heterochromatin suggest. By analyzing genome-wide distribution patterns of chromatin 
associated proteins, posttranslational histone modifications and DNase I hypersensitivity with 

algorithms like ChromHMM and Segway, up to 51 chromatin classes were proposed (12-18). 
DNase I hypersensitivity (DHS) is a criterion that can also be used alone to subdivide 
chromatin in regulatory or active DNA with high DHS as opposed to inactive regions with low 
DHS (19, 20). 
Posttranslational histone modifications of the active chromatin classes, like acetylation, 
usually reduce nucleosome interaction strength and thus produce an open, less densely 
packed chromatin (21-25). Inactive classes are often characterized by methylation marks on 
histone 3 (e.g. H3K9me2/3), which can be bound by the heterochromatic protein 1 (HP1), 
thereby compacting chromatin (26). However, large parts of inactive and more densely 
packed chromatin do not carry significant amounts of posttranslational histone modifications 
(12). Other mechanisms must therefore be responsible for compaction. 
A remarkable feature of chromatin is its dynamic and fluid nature which has been observed 
in several fluorescence imaging studies (27-37) and is the reason for the large cell-to-cell 
variability in the structure of chromatin domains (38). Changes in nucleosome occupancy are 
actively regulated and can drastically affect the 3D genome architecture as it has been shown 
e.g. by the effects of tumor necrosis factor alpha on human endothelial cells (39). Even at the 
level of single nucleosomes, a significant and dynamic cell-to-cell variability can be found 
(40). The recently developed Fiber-seq method reveals that regulatory elements are actuated 
in an all-or-none fashion, thereby replacing a canonical nucleosome (41). In addition to pioneer 
transcription factors, some chromatin remodelers are known to exhibit nucleosome eviction 
activity (42-44). Together, these examples show that, depending on the regulatory context, 
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the number and exact position of nucleosomes in active chromatin of eukaryotes can 
dynamically change. 
Computational studies show a close link between nucleosome positions and the spatial 
organization of chromatin (45) which was explored by applying coarse-grained computer 
simulations by many groups (e.g. (46-48)). These studies demonstrate, for example, that 
different nucleosome repeat lengths are responsible for more open or closed chromatin 
configurations (49). Moving even a single nucleosome can strongly influence the spatial 
organization (50). Thus, including the real length of the different linker DNA into coarse-
grained models is required to obtain realistic results (50).  
In our research, we investigated structural differences between oligoFISH-labeled active and 
inactive 5 kb chromatin segments of prototypical chromatin regions, selected on the basis of 
the presence or absence of DNase I hypersensitivity. By measuring the distance between 
labeled endpoints with systematic 3D STED microscopy and comparing this data with coarse-
grained Monte Carlo simulations (50, 51) we aimed to find underlying organizational 
principles. In active chromatin, simulated data match the microscopic data well, assuming 
cell-to-cell variability in nucleosomal density. For inactive chromatin, the fit between model 

and microscopic measurements was generally lower, indicating additional compaction 
mechanisms that act in parallel to increased internucleosomal energy and the presence of the 
linker histone H1. Regardless of whether chromatin is active or inactive, our results reveal two 
striking features for 5 kb segments: (i) all distance distributions are right-tailed, and 
simulations indicate an underlying cell-to-cell variance in chromatin organization, (ii) 
distributions cover a wide range of distances from less than 50 nm to more than 200 nm.  
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Results  
Chromatin organization of active and inactive chromatin was analyzed in K-562 cells using 
systematic super-resolution microscopy of DNA sequences labeled with oligoFISH probes 
and comparison with simulated 3D chromatin configurations generated by a coarse-grained 
model. The K-562 cell line is well suited for computer simulations as a wealth of information 
like genome-wide ChIP-seq data, comprehensive maps of posttranslational nucleosome 
modifications and nucleosome positioning generated by the ENCODE project are available 
(15, 52). 
 

STED microscopy as a tool to study prototypic chromatin regions on the kb scale 

By using data from the ENCODE project we selected a 20 kb region on chromosome 11 (hg19, 
chr11: 118955404 - 118977871) which exhibits very high hypersensitivity to DNase I not only 
in K-562 (Fig. 1 a), but also in more than 150 other cell types. Moreover, this region is flanked 
up- and downstream by highly active chromatin. For inactive chromatin, the selection criteria 
were analogous: missing DNase I hypersensitivity over 30 kb in 651 investigated cell types 
with over 2 Mb without DHS in K-562 cells. The selected 20 kb inactive region is also located 
on chromosome 11 (hg19, chr11: 55580425 - 55603312) (Fig. 1 b). For each of these 20 kb 
regions 5 oligoFISH probe sets (A, B, C, D, E; Fig. 1 a,b) were designed, dividing the 20 kb 
into four approximately 5 kb long segments from midpoint to midpoint of the respective probe 
set (probe set combinations: AB, BC, CD, DE). Each oligoFISH probe set consisted of 30 
oligonucleotides (directly fluorescently labeled 40mers) covering a region of about 1.5 - 2 kb 
(Fig. 1 a, b). These small genomic distances are expected to result in spatial distances falling 
below the resolution limit of light microscopy (53) which is about 250 nm in the x- and y- 
dimensions and more than 500 nm in z (54). Two-color super-resolution 2D and 3D STED 
microscopy was employed to overcome this limitation. STED microscopy is not prone to any 
chromatic shift if (present case) the different fluorophores are depleted by the same doughnut 

(55). The two-color approach also allows the use of subpixel localization techniques to 
measure distances below the resolution limit of the STED microscope. 
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Fig. 1: FISH probe design for active and inactive region. Both regions are located on 
chromosome 11. (a) The active region contains genes HMBS, H2AFX and DPAGT1. The probe 
sets are almost equally spaced (5.2, 5.3, 5.3, 5.3 kb midpoint to midpoint) and mostly cover DNase 
I hypersensitive sites. (b) The inactive region contains genes for olfactory receptors. The region 
shows no DNase I hypersensitivity and the probe sets are equally spaced (5.1 kb midpoint to 
midpoint). (c, d) Example images show STED detail images of FISH spots in two colors for active 
(c) and inactive (d) (Target 1 in green, target 2 in red). Measured distance of these shown spot 
pairs represents the mean of the population. Plots depict intensity values for both colors along 
lines of interest (white lines). Scale bar = 500 nm  
 

Inactive regions are more compact than active regions  

Recent studies reveal a high cell-to-cell variance of the spatial genome organization (56-58). 
To study the chosen regions, we applied high-throughput 2D STED microscopy to generate 
data with high statistical power characterizing the nanoscale organization of 5 kb segments 
of active and inactive chromatin. For each of the 8 investigated 5 kb segments between 484 
and 1621 single cell measurements were analyzed. The four measured intervals in the active 
chromatin region differ from one another. We found some significant deviations with the 
maximum difference in the median projected distance of 16 nm (p=0.00053, BC versus DE 
and CD versus DE, Wilcoxon rank sum test) (Fig. 2a, Supplementary Table 1). In active 
chromatin, variability of the nanoscale organization is expected since each 5 kb segment is 
composed of different proportions of exons, introns, enhancers and other regulatory 
sequences. Surprisingly, we also found highly significant differences between the 
investigated intervals in inactive chromatin. We expected much less difference in compaction 
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because inactive chromatin is expected to be more uniform as it does not harbor active 
regulatory elements and nucleosome occupancy is not modified by transcriptional activity 
(Fig. 2b, Supplementary Fig. 1). The maximum difference in the median projected distance 
was 12 nm within the inactive chromatin group (p<0.0001, AB versus DE, Wilcoxon rank sum 
test, Supplementary Table 1).  
However, since the differences within the active and inactive regions are small, they were 
pooled to show the overall length distribution of each chromatin class. The median projected 
distance between two FISH spots flanking a typical 5 kb interval of active chromatin is 82 nm, 
and 55 nm in inactive chromatin (Fig. 2 c). Shorter double spot distances indicate a higher 
degree of chromatin compaction whereas larger distances suggest less compaction. Thus, 
data from our measurements are in line with published data showing active chromatin to be 
less compacted compared to inactive chromatin (59). As expected, the distributions of the 
FISH spot distances of active and inactive chromatin differ significantly as shown in a 
cumulative distribution plot (Fig. 2 c, p<2x10-16, Wilcoxon rank sum test, Supplementary Table 
1).  

 
Fig. 2: 2D STED distance measurements showed that the inactive region is more compact 
than the active region (a) Boxplot for the active region for all four measured intervals (AB: n=672, 
BC: n=540, CD: n=484, DE: n=566, n=number of single-cell measurements pooled from three 
independent replicates). (b) Boxplot for the inactive region for all four measured intervals (AB: 
n=1585, BC: n=1621, CD: n=1200, DE: n=1395, n=single-cell measurements from three 
independent replicates). (c) All data from active (a) and inactive (b) were pooled to generate a 
cumulative distribution. The cumulative distribution of measured distances showed differences in 
distributions between active (red) and inactive (blue). The median is the value at the 50 % 
proportion (black dashed line). For the active region the median is 82 nm, for the inactive region it 
is 55 nm. 
 
For a more in-depth analysis we selected a 5kb segment for both the active and inactive 

region which are representative of the respective group in 2D STED measurements. We chose 
interval AB for the active region and CD for the inactive region (Fig. 2 a, b). 
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Assigning the input parameters for coarse-grained modeling 

The exact position of nucleosomes is an important input parameter for coarse-grained models 
and strongly affects simulated configurations (50). Nucleosomal positioning can be 
determined by micrococcal nuclease digestion followed by deep sequencing (MNase-seq) 
(60). Here we used ENCODE MNase-seq tracks of K-562 cells which are derived from cell 
populations and therefore often show a seemingly overlapping nucleosome pattern (UCSC 
Accession: wgEncodeEH000921, GEO Accession: GSM920557). These data are unsuitable 
for our coarse-grained model, as it requires non-overlapping unique nucleosome positions as 
input. Therefore, we computed the most probable non-overlapping nucleosome populations 
by applying the NucPosSimulator (61). Experimentally derived nucleosome occupancy and 
the computed most probable nucleosome positions of active region AB and inactive region 
CD are shown in Fig. 3 a and b. Nucleosome positions of the respective flanking regions can 
be found in Supplementary Fig. 1. For the nucleosomal repeat length (NRL) of chromosome 
11 we calculated a mean value of 183.4 +/- 66.3 bp applying NucPosSimulator (Fig. 3 c) (for 
calculation details see Methods section). The mean NRL of the active (AB) and inactive (CD) 
region studied in detail is 179.6 bp and 179.1 bp, respectively (Fig. 3 d). Both values are in 
the range of the NRL of chromosome 11. 
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Fig. 3: Nucleosome positions and nucleosome repeat length were calculated using the 
NucPosSimulator. Nucleosome positions (red boxes) for Active AB (a) and Inactive CD (b) based 
on MNase-seq occupancy tracks (black line). Blue lines indicate start and end of the investigated 
loci. Numbers in boxes indicate the ranking of the 5 nucleosomes with the lowest binding 
probability. (c) Mean values of the NRL of a sliding window of the size 30000 bp. Values larger 
than 300 and windows with fewer than 3 nucleosomes were omitted. The mean NRL for 
chromosome 11 was 183.4 +/- 66.3 bp. (d) Investigated active and inactive regions as marked in 
the plot (arrows in c) have a mean of 179.6 bp and 179.1 bp, respectively (black x). 
 
The internucleosomal energy is another important parameter in all coarse-grained models and 
depends on the solvent (62) and histone modification (58). Literature values for this energy 
range from 3 to 10 kT (58, 63, 64). Nucleosomes containing unmodified histones have a higher 
interaction energy, whereas modifications like acetylation weaken internucleosomal 

interactions (58). Since the inactive chromatin examined here does not exhibit significant 

histone modifications (Supplementary Fig. 1 b), we have used a value from the upper range 
of the literature values (8 kT) to simulate this chromatin type. Conversely, the active region 
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features many posttranslational histone modifications (Supplementary Fig. 1 a), and we thus 
used half the energy (4 kT) to compute the respective configurations. 

 
The nucleosome occupancy varies from cell to cell in active chromatin 

Microscopic data shown so far are 2D data which underestimate the real 3D distances 
between the FISH spots since the cells are expected to be rotated randomly relative to the 
optical axis of the microscope. Only 3D single-cell microscopy allows the study of real 
distances between two spots on a single-cell level and to compare data between microscopy 
and simulation. Therefore, we performed 3D STED measurements which require careful 
correction for refractive index mismatch between immersion fluid of the objective lens and 
the embedding medium (see Materials and Methods). 
The 3D STED measurements for the 5 kb AB interval in the active chromatin region revealed 
distances ranging from < 50 nm to 250 nm with a mean distance of 115 nm (n= 762, Fig. 4 a, 
data of all other segments Supplementary Fig. 2, statistical data in Supplementary Table 2). 
Remarkably, in active chromatin, elongated configurations can be found which results in a 
right-tailed distribution of the microscopic distance measurements. To understand this 
phenomenon better, we performed coarse-grained computer modelling of the nucleosome 
chain with the most probable nucleosome positions. We sampled a statistically relevant 
ensemble of independent 3D configurations in the active region applying our coarse-grained 
model that included elastic and electrostatic properties but excluded volume effects. In order 
to compare the simulated data with the microscopic data, the distances between the 
simulated sequence segments which correspond to those of the microscopic measurements 
were determined. In this way, a distance histogram was generated from the simulated data, 
which can be directly compared to the microscopic data (Fig. 4 b-g). The computed 
distribution was narrower, and the mean distance was about a standard deviation shorter 
than the microscopically measured distribution (Fig. 4 b). 
We hypothesized that under the physiological conditions of the microscopy experiment the 
number of bound nucleosomes varies from cell to cell. This hypothesis was tested by 
computer simulations, where the least probable nucleosomes were removed. To find the 
weakest bound nucleosomes, we analyzed the mean value from the occupancy data 
calculated by NucPosSimulator (weakest nucleosomes are indicated in Fig. 3 a). Next, we 
computed statistically relevant ensembles of 3D configurations by replacing the weakest 
nucleosome by naked DNA (-1, Fig. 4 c). The same was done by replacing two (Fig. 4 d), three 
(Fig. 4 e), four (Fig. 4 f) and five (Fig. 4 g) nucleosomes according to their rank order of binding 
strength. Indeed, a reduction of the total nucleosome number resulted in increasingly larger 
mean distances, but none of the individual distributions were comparable with the 
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microscopically measured distribution. By applying a least squares fit, the different distance 
distributions were combined and resulted in a mixed distance histogram that mimics the 
microscopic data better than each of the underlying histograms as indicated by a reduction 
in the root-mean-square error (Fig. 4 h) (see Materials and Methods). Visualizations of 
simulated chromatin configurations show that both fibers with all nucleosomes and with a 
reduced nucleosome number (-5) can have short and long end-to-end distances (Fig. 4 i, j). 
These configurations show local accumulations of a few nucleosomes connected by stretches 

with low nucleosome occupancy. These structures are remarkably similar to recently published 
light and electron microscopic data of interphase chromatin (10, 65). 

 
Fig. 4: Distance distributions from microscopic experiments and from computer simulations 
of the active region. (a) 3D STED measurements of active AB result in a distance distribution 
ranging from < 50 nm to 250 nm with a mean of 115 nm ± 53 nm (n= 762 single-cell measurements 
from three independent replicates). (b-h) For computer simulations results are shown for the region 
active AB with all nucleosomes (Full) (b), with 1 to 5 nucleosomes replaced by naked DNA (c-g) 
and a combined plot (h). Mean value (red dot) and standard deviation (red line) are shown for each 
distribution. In the combined plot (h) the distributions have the weight 0.411, 0.000, 0.133, 0.000, 
0.126, 0.330 (from all nucleosomes to -5 nucleosomes). (i-j) Example images of simulated 

0.00
0.05
0.10
0.15
0.20
0.25 Microscopic measurement

0.00
0.05
0.10
0.15
0.20
0.25

0 50 100 150 200 250
End-to-end distance [nm]

0.00
0.05
0.10
0.15
0.20
0.25 Full

0.00
0.05
0.10
0.15
0.20
0.25 -�

0.00
0.05
0.10
0.15
0.20
0.25 -�

0.00
0.05
0.10
0.15
0.20
0.25 -�

0.00
0.05
0.10
0.15
0.20
0.25 -�

0.00
0.05
0.10
0.15
0.20
0.25 -�

R
el
at
iv
e
fre
qu
e�
��

Fig. 4: An active chro�atin region can have �i��erent n�c�eo�o�e occ��ancie� in a ce�� �o���ation

a

�

Active A�

c

�

e

�

g

h

62�� nm

2���6 nm

i

�

Active A� F���

Active A� ��

�6�� nm

����� nm

R���� 0.01�Mi�e�

R���� 0.0�

R���� 0.0�1

R���� 0.02�

R���� 0.0�2

R���� 0.0��

R���� 0.0��

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted May 27, 2021. ; https://doi.org/10.1101/2021.05.27.445943doi: bioRxiv preprint 

https://doi.org/10.1101/2021.05.27.445943


 12 

chromatin fibers for active region AB (green nucleosomes) with all nucleosomes (i) and with 5 
nucleosomes less (j) and the adjacent sequences (red nucleosomes). The upper image in (i) and 
(j) shows a configuration resulting in a short end-to-end distance indicated by a white arrow, the 
lower image depicts a large end-to-end distance. RMSE: root-mean-square error of simulated 
histogram bins in comparison to the measured data. 
 
Inactive region is compacted by various mechanisms 

3D-STED distance histograms of the inactive region CD were compared with simulated data 
by the same strategy as above. The comparison showed that the computed mean distance 
was ~40 nm larger than the microscopically measured one when an attractive 
internucleosomal energy of 4 kT was used for the simulation (Fig. 5 a, b). As argued earlier, 
an increase of the interaction energy to 8 kT seems to be more realistic for simulating inactive 
chromatin. However, this approach delivered configurations with the mean value of the 
simulated distance distribution that are only a few nm shorter (Fig. 5 c). Obviously, additional 
mechanisms compact the inactive chromatin of the investigated region. 
ENCODE data show no pronounced histone modifications or repetitive DNA sequences in the 
inactive region CD, which makes chromatin compaction by binding of Polycomb group 
proteins or heterochromatinization unlikely. Therefore, other mechanisms must be 
considered, such as the binding of linker histone 1 (H1), which has long been known to have 
a chromatin-compacting effect (66). H1 is included in the computer model by different angles 
of the attached linker DNA at the nucleosomes (Kepper et al., 2008). These angles were 
derived by a systematic analysis of data from reconstituted fibers (67). It can be expected 
that details of the angles vary since the chicken linker histone H5, for example, causes 
different angles than human H1 (67). However, all variants of H1 lead to higher chromatin 

compaction. 
In fact, simulations with a stochiometric H1 to nucleosome ratio of 1:1 led to more compact 
configurations. This effect is especially pronounced at 4 kT and weaker in simulations using 
a maximal internucleosomal attraction energy of 8 kT (Fig. 5 d, e). To explore the effects of 
different stoichiometry of H1 we performed computer simulations of a random 50% 
nucleosome binding (1:2). The width of the length distribution is widened only by a small 
amount (Fig. 5 f). Visualizations of exemplary simulated configurations are shown in Fig. 5 g. 
In summary, the efforts to shift the distance distribution to short values were partially 
successful. Larger distances as found in microscopic measurements might be caused by 
weakly bound nucleosomes as in active regions (cf. Fig 3 b). 
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Fig. 5: Distance distributions from microscopic experiments and from computer simulations 
of the inactive region. (a) 3D STED measurement of inactive CD results in a right-tailed distance 
distribution with the mass of the distribution towards shorter distances and a mean of 97 nm ± 52 
nm (n= 1320 single-cell measurements from three independent replicates). (b-f) Computed 
distance distributions with different maximal internucleosomal interactions (4 kT (b, d) and 8 kT (c, 
e, f)), without (b, c) linker histone H1 or with (d, e) H1 (100% of nucleosomes occupied) and a 
random distribution of binding of 50% H1 (f). Mean value (red dot) and standard deviation (red 
line) are shown for each distribution. (g) Visualizations of simulated configurations. 
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Discussion 
By using high-throughput super-resolution microscopy, we studied the nanoscale 
organization of 5 kb chromatin segments which are located in active and inactive chromatin. 
The selected areas are prototypic for the respective chromatin class because patterns of 
prominent or absent DHS spreads over hundreds of kb around the selected region and can 
be found in more than 150 cell types. The nucleosomal repeat length is nearly the same for 
both regions and very close to the mean value of the whole chromosome. Considering the 
great similarity within the four active and four inactive intervals studied here, it can be 
assumed that the structural principles described apply to significant parts of the genome. 
In both active and inactive chromatin, 3D spatial distances between the endpoints of the 5 kb 
segments differ from cell to cell resulting in a broad right-tailed distance distribution with the 
mass of the distribution shifted more to shorter values in inactive chromatin. In contrast, 
simulations with different nucleosome occupancies, changed internucleosomal energies or 
deviations from stoichiometric H1 binding led to far narrower distance distributions. 
Therefore, the large width of the distance distribution seems to be a feature that is caused by 
the summation of cell-to-cell differences in the resulting histogram. 
Unexpectedly, we found very elongated chromatin configurations with 5 kb exhibiting lengths 
of over 200 nm in both active and inactive chromatin. For comparison, a stretched beads-on-
a-string chromatin fiber of 5 kb has a length of 243 nm (68). In simulations with our coarse-
grained model elongated chromatin configurations are more probable if a number of 
nucleosomes is replaced by naked DNA. Therefore, it is important to investigate which 
nucleosomes have the weakest occupancy in our model. Indeed, 8 of the 10 most weakly 
bound nucleosomes in the active region are localized within DHSs (Supplementary Fig. 1 a), 
a result that is consistent with genome-wide measurements (41). 
The perspective of cell-to-cell differences in nucleosome occupancy in active DNA is 
supported by different lines of evidence: (i) while at certain positions nucleosomes are 
positioned with high precision (69), nucleosome positions can vary substantially from cell to 
cell (40, 61), (ii) pioneer transcription factors and chromatin remodeling complexes can 
change nucleosome occupancy (70, 71), (iii) upregulation of genes is known to reduce the 
number of bound nucleosomes (39), (iv) transcription factors compete cooperatively with 
nucleosomes for access to DNA (72, 73), (v) regulatory elements are actuated in an all-or-
none fashion by cooperative binding of transcriptional factors in place of a canonical 
nucleosome (41, 74). 
In our simulation, DNA stretches without nucleosomes are handled as linker DNA with the 
respective elastic and electrostatic properties. However, in a physiological context evicted 
nucleosomes could be replaced by transcription factors as outlined above. Crystal structures 
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show that in humans many TFs do not bend DNA, which also applies to members of the large 
family of TFs with a C2H2 zinc finger motif (75-77). This supports the conclusion that the 
replacement of nucleosomes by transcription factors may lead to an elongation of the DNA 
structure.  
As described earlier, the microscopic measurements of inactive chromatin reveal a 
compaction that can be partially explained by an increase in the strength of internucleosomal 
interactions or by the additional introduction of the linker histone H1. Given the vast number 
of variables and mechanisms affecting nanoscale chromatin organization confidently 
identifying further mechanisms remains a challenge. We speculate that the density of the 
surrounding chromatin, which has not been taken into account in this study and by others, 
may play a role. Microscopic measurements show that the inactive region investigated here 
is expected to be embedded in a more compact chromatin environment (Supplementary Fig. 
3). Indeed, preliminary modeling approaches reveal that the environment has a large influence 
on chromatin packing density. This mechanism might be particularly important for the inactive 
chromatin under investigation here, which lacks significant amounts of posttranslational 
histone modifications and therefore the measured compaction cannot be explained by 

heterochromatization by HP1 or Polycomb protein repression. 
Microscopic data of the inactive region also exhibits elongated chromatin configurations 
(>200 nm) which can be best explained in our model by a reduced nucleosome occupancy 
varying from cell to cell. In fact, the data shown in Fig. 3 b support this hypothesis, as weakly 
bound nucleosomes also exist in inactive chromatin and could therefore explain not only the 
elongated configurations but also the wide distance distribution. Nucleosome eviction is only 
well studied in active chromatin regions, but the results shown here suggest that the 
phenomenon could also occur in inactive chromatin. The underlying mechanisms are most 
likely different from those in active chromatin. However, our interpretation of the data is that 
even inactive chromatin is subject to continuous reorganization. 
An extensive body of literature (for review see (78)) on chromatin architecture focuses on the 
formation of chromatin loops bringing regulatory elements into close contact and thus 
regulating gene expression. Distances below which an enhancer is thought to activate a 
promotor range from less than 150 nm (53) to 300 nm (79). Here we show by high-throughput 
microscopy of human chromatin that in active regions more than 45% of the 5 kb endpoints 
approach to less than 100 nm whereas in inactive chromatin this is the case in more than 60 
% of the cells (value derived from data of Fig. 4 a and 5a). Interestingly, also inactive chromatin 
that does not have any active binding sites for regulatory factors shows significant incidents 
of end-to-end contacts. Apparently, thermodynamically driven spontaneous movements can 
bring regulatory elements into close contact with their promoters that are only a few kb distant 
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from one another. Considering that 142.000 proximal enhancer-like elements can be found in 
the human genome at a distance of less than 2 kb (80), these spontaneous movements of 
chromatin could significantly influence gene regulation. 
 

Conclusion 
Super-resolution microscopy of oligoFISH-labeled DNase I hypersensitive and insensitive 
interphase chromatin provides insights into its nanoscale organization. To this end, 
systematic measurements of physical distances between FISH labels separated by 5 kb of 
DNA were performed which revealed right-skewed distance distributions in both chromatin 
classes. In active chromatin, the labeled segments come closer than 100 nm in more than 
45% of the investigated cells, a value that could be of importance for models of interactions 

between proximal promoters and enhancers. However, elongated configurations with 
distances larger than 200 nm were also found in active chromatin. Coarse-grained computer 
models demonstrated that elongated chromatin configurations are more likely when the 
nucleosome occupancy is reduced. The models reproduced microscopic data best when a 
cell-to-cell variability in nucleosome occupancy was assumed which is in agreement with a 
recent study using chromatin fiber sequencing. Microscopic measurements of inactive 
chromatin reveal more compact chromatin, with simulations of this region suggesting a 
combination of different compaction mechanisms. Surprisingly, elongated chromatin 
configurations also exist in more compact, DNase I-insensitive genomic regions. 
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Material & Methods 
Key resources table  

Reagent type 
(species) or 
resource 

Designation Source or reference Identifiers 

Cell line (H. 
sapiens) K-562 ATCC® (received via 

Stamatoyannopoulos lab) CCL-243™ 

Reagent RPMI-1640 medium Sigma R8758 
Reagent Penicillin/Streptomycin Sigma P4333 
Reagent Fetal bovine serum Sigma F7524 

Reagent 16% Formaldehyde, methanol-
free, ultra-pure Polysciences 18814-20 

Reagent Dulbecco’s Phosphate 
buffered saline (DPBS, 1x) Sigma D8537 

Reagent Poly-L-lysine Sigma P1399 

 High-precision coverslips (1.5, 
18x18 mm) (Marienfeld) Carl Roth LH22.1 

Reagent DPBS (10x) (Gibco) Thermo Fisher Scientific 14200075 
Reagent Dextran Sulfate Sigma D6001 
Reagent Formamide Amresco 0606 
Reagent Fixogum rubber cement Marabu  
Reagent 20x SSC (Invitrogen) Thermo Fisher Scientific AM9763 
Reagent DAPI Sigma D9542 
Reagent MOWIOL (81)  
Reagent SiR-DNA Spirochrome SC007 
Software Abberior Imspector Abberior Instruments versions 0.13 

and 14.0 
Software Fiji (82)  
Software R studio (83) ver. 1.3.1056 
Software Python 3 (84)  

 

Experimental model and subject details 

Cell culture of K-562 cells. Human erythroleukemia K-562 cells were grown in RPMI-1640 

medium (Sigma) supplemented with 10% FBS (Sigma) and 1% v/v penicillin/streptomycin 
(Sigma) in cell culture flasks. Cells were cultured at 37°C in 5% CO2 and regularly tested for 
mycoplasma contamination.  

 

Selection criteria for regions used in this study. From the UCSC Genome browser 

(http://hgdownload.soe.ucsc.edu/goldenPath/hg38/database/), we downloaded the hg38 
coordinates of centromeres, segmental duplications ("super dups"), and short tandem 
repeats ("RepeatMasker"). From the Gencode Genes project website, we downloaded 
version 37 of "basic" gene annotations for the 24 chromosomes in hg38 coordinates 
(ftp://ftp.ebi.ac.uk/pub/databases/gencode/Gencode_human/release_37/gencode.v37.basic
.annotation.gtf.gz). From the Gencode file, we extracted the coordinates of gene bodies for 
genes annotated at level 1 or 2 for which at least one transcript is annotated at level 1 or 2 
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with a transcript support level of 1 or 2; this curated list of gene bodies comprises the "genic 
regions" in what follows. To assess chromatin accessibility across diverse cell and tissue 
types, we used the "Index" of (19) derived from DNase I hypersensitive regions called at FDR 
0.1% in 733 diverse biosamples, and to assess accessibility in K-562 cells, we used regions 
called via the program hotspot2 at FDR 0.1% from the alignment file downloadable from 
https://www.encodeproject.org/files/ENCFF591TEM/. 
To identify inactive regions, we took all genomic regions between successive elements in the 
Index, and the regions between the first and last Index elements on each chromosome and 
their respective ends of the chromosome. From these, we subtracted centromeric and genic 
regions, and retained all resulting regions with widths of at least 25 kb across which over 80% 
of the sites are uniquely mappable by 36mers and over 80% lie outside regions of segmental 
duplications. From these remaining regions, we chose the one that was overlapped the least 
by RepeatMasker elements. This region, chr11:55,810,260-55,840,940, stood out because 
less than 26.9% of it is overlapped by RepeatMasker elements; over 62% of each of the 
remaining candidate inactive regions are overlapped by RepeatMasker. 
To identify active regions, we started by partitioning each chromosome into 50-kb segments, 

starting at the "left" end of each chromosome, and later repeating this 50-kb partitioning with 
an offset of 25kb into each chromosome. We restricted the 50-kb segments to those that are 
at least 50% overlapped by Index elements and overlapped <35% by RepeatMasker 
elements and not overlapped by any segmental duplications. We further restricted these to 
50-kb regions fully containing an Index element present in 732 or 733 diverse biosamples and 
a strong (maximally-scoring) DNase I hypersensitive region in the K-562 biosample. We 
ranked the remaining 50-kb segments in descending order by the percentages by which they 
are overlapped by Index elements and considered their genic content and the degree to which 
they are overlapped by RepeatMasker elements. The region chr11:119,075,000-119,125,000 
stood out for being spanned by a diverse set of genes. 
In addition, the probe sets were spaced approximately 5 kb (midpoint to midpoint) from each 
other and, for the active region, were mostly placed on DHS peaks. The probe sets were 
designed to span 1.5 – 2 kb. 
The probe sets were also transferred to the hg19 genome assembly by using the UCSC 
genome browser in order to be able to use the publicly available MNase-seq data set 
ENCSR000CXQ from the ENCODE project (see also Preparation and Simulation).  

 

Oligonucleotide probes for STED microscopy. We tiled 30 non-overlapping 

oligonucleotides (40-mers) across each target region (1.5 - 2 kb), selected for uniqueness and 
a higher density than afforded by other published design tools optimized for whole genome 
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coverage or chromosome walking (85-87). For STED microscopy, oligonucleotides were 
labeled with ATTO 594 or ATTO 647N (LGC Biosearch Technologies (Petaluma, CA)). Dye 
conjugation was carried out post-synthesis in a pool via an NHS-ester modification reaction. 
Working stocks of pools of 30 oligonucleotides covering the target regions had a total 
concentration of 10 µM and were diluted further for experiments. For a list of all oligo probes 
used in this study see Supplementary Table 4.  
 

Sample preparation and fluorescence in situ hybridization. Hybridization was carried out 

as previously published with small adaptations (38). In brief, washed K-562 cells were 
resuspended in a small volume of PBS at a density of 1 million cells per ml and cell suspension 
was applied to poly-L-lysine (Sigma P1399) coated glass coverslips (1.5, 18x18 mm, 
Marienfeld). Cells were fixed using an osmotically balanced and methanol-free 4 % 
formaldehyde (Polysciences) solution which has previously been shown to not cause 
detectable nuclear shrinkage (59). The following washing and permeabilization steps were 
carried out according to Bintu et al (38). Coverslips were then inverted onto 8 µl of 
hybridization solution and sealed with rubber cement (Marabu). Slides were placed on a heat 
block set to 81 °C for 3 minutes. The samples were incubated at 37 °C over night (16 – 20 h). 
This protocol uses low hybridization temperatures and short hybridization times which has 
previously been shown to only minimally disrupt chromatin structure on the nanoscale by 
using electron and super-resolution microscopy (59, 88-90). Due to the directly labeled 

primary probes the protocol contains only washing steps on the second day. The samples 
were washed twice with 2x SSC for 15 minutes. Two 7-minute washes in 0.2x SSC/ 0.2 % 
Tween-20 were carried out on a heat block at 56 °C followed by one wash in 4x SSC/ 0.2 % 
Tween-20 at RT. DNA was counterstained with DAPI (100 µg/ml in 2x SSC), followed by two 
more washes in 2x SSC. Coverslips were mounted on microscopic slides with MOWIOL (2.5 
% DABCO, pH 7.0) (modified from (81)), dried for 30 minutes and sealed with nail polish to 
preserve cell morphology and prevent shrinkage of cells. 
 

Sample preparation for FISH and SiR-DNA staining. Samples were prepared the same way 

as for two color FISH. In this case only one probe pool (B for active and inactive region) with 
an ATTO 594 dye label was used for hybridization. Instead of DAPI counterstaining, the 
samples were stained in 2.5 µM SiR-DNA in 2x SSC for 1 h in a humid chamber. 
Subsequently, slides were washed two times with 2x SSC for 5 minutes. Coverslips were 
mounted on microscopic slides with MOWIOL (2.5 % DABCO, pH 7.0), dried for 30 min and 
sealed with nail polish.  
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STED microscopy for FISH two color imaging. Image acquisitions were carried out on a 

3D STED microscope system from Abberior Instruments equipped with two pulsed excitation 
lasers (594, 0.3 mW and 640 nm, 1.2 mW), one pulsed depletion laser (775 nm, 1.2 W) and 
Avalanche photodiodes for detection. A 100x UPlanSApo 1.4 NA oil immersion objective 
(Olympus) was used for all acquisitions. 
The STED hardware was controlled with Python scripts by using the specpy interface to the 
microscope control software Imspector (versions 0.13 and 14.0, Abberior Instruments). To 
find oligoFISH spot pairs confocal dual color 50 µm x 50 µm x 5 µm (for 2D and 3D 
acquisitions) volumes were acquired using 100 µm pinhole, 150 nm pixel size, 250 nm z-
steps, 10 µs pixel dwell time, no line accumulation and excitation laser powers of 18.8% for 
594 nm and 19.3 % for 640 nm. Confocal scans were investigated, points were detected with 
a Laplacian-of-Gaussian blob detector in both channels and nuclear regions exhibiting signals 
in both color channels no more than 5 pixels apart from one another were determined. At 
these points of interest, STED detail stacks (3 µm x 3µm x 1.4µm) were acquired. For 2D STED 
acquisitions, the spatial light modulator (SLM) was used to generate a 2D STED depletion 
pattern and stacks were acquired with 200 nm z steps, 7 planes, 20 nm pixel size, 10 µs pixel 
dwell time, 5x line accumulation, 100 µm pinhole, excitation laser power 53.5% for 594 nm, 
53.5% for 640 nm and 29.6% for 775 nm depletion laser power. For 3D STED acquisitions, 
careful correction for refractive index mismatch between immersion fluid of the microscope 
objective and the cell is crucial. Therefore, immersion oil with a refractive index of 1.522 was 

used for 3D acquisitions. The SLM modulator was set to generate a 3D STED depletion 
pattern and stacks (3 µm x 3 µm x 1.5 µm) were imaged with 60 nm z steps, 25 planes, 45 nm 
pixel size, 10 µs pixel dwell time, 5x line accumulation, 100 µm pinhole, excitation laser power 
53.5% for 594 nm, 53.5 % for 640 nm and 29.6% for 775 nm depletion laser power. The 
process was repeated for the next overview scan. The focus position was updated to the 
plane of maximum intensity in the previous overview image to allow for overnight imaging 
without focus loss. By moving the stage in x and y in a spiral pattern, overview scans followed 
by STED detail scans were acquired until a pre-set amount of time had passed.  
 

STED microscopy for FISH and SiR-DNA co-imaging. Image acquisitions were carried out 

on a 3D STED microscope system from Abberior Instruments described above using a 100x 
UPlanSApo 1.4 NA oil immersion objective (Olympus). The STED hardware was controlled 
with Python scripts as described above. To find oligoFISH spots in 594 nm confocal dual 
color 50 µm x 50 µm x 7 µm volumes were acquired using 100 µm pinhole, 150 nm pixel size, 
10 µs pixel dwell time, no line accumulation and excitation laser powers of 18.8 % for 594 nm 
and 19.3 % for 640 nm. Confocal scans were investigated, points were detected with a 
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Laplacian-of-Gaussian blob detector in the 594 nm channel. At these points of interest, STED 
detail stacks (3 µm x 3 µm x 1.4 µm, 200 nm plane spacing) were acquired using the 594 nm 
laser for excitation. To get the surrounding SiR-DNA signal a 15 x 15 µm (30 nm pixel size, 1 
plane) field of view was acquired around the same points of interest using the 640 nm laser. 
By moving the stage in x and y in a spiral pattern, overview scans followed by STED detail 
scans were acquired until a pre-set amount of time had passed.   

 

STED microscopy image analysis for FISH spot distances. Though the automated data 

acquisition process produced large numbers of images, some of these were of insufficient 
quality for further analysis due to poor signal to noise ratio or spot detection only in one 
channel caused by premature bleaching or sample drift. Therefore, supervised machine 
learning was used as a quality control step to automatically classify STED stacks into ‘good’ 
or ‘bad’. An experienced scientist classified about more than two thousand sum projections 
of oligoFISH STED stacks as “analyzable data” or “not analyzable data”. Features extracted 
from the sum projections of his ground truth dataset were used to train a Random Forest 
classifier that could be used to automatically classify further acquisitions. All machine learning 
was done in Python using scikit-learn (ver. 0.19.1 or earlier). All acquired raw data including 
“good” and “bad” images can be found via  
https://osf.io/zjwxm/?view_only=1ee5eb2fe370422399e41d4e875b8771. 
Detailed spot analysis was performed on the analyzable data to determine the coordinates of 
both FISH spots in their respective STED channels. The algorithm searched for the spot pair 
with the brightest signal and saved their subpixel coordinates for further statistical analysis. 
After a rough spot detection with a Laplacian-of-Gaussian blob detector, subpixel localization 
was performed by fitting a multidimensional Gaussian using the Levenberg-Marquardt 

algorithm. 3D coordinates were transformed into projected 2D coordinates by omitting the z 
coordinate. The code for handling the microscopy data and analysis is available at: 
https://bitbucket.org/davidhoerl/sted-oligofish-analysis  
 

Chromatin environment of single FISH spots. To determine the relative chromatin 

compaction at the FISH spot, a maximum z-projection of the FISH stack was overlaid onto 
the single SiR-DNA plane (scaled with bilinear interpolation to match pixel sizes). In the 
resulting images, the spot position and nuclear outlines were annotated by hand. To reduce 
out-of-focus signal, a rolling-ball (radius=50px) background subtraction was performed on 
the SiR channel. For each image, the quantile of the SiR intensity at the FISH spot location 
with respect to all pixels in the nuclear annotation (smoothed with a Gaussian blur with 
sigma=1px) was determined. The results were visualized as boxplots and statistical 
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significance of differences between inactive and active loci was assessed via a two-sided 
Wilcoxon rank sum test. 
 

3D model 
Since atomistic modelling of chains with many nucleosomes is not possible, coarse-grained 
models are widely used. We applied the simulation procedure as described in Müller et al. 
and we follow the description given there (50). Chromatin is modeled as a chain of segments, 
in which spherocylindrical units describing the nucleosomes are connected by cylindrical 
segments describing the linker DNA. Each segment i possesses a position and a local 

coordinate system consisting of three perpendicular unit vectors (𝑢!" , 𝑣!", 𝑓!&) that describe its 

torsional orientation (Supplementary Fig. 4). Vector 𝑢!"  is parallel to the direction of the 
segment i.e. the vector 𝑠!((⃗  from its position to the position of the next segment. The position 

of the center of the nucleosome and its orientation is computed from the center of the 
nucleosome segment by the length d and 6 angles describing the relative orientation 
(Supplementary Fig. 5). Systems without linker histone and with linker histone differ by the 
set of angles (67). 
The length of each individual linker DNA was computed from the positions of the nucleosomes 
in the studied region. The number of base pairs of a linker length is converted to nanometers 
by the factor of 0.34 nm/bp. Each linker DNA is modelled by at least 2 segments. If the linker 
length is larger than 20 nm the number of segments is calculated by rounding (linker 
length/10nm) up. 
 

Simulation protocol. A Monte Carlo (MC) algorithm was utilized to create a statistically 

relevant set of configurations satisfying the Boltzmann distribution (91). In order to overcome 
local energy minima (51) we applied a replica exchange procedure introduced by Swendsen 
and Wang (92). Here, M replicas of the system were simulated with Metropolis Monte Carlo 
simultaneously, each at a different temperature Ti. After a fixed number of MC simulation 
steps replicas with adjacent temperatures (Ti, Ti+1) the temperature is swapped with the 

probability: 

min$1, exp*−(𝛽! − 𝛽!"#)(𝐸!"# − 𝐸!)01, (1) 

with 𝛽" = 1/(𝑘#𝑇"), 𝑘# being the Boltzmann constant and 𝐸" the energy of the system i. Before 
the simulations the set of temperatures was determined utilizing  a feedback-optimized 
approach (93). This algorithm optimizes the distribution of temperatures iteratively, such that 
the diffusion of replicas from the highest to the lowest temperature and vice versa is improved 
in each iteration. The procedure is more efficient when starting with a system that is pre-
relaxed utilizing a simulated annealing approach (51).  
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Elastic energies. Elastic interactions are modelled by harmonic potentials. The strength 

constants of the interactions are named 𝑎(%)
(') where X denotes the type of interaction 

(s=stretching, b=bending, t=torsion) and Y the interaction partners (DNA or nucleosome). The 

energy for stretching is calculated by: 

𝐸()*+),- =
.	"
($)

/&
' 	(𝑏! − 𝑏!0)1, (2) 

where 𝑏! is the current length and 𝑏!0 is the equilibrium length of the segment. The bending 

energy is given by:  

𝐸/+23!24 =
.	"
(()

/&
' 𝜃!	1, (3) 

Where 𝜃" is calculated from 𝑐𝑜𝑠(𝜃") = 	𝐵8" ∙ 𝑢:"$% with 𝐵!&  being the equilibrium direction of the 
next segment and  𝑢:"$% its actual direction. The torsional energy is computed as: 

𝐸)6*(!62 =
.	"
())

/&
' 	(𝛼! + 𝛾! − 𝜏!)1 , (4) 

Where the angles 𝛼" ,and 𝛾" are from the Euler-transformation (𝛼" , 𝛽" , 𝛾") from the local 

coordinate system from segment i to segment i+1. The angle 𝜏" is the intrinsic twist (94). 
 

Internucleosomal interaction. The internucleosomal interaction is described by a shifted 12-

6 Lennard-Jones potential 

𝐸!2)+*27, = 	4𝜀(𝜊>#, 𝜊>1, 𝑟̂) 	AB
8'

|*⃗|;	8(<=*,<=+,*̂)"8'
C
#1
− B 8'

|*⃗|;	8(<=*,<=+,*̂)"8'
C
@
D, (5) 

where 𝜊:% and 𝜊:&	denote the orientation of the nucleosome and 𝑟 the distance between the 
centers of the nucleosomes. The shape of the nucleosome and the spatial dependency of the 
internucleosomal interaction strength is modelled by 𝜀 and 𝜎 depending of 𝜊:%, 𝜊:& and 𝑟̂. This 
is implemented by a series expansion in S-functions (95): 

𝜎(𝜊>#, 𝜊>1, 𝑟̂) = 𝜎0[𝜎000𝑆000 + 𝜎,,1(𝑆101 + 𝑆011) + 𝜎110𝑆110 + 𝜎111𝑆111 + 𝜎11A𝑆11A],	(6) 

and 

𝜀(𝜊>#, 𝜊>1, 𝑟̂) = 𝜀[𝜀000𝑆000 + 𝜀,,1(𝑆101 + 𝑆011) + 𝜀110𝑆110 + 𝜀111𝑆111 + 𝜀11A𝑆11A], (7) 

The expansion coefficients were chosen to match the spatial dimensions of the nucleosome 
and data from force spectroscopy experiments (51, 63, 67). 
 

DNA-Nucleosome excluded volume. The volume of DNA segments is approximated by 

spheres. The minimal distance 𝑑 between the center of DNA sphere and a spherocylinder 

describing the nucleosomes is computed. The excluded volume energies 𝐸'()*(+, is 
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described as the sum of the individual excluded volume energies 𝐸′'()*(+, computed for 

DNA sphere and the volume of the nucleosome: 

𝐸′BCD;C7, = I
																									0																				𝑖𝑓	𝑑 ≥ 	 𝑟2 + 𝑟3

𝑘(𝑑 − 𝑟2 − 𝑟3)#1															𝑒𝑙𝑠𝑒
, (8) 

with 𝑟- = (5.5/2) nm and 𝑟. = 1.2	𝑛𝑚. 

 

Electrostatic energy of linker DNA. A DNA segment is modelled by a chain c of charged 

spheres The GROMACS unit system was used which is based on nm, ps, K, electron charge 
(e) and atomic mass unit (u) (96). 
The electrostatic energy of two spheres with charge 𝑞% and 𝑞& and radius a separated by a 
center-to-center distance 𝑟 can be approximated by the electrostatic part of the Derjaguin-

Landau-Verwey-Overbeek theory (97, 98) as 

𝐸+E(𝑟) =
#

AFGG'
	𝑞#𝑞1 B

+,-

#"HI
C
1 +.,/

*
 ,  (9) 

With 𝜅 being the inverse Debye length calculated by: 

𝜅1 = 1+0+JC1
GG'K2L

 ,  (10) 

For the values listed in Supplementary Table 3 𝜅 yields 𝜅 = 1.0387	𝑛𝑚*% which corresponds 

to a Debye length of 𝜆' = 𝜅*% = 	0.96	𝑛𝑚. 
The charge of a DNA segment is given by 𝑞 = 𝑣𝑑, with 𝜈 being the nominal line charge density 

(−2/0.34	𝑒, 	𝑛𝑚*%) and 𝑑 the length of the DNA represented by the sphere. The line charge 
density 𝜈 of the DNA must be adapted to the effective charge density 𝜈 ∗ 

𝜈 ∗= 	𝜈𝜒MN𝜒OPQ	,  (11) 

Where 𝜒/0 is the charge adaptation factor and 𝜒1#2 accounts for the geometry of subsequent 

overlapping beads and for deviations due to using an approximation instead of the exact 
Poisson-Boltzmann (PB) equation (99). Here, we use for 𝜒/0 a value of 0.42 as derived in (99). 
The adaptation factor 𝜒1#2 was determined by relating this potential to previous description 

as cylindrical segments (99).  
  
Preparation and Simulation. For the preparation of the simulation data we first selected an 
appropriate human genome dataset (MNAse-seq of K-562 cells from the ENCODE project 

ENCSR000CXQ (15, 52)) in BigWig format (ENCFF000VNN). Next, we converted this file into 
the WIG-Format applying the BigWig2Wig-tool and finally in a BED format by a simple awk-

script. Reads from chromosome 11 were extracted applying another simple UNIX-awk-script. 
In order to avoid false positive nucleosome positions blacklisted regions were filtered out 

(https://www.encodeproject.org/files/ENCFF001TDO/). Best nucleosome positions were 

determined with NucPosSimulator (61) generating a BED file containing the nucleosome 
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positions and the occupancy, i.e. the number of read centers counted per base pair, smoothed 

with a Gaussian kernel and normalized. For identifying the least probable nucleosome the 
mean occupancy values of the 147 bp regions classified as nucleosomes by NucPosSimulator 

were determined and sorted. After removing the chosen number of nucleosomes with the 
smallest values, we generated a nucleosome chain with liker lengths as in the region and 

performed computer simulations (100). In order to incorporate effects of surrounding chromatin 
nucleosomes 20 kb were included at both sites of both investigated regions. The simulations 

were carried out on the linux cluster in Stralsund and the North German Supercomputing 

Alliance (HLRN) in Berlin. 

 

Calculation of Nucleosome Repeat Length. The nucleosome repeat length (NRL) of whole 

chromosome 11 was determined analyzing the chr11 BED-file as described in the previous 
section. In a preparatory step nucleosome positions for the whole chromosome 11 were 
determined applying NucPosSimulator. From resulting sorted paired end nucleosome reads 
the repeat length between adjacent nucleosomes was calculated by subtracting the last base 
pair to the first base pair of the following nucleosome read. The average NRL a sliding window 
was calculated for a window size of 30000 bp. From this dataset windows with less than 3 
nucleosomes e.g. in the centromere were removed applying filter-function from R package 
"dplyr" (filter(dataset(`#Nucs`!=3))). The developed script (plotNRL.R) is published in a 
codeocean.com capsule (link).   
 

Simulation Software. The software was developed in the Wedemann group in the last 

decades and used in many studies. It is written in C++ and was adapted for the use of shared-
memory parallel architectures according to the OpenMP standard. The replica exchange 
algorithm was implemented for distributed memory architectures using Message Passing 
Interface (MPI). The simulation software was verified with an extensive set of unit tests and 
tests using simplified chain models which reproduced the expected analytical values. In 
addition, for visualization of chromatin configurations, a modular software was developed 
visualization of trajectories simulated by Monte Carlo procedures. The software cannot be 
made public at the moment, since it contains code under copyright by other parties.  
 

Mixed histograms. A mixture histogram (Fig. 4h) was calculated by minimizing the squared 

differences between the bins of a histogram of the microscopically measured FISH spot 
distances (Fig. 4a) and a linear combination of the histograms of simulation results with 
varying nucleosome occupancies (Fig. 4b-g). Quadratic programming (via the quadprog 
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package in R) was used to find a solution in which the contributions of the individual 
simulations are non-negative and sum to 1. 

 

Statistics and reproducibility. No statistical method was used to predetermine sample size. 

Investigators were not blinded during the experiments and when assessing the outcome. For 
each experiment, data were collected from at least three independent biological replicates.  
2D and 3D distance data were cut off at the maximum length of a theoretical beads-on-a-
string fiber, since it is very unlikely that genomic regions are present in the nucleus more 
elongated than a fully stretched beads-on-a-string fiber. To calculate the length of a beads-
on-a-string fiber the following formula was used: genomic length [bp] * 0.34 nm (size of one 
base) / 7 (68). For 5 kb genomic distances the cut-off for measured distances was at 250 nm.  
Plots in Fig. 2-5 and Supplementary Fig. 2 and 3 were generated using ggplot2 in R Studio 
(ver. 1.3.1056). Significance levels were always tested by a non-parametric two-sided 
Wilcoxon rank sum test and a Bonferroni-Holm correction was used to avoid errors through 
multiple testing when applicable. Data in Fig. 2-3 and Supplementary Fig. 3 are represented 

as boxplots where the middle line indicates the median, the lower and upper hinges correspond 

to the 25% and 75% quartiles, the upper whisker extends to the largest value no further than 

1.5 x IQR (inter-quartile range) from the hinge and the lower whisker extends to the smallest 

value from the hinge at most 1.5 x IQR. The data acquisition, image processing and analysis 
was done in an unbiased way by automation.  

 
Availability of data and materials. Code used in this study for image processing and analysis 

can be found under https://bitbucket.org/davidhoerl/sted-oligofish-analysis. Code used in 
this study for processing of simulation data can be found as Code Ocean capsule via DOI 
10.24433/CO.2730659.v1.  
Datasets from microscopy and simulation generated and analyzed during the current study 
are available in the Open Science Framework repository under  
https://osf.io/zjwxm/?view_only=1ee5eb2fe370422399e41d4e875b8771. 
Publicly available DNase-seq data sets with the ENCODE identifier ENCSR000EKS (UCSC 
Accession: wgEncodeEH000530 GEO accession: GSM816655) and ENCFF591TEM for K-
562 (ENCSR000CXQ) cells were used and analyzed in the UCSC Genome Browser 
(http://genome-euro.ucsc.edu/). Publicly available MNase-seq data for K-562 cells 
(ENCSR000CXQ) were downloaded from https://www.encodeproject.org/ (15, 52). The data 
file with the identifier ENCFF000VNN was used. UCSC Accession: wgEncodeEH000921 GEO 
Accession: GSM920557 
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