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ABSTRACT 1 

 2 

The human auditory system relies on both detailed and summarized representations to recognize 3 

different sounds. As local features can exceed the storage capacity, average statistics are computed over 4 

time to generate more compact representations at the expense of temporal details availability. This study 5 

aimed to identify whether these fundamental sound analyses develop and function exclusively under the 6 

influence of the auditory system or interact with other modalities, such as vision. We employed a 7 

validated computational synthesis approach allowing to control directly statistical properties embedded in 8 

sounds. To address whether the two modes of auditory representation (local features processing and 9 

statistical averaging) are influenced by the availability of visual input in different phases of development, 10 

we tested samples of sighted controls (SC), congenitally blind (CB), and late-onset (> 10 years of age) 11 

blind (LB) individuals in two separate experiments which uncovered auditory statistics computations from 12 

behavioral performances. In experiment 1, performance relied on the availability of local features at 13 

specific time points; in experiment 2, performance benefited from computing average statistics over 14 

longer durations. As expected, when sound duration increased, detailed representation gave way to 15 

summary statistics in SC. In both experiments, the sample of CB individuals displayed a remarkably 16 

similar performance revealing that both local and global auditory processes are not altered by blindness 17 

since birth. Conversely, LB individuals performed poorly compared to the other groups when relying on 18 

local features, with no impact on statistical averaging. The dampening in the performance was not 19 

associated with the onset and duration of visual deprivation. Results provide clear evidence that vision is 20 

not necessary for the development of the auditory computations tested here. Remarkably, a functional 21 

interplay between acoustic details processing and vision emerges at later developmental phases. 22 

Findings are consistent with a model in which the efficiency of local auditory processing is vulnerable in 23 

case sight becomes unavailable. Ultimately results are in favor of a shared computational framework for 24 

auditory and visual processing of local features, which emerges in late development. 25 

 26 

 27 

 28 

 29 

 30 
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INTRODUCTION 31 

 32 

The auditory system is specialized in capturing fine-grained details from sound waves (Plomp, 1964). 33 

These local temporal features are then integrated over time by mechanisms that retain, summarize, and 34 

abstract them into more compact acoustic percepts (Yabe et al., 1998; McDermott, Schemitsch, and 35 

Simoncelli, 2013). Computational synthesis approaches, derived from information theories (Barlow, 36 

1961), allowed to investigate these processes by implementing mathematical models to describe the set 37 

of measurements that the auditory system operates (McDermott and Simoncelli, 2011; McDermott, 38 

Schemitsch, and Simoncelli, 2013). Such models have revealed that stationary sounds are analyzed by 39 

extracting a set of auditory statistics (McDermott and Simoncelli, 2011) whose processing represents the 40 

keystone of acoustic features integration. Auditory statistics result from a set of computations strictly 41 

dependent on anatomical and functional properties of the auditory pathway (Ruggero, 1992; Dau, 42 

Kollmeier and Kohlrausch, 1997; Gygi, Kidd and Watson, 2004; Joris, Schreiner and Rees, 2004; 43 

Baumann et al., 2011), and can be consequently described only through biologically plausible models 44 

(McDermott and Simoncelli, 2011). The auditory system processes these statistics by averaging short-45 

term acoustic events (McDermott and Simoncelli, 2011; McDermott, Schemitsch, and Simoncelli, 2013; 46 

McWalter and McDermott, 2018), along specific time windows (McWalter and McDermott, 2018) and uses 47 

this information to derive compact representations of sound objects. The auditory statistics processing 48 

can be broken down into two main modes of representation. (1) Local features processing, by which fine-49 

grained temporal details are extracted from a sound and stored; (2) Statistical averaging, by which local 50 

features are averaged within a time-window of integration, resulting in a global representation as local 51 

details are no longer retained (McDermott, Schemitsch, and Simoncelli, 2013). 52 

While auditory statistics represent unimodal computations, the auditory system does not develop and 53 

function in isolation, and other senses, such as vision, modulate its functional and structural organization. 54 

Studies in non-human animal models revealed that, in the early development, the onset of visual input 55 

(eyes opening) gates the critical period closure of basic auditory functions. This evidence suggested that 56 

visually modulated sensitive periods in the auditory cortex exist (Mowery, Kotak, and Sanes, 2016). In 57 

adults, visual events are known to directly modulate auditory neuron responses in both animals (Kayser, 58 

Petkov, and Logothetis, 2008) and humans (Thorne et al., 2011). At a functional level, visual systems 59 

play an important role in auditory features segregation, helping in disambiguating difficult instances (e.g., 60 

Golumbic et al., 2013). A common computational framework for feature extraction might exist between 61 

auditory and visual modality (Shamma, 2001). In the same vein, the set of auditory statistics evaluated 62 

here were derived by auditory computational models (McDermott and Simoncelli, 2011), which are 63 

conceptually very similar to those derived by visual ones (Portilla and Simoncelli, 2000). In the present 64 

study, we directly investigated if the auditory statistics development and functioning fall within the 65 

exclusive competence of the auditory systems, or are instead influenced by vision. 66 
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Visual deprivation models have been systematically employed to indirectly uncover the audio-visual 67 

interplay (for review, see Röder, Kekunnaya, and Guerreiro, 2020). The lack of visual inputs has 68 

consistently been associated with altered auditory processing across different functions (for review, see 69 

Röder and Pavani, 2012), but whether visual input availability alters specific underlying auditory 70 

computations is still unknown. In humans, previous evidence has identified visual inputs availability since 71 

birth as a prerequisite for the full development of auditory spatial calibration (Gori et al., 2014). On a 72 

different note, a large body of evidence suggests that both congenital and late-onset visual deprivation 73 

exert a compensating influence over certain higher-order auditory functions (see Röder, Kekunnaya, and 74 

Guerreiro, 2020). Compensatory effects have been consistently observed both in the context of spatial 75 

processing of auditory stimuli (e.g., Battal et al., 2019) and in tasks requiring spectro-temporal auditory 76 

features analyses, such as mnemonic representations of sounds (Röder and Rösler 2003), verbal 77 

memory (Amedi et al., 2003), frequency tuning (Huber 2019), speech comprehension (Trouvain, 2007; 78 

Dietrich, Hertrich, and Ackermann, 2013), and auditory temporal resolution (Muchnik et al., 1991).  79 

To address whether the two modes of auditory representation, the local features processing and 80 

statistical averaging, are differently influenced by visual input availability, we tested blind populations 81 

against sighted individuals in two experiments designed to tap into these two computational modes. By 82 

combining a sound synthesis algorithm (McDermott and Simoncelli, 2011; McDermott, Schemitsch, and 83 

Simoncelli, 2013) with psychophysics, the methodology adopted here provided the opportunity to uncover 84 

local and global auditory statistics computations from the discriminative responses elicited by different 85 

sound properties. Importantly, comparing samples of individuals who were visually deprived since birth or 86 

in late phases of development allowed to assess whether the selected aspect of sound representation 87 

interacts with vision at specific time points along the life span.  88 

We could expect detrimental behavioral effects associated with the lack of vision (e.g., Gori et al., 2014) 89 

in one of the samples of blind individuals or both. This outcome would syndicate for a modality interplay 90 

between vision and auditory computations in which vision plays a crucial role in supporting specific 91 

aspects of basic auditory processing (i.e., acoustic features segregation; Park et al., 2016). Noticeably, 92 

some auditory fundamentals, such as periodicity pitch, are innate and not influenced by early experience 93 

(Montgomery and Clarkson, 1997). Thus, sensory experience might also not be required for the full 94 

development of the functions tested here, but modality interplays could still occur later. However, 95 

provided that several auditory processes can benefit from the lack of vision, behavioral compensatory 96 

effects in one or both visual deprivation models (congenital and late-onset blindness) could also be 97 

expected in our study. Such results would indicate that vision is not necessary for their development or 98 

functioning and would provide evidence that a functional adaptation to lack of vision occurs not only for 99 

high-order functions but also for selective basic auditory computations. In both scenarios, a difference 100 

between CB and LB group would characterize the developmental trajectory of audio-visual interplay in the 101 

context of local and global auditory statistics processing.  102 

 103 
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RESULTS 104 

 105 

We took advantage of an already corroborated methodological pipeline (McDermott, Schemitsch, and 106 

Simoncelli, 2013), and produced different synthetic textures built upon original recordings. Thanks to their 107 

properties, a specific category of natural sounds, namely Sound Textures, was used (some examples are 108 

the rain, fire, bulldozer, typewriting, waterfall sounds; McDermott & Simoncelli, 2011; Saint-Arnaud & 109 

Popat, 2006; Schwarz, 2011). These sounds are rich, ubiquitous, and constant over time (McDermott, 110 

Schemitsch, and Simoncelli, 2013; McWalter and McDermott, 2018). We selected 54 environmental 111 

recordings of Sound Textures (Table S1, Supplementary Information), among the original set 112 

implemented by McDermott, Schemitsch, and Simoncelli, 2013. Synthetic stimuli were created using an 113 

Auditory Texture Model (McDermott and Simoncelli, 2011), which efficiently simulates computations 114 

performed at peripheral stages of the auditory processing. By computing time-averages of non-linear 115 

functions, it was possible to measure a set of statistics: envelope marginal moments, reflecting 116 

distribution and sparsity of the signal (Lorenzi et al., 1999), envelope cross-correlation between cochlear 117 

envelopes, accounting for the presence of broadband events within the signal (McDermott and 118 

Simoncelli, 2011), the modulation bands power, providing information about the temporal structure within 119 

cochlear channels (Bacon and Wesley Grantham, 1989; Dau, Kollmeier and Kohlrausch, 1997; 120 

McDermott and Simoncelli, 2011), and their correlations (McDermott and Simoncelli, 2011). Although the 121 

model represents a mathematical approximation, cochlear envelope statistics convey most of the 122 

perceptually relevant information about the sound (Smith, Delgutte and Oxenham, 2002; Gygi, Kidd and 123 

Watson, 2004; McDermott and Simoncelli, 2011). By using the full set of statistics to generate synthetic 124 

sounds, it is possible to obtain compelling exemplars of the same original Sound Texture (McDermott and 125 

Simoncelli, 2011). Our experimental stimuli were created accordingly. By imposing the statistics 126 

mentioned above on four different white noise samples, we synthesized four different exemplars for each 127 

original Sound Texture. Among themselves, synthetic exemplars of the same texture varied only for their 128 

local features, while their long-term average statistics matched the sound they were derived from. In other 129 

terms, this process resulted in four synthetic sounds whose properties were constrained only by the 130 

selected average statistics extracted from the original recording (Figure 1A). This provided us with the 131 

unique opportunity to test for specific computations within the auditory statistics processing, thanks to the 132 

unparalleled level of control exerted over the statistics present in the synthesized sounds (for details 133 

about synthesis procedure, see Materials and Methods).  134 

We tested sighted and blind participants in two selected experiments which included our synthetic sounds 135 

and exploited the two modes of auditory statistics representation. 136 

Blind participants were grouped according to blindness onset, whether from birth or developmentally later 137 

(>10 years old; see Table 1). Thus, three groups of participants were recruited: congenitally blind (CB), 138 

late-onset blind (LB), and sighted control (SC) individuals. All three groups were matched by sample size, 139 

age, and gender (see Materials and Methods).  140 

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted June 1, 2021. ; https://doi.org/10.1101/2020.12.16.423049doi: bioRxiv preprint 

https://doi.org/10.1101/2020.12.16.423049
http://creativecommons.org/licenses/by-nc-nd/4.0/


Both experiments consisted of a two-alternative forced-choice oddity (2AFC); participants had to detect 141 

the deviant sound among three acoustic samples, selecting between first and third intervals. Stimuli were 142 

created by cutting each synthetic exemplar into smaller excerpts of different lengths. Each trial included 143 

three excerpts of the same length. The duration of the excerpts varied across trials, for a total of six 144 

durations (McDermott, Schemitsch, and Simoncelli, 2013).  145 

In the first experiment, Exemplar Discrimination, participants were asked to report which sound (the first 146 

or the third) was different from the other two. Two excerpts were the exact same sound. By contrast, the 147 

odd one was an excerpt extracted from a different synthetic exemplar of the same Sound Texture (Figure 148 

1B). Thus, all of them stemmed from the same sound source (e.g., bulldozer), but one was generated 149 

starting from a different white noise and consistently diverged for the local features it encompassed as 150 

compared to the other two. Nonetheless, as duration increased, average statistics tended to converge 151 

towards the original imposed values (Figure 1D, left panel), making all three sounds perceptually very 152 

similar and challenging task performance.  153 

In the second experiment, Texture Discrimination, participants were asked to report which sound came 154 

from a different acoustic source. Two excerpts were extracted from two distinct synthetic exemplars of the 155 

same Sound Texture (e.g., bulldozer), while the deviant was drawn from a synthetic exemplar derived 156 

from a different one (e.g., waterfall). Therefore, only the deviant in the triplet comprised both different 157 

local features and imposed average statistics (Figure 1C). Since all three sounds represented different 158 

excerpts, the local variability between couples was never zero. Still, the average statistics variability 159 

between the two sounds originated from the same texture tended to progressively decrease with duration, 160 

allowing for the different sound source (the deviant) to emerge perceptually (Figure 1D, right panel). 161 

 162 

 163 

 164 

 165 
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 168 

 169 
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Figure 1. Sound Texture Synthesis, Auditory Statistics Variability, and Experimental Design. 
(A) Schematic representation of the Sound Texture Synthesis procedure employed to produce synthetic 
stimuli.  A 7-s Original Recording was passed through the Auditory Texture Model (McDermott and 
Simoncelli, 2011) to extract average statistics of interest. A white noise sample was then passed again 
through the model while the Original Recording statistics were imposed on its cochlear envelopes. 
Modified envelopes were multiplied by their associated fine structure and recombined into the signal. This 
procedure was iterated until a desirable signal-to-noise ratio is reached. The outcome was a Synthetic 
Sound Texture Exemplar, a 5-s signal containing statistics that matched the original values and was only 
constrained by them. Adapted from McDermott and Simoncelli, 2011.  
(B) Exemplar Discrimination. Schematic representation of one trial. Participants had to detect the different 
sound among the three, being the other two identical. In this case, the correct answer is the last sound 
since it is another exemplar of the “Bulldozer” Sound Texture. 
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(C) Texture Discrimination. Schematic representation of one trial. Participants had to report which sound 
was coming from a different source with respect to the other two. In this example, the correct answer is 
the third sound, being it an excerpt of a different Sound Texture 
(D) Average variability across a set of statistics (envelope mean, skewness, variance, cross-correlation 
and modulation power) was computed from couples of excerpts, to measure, in both experiments, the 
objective statistical difference between reference and deviant sounds. Left: average standard deviation 
(std) across statistics measured in excerpt pairs originated from Different Exemplars of the same Sound 
Texture (for all textures in column 1, Table S1, Supplementary Information). When duration increased, 
average statistics converged to the imposed original values, and variability progressively tended to zero, 
increasing discrimination difficulty in Exemplar Discrimination. Right: average std across statistics 
measured in excerpts pairs derived from Different Sound Textures (columns 1 and 2, Table S1, 
Supplementary Information). In Texture Discrimination, both scenarios (Different Exemplar and Different 
Texture) were presented and compared against each other. As duration increased, the difference 
between the two contexts increased, facilitating the recognition of the deviant one.  
(See also Figure S1 and Table S1) 
 

 

 

The employment of these experiments allowed for specific predictions on the outcomes. Consistent with 178 

previous findings by McDermott, Schemitsch, and Simoncelli (2013), opposite patterns of results were 179 

expected in the two experiments as a function of excerpts duration. For short stimuli, due to differences in 180 

features variability among the three sounds, good performance was expected in Exemplar Discrimination 181 

compared to Texture Discrimination. By contrast, for long stimuli, statistical averaging was expected to 182 

boost Texture Discrimination performance and to hamper Exemplar Discrimination one (McDermott, 183 

Schemitsch, and Simoncelli, 2013). Any significant deviation from these expected outcomes indicates 184 

changes in the processing of local features or statistical averaging. 185 

The attended pattern of results (McDermott, Schemitsch, and Simoncelli, 2013) was confirmed in our SC 186 

group. The performance was better for short durations (40, 91ms) in Exemplar Discrimination as 187 

compared to Texture Discrimination (all p < 0.003, corrected). Conversely, for long durations (478, 1093, 188 

2500ms), participants’ accuracy was higher in Texture Discrimination as compared to Exemplar 189 

Discrimination (all p < 0.03, corrected). No difference was observed for trials comprising stimuli that were 190 

209ms long (p = 0.31, corrected; Figure 2A). Overall, the data replicated previous findings in sighted 191 

individuals, despite participants being blindfolded. Thus, these results represent a validated context to 192 

assess whether visual experience impacts auditory statistics processing.  193 

The CB group displayed a remarkably similar pattern of results. Better performance was found in 194 

Exemplar Discrimination for short durations (40, 91ms) compared to Texture Discrimination (all p < 0.02, 195 

corrected), and, conversely for long durations (478, 1093, 2500ms) in Texture Discrimination compared to 196 

Exemplar (all p < 0.006, corrected). As observed in SC, there was no difference between the two 197 

experiments for stimuli that were 209ms long (p = 0.86, corrected; Figure 2B). 198 

By contrast, in the LB group, no significant differences were found between Exemplar Discrimination and 199 

Texture Discrimination for all short stimuli (40, 91, 209ms; all p > 0.05, corrected). However, for long 200 

durations (478, 1093, 2500ms), LB participants performed better in Texture Discrimination as compared 201 
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to Exemplar Discrimination (all adjusted p < 0.001), in line with what was observed in the other groups 202 

(Figure 2C). 203 

 204 

Late-onset sight loss hampers the processing of local sound features 205 

When contrasting the performance of the SC group with the one of the CB group, no significant 206 

differences could be detected across all durations (all p > 0.29, corrected). Results clearly revealed that 207 

the processing of fine-grained temporal details is resilient to the absence of visual input since birth.  208 

Conversely, the LB group performance was impaired for almost all of the tested durations as compared to 209 

both SC group (40, 91, 209, 478, 2500ms; all p < 0.03, corrected) and CB group (40, 91, 209, 478ms; all 210 

p < 0.001, corrected).  211 

Results suggested an altered capability of late blind participants to discriminate sounds when the most 212 

efficient strategy is to base performance on local features. These findings reveal that visual input in early 213 

phases of development is not a prerequisite to acquiring the ability to discriminate sounds according to 214 

their local features. However, this process is encumbered by late-onset blindness (Figure 2D). 215 

 216 

Visual deprivation does not impact statistical averaging  217 

By comparing the performances in Texture Discrimination among the three groups, it was possible to 218 

address the impact of visual experience on statistical averaging efficiency.  219 

The performance of the SC group for any of the selected duration (40, 91, 209, 478, 1093, 2500ms) did 220 

not differ from both the CB group (all p > 0.47, corrected) and the LB group (all p > 0.06, corrected).  221 

When comparing the accuracy of the CB group with the one of the LB group, LB performed better for 222 

trials where stimuli were 40ms long (adjusted p = 0.01). No other difference was observed for all the 223 

remaining durations (91, 209, 478, 1093, 2500ms; all p > 0.09, corrected; Figure 2E). Altogether, these 224 

results reveal that visual deprivation does not significantly influence the process by which auditory 225 

statistics are computed over time and used to identify different sound sources.  226 

 227 

Relative difference between experiments reveals no advantages for LB when local features should 228 

support the performance 229 

For each participant, the accuracy scores in Texture Discrimination were subtracted from the ones in 230 

Exemplar Discrimination, separately for each duration, to compute the relative mean difference between 231 

Experiments (Figure 2F). Results showed that compared to both SC and CB groups, this difference was 232 

significantly smaller for very short durations in LB group (LC vs. SC: 40, 91; all p < 0.02, corrected; LC vs. 233 

CB: 40 p < 0.001, corrected, 91 p = 0.04, uncorrected) and larger for longer ones (LC vs. SC: 209, 478, 234 

2500; all p < 0.03, corrected; LC vs. CB: 478 p < 0.03, corrected; see Figure 2F). Conversely, the relative 235 

difference of performance in the two Experiments between CB and SC did not differ for any of the 236 

durations (all p > 0.32, corrected; Figure 2F) 237 
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These results showed that both CB and SC performed according to predictions showing specific238 

advantages in one experiment or the other according to stimulus duration. On the contrary, the LB group239 

did not display a boost for those conditions in Exemplar Discrimination in which local feature processing240 

could have helped the performance.241 

 

 

 
Figure 2. Proportion of correct answers in the two Experiments.  
(A, B, C) Results for Exemplar Discrimination vs. Texture Discrimination in each group. Proportion of
correct answers across individuals at the group level are shown as a function of excerpt duration.  
(D) Between Group comparisons in Exemplar Discrimination. SC and CB groups’ performance did not
differ. The LB group showed an impaired performance compared to the other groups: late sight loss has a
detrimental impact when performance could benefit from higher local features variability.  
(E) Between Group comparisons in Texture Discrimination. No significant differences were observed
between SC and CB groups. LB performed better for 40ms stimuli compared to CB.  
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(F) Relative difference between experiments for all three groups. For each group and duration, the 
averages across participants of the differences between the performance in the two tasks are displayed. 
Positive values are found when performance in Exemplar is better than in Texture Discrimination, while 
negative values represent better performance in Texture than Exemplar Discrimination. Unlike the other 
two groups, LB never showed an advantage in Exemplar Discrimination compared to Texture 
Discrimination.  
Shaded regions show interpolated standard error of the mean (SE) at each point. Results were corrected 
for multiple comparisons using the false discovery rate (FDR). If more than one comparison is significant, 
stars refer to the lower bound; gray stars indicate that only the labeled comparisons were significant; *** 
p<.001; ** p<.01; * p<.05.  
(See also Figure S4). 
 
 
 
 
Ruling out possible confounds 242 

It could be argued that results in the LB group were idiosyncratic of the participants included in the study. 243 

However, the sample size was adequate (N = 18 per group) and relatively large compared to previous 244 

investigations on blind individuals. All groups were matched adequately by several main variables (size, 245 

age, and gender); all participants had no documented auditory deficits, cognitive impairments, or 246 

neurological disorders (blindness was associated only to peripheral damage; Table 1). Moreover, LB 247 

participants’ performance was hampered only in one of the two experiments. In contrast, the observed 248 

results in Texture Discrimination were indistinguishable from the ones of the remaining groups for most of 249 

the selected durations. If anything, LB group performance was significantly more efficient at 40ms as 250 

compared to CB and partially SC (p < 0.04, uncorrected). In light of these observations, it was possible to 251 

exclude that a general cognitive or acoustic impairment could explain the lack of advantage specific for 252 

Exemplar Discrimination. 253 

To rule out other possible confounds, we ran specific tests on our sample data. Providing the temporal 254 

presentation of triplets in the employed 2AFC protocol, it could have been possible that a particular 255 

disposition bias towards the first or last interval was present and diverged among groups, at least partially 256 

accounting for different results. This was not the case, as all groups did not significantly differ in terms of 257 

predisposition towards stimulus intervals (Figure S2A).  258 

Another possible confounding effect could have been a between-group difference associated with 259 

learning or tiredness within an experimental session. It could have been possible that LB group 260 

performance had changed as the experiment proceeded (e.g., progressively diminishing across runs, 261 

specifically in the Exemplar Discrimination). However, this was not the case. Comparing accuracy across 262 

runs, a similar trend in all groups emerged for each duration (Figure 2D). 263 

 264 

 265 

 266 

 267 

 268 
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DISCUSSION  270 

 271 

The present study addressed whether visual experience at different phases of the lifespan exerts a cross-272 

modal influence over specific basic auditory computations. No difference was observed between CB and 273 

SC groups. Conversely, we found that LB’s performance was selectively impaired compared to both SC 274 

and CB, for those conditions in which optimal performance relied on local features. These results 275 

provided evidence that visual experience is not a prerequisite for the full emergence of auditory statistics. 276 

Sight loss can negatively impact specific computations only when vision was available in early 277 

development and went missing afterward. This outcome is in line with a model in which, in individuals with 278 

typical development, visual interactions support auditory segregation in challenging instances accounting 279 

for reorganizations and detrimental effects only when visual input goes missing.  280 

 281 

Auditory statistics processing develops regardless of visual input availability 282 

Blindness represents a natural state in which it is possible to address cross-modal interdependencies of 283 

sensory functions. By comparing CB with SC groups, our study investigated on one hand whether visual 284 

input was necessary for the typical development of the two auditory modes of representation underlying 285 

the auditory statistics processing, and on the other hand, whether compensatory mechanisms emerged 286 

due to lack of vision since birth. Therefore, two different outcomes could have been expected. 287 

First, if visual experiences were necessary to properly develop the ability to process local features and/or 288 

to compute average statistics, we could have observed an impaired performance of CB participants in 289 

one of the two experiments, or both, compared to sighted individuals. For example, evidence exists that 290 

CB individuals fail at performing auditory space bisection tasks (Gori et al., 2014), and this observation 291 

provides evidence that visual experience is necessary to efficiently encode Euclidian coordinates of 292 

sounds (Gori et al., 2014; Gori, Amadeo, and Campus, 2020a,b). Our results provide strong evidence for 293 

the relative independence of the development of auditory statistic processing from early visual 294 

experience.  295 

On the other hand, coherently with previous evidence of enhanced auditory skills in congenitally and early 296 

blinds (e.g., Doucet et al., 2005; Muchnik et al., 1991; Röder et al., 1999), lack of vision since birth could 297 

have improved the sensitivity to the auditory information included in sound textures, leading to the 298 

emergence of specific compensatory mechanisms. For instance, scattered evidence suggests that blind 299 

individuals are able to understand syllables at a greater time speed compared to natural speech (Moos 300 

and Trouvain, 2007; Trouvain, 2007; Dietrich, Hertrich and Ackermann, 2013), an ability perhaps 301 

supported by a higher auditory sampling rate capacity. We could have expected the CB group to be able 302 

to retain more local features in time before averaging statistics, showing a better performance for longer 303 

durations in Exemplar Discrimination. A compensatory mechanism favoring the statistical averaging mode 304 

would have led to better results in Texture Discrimination. Furthermore, a better frequency tuning (Huber 305 

et al., 2019) to temporal local features in CB would have enhanced the sensitivity to small acoustic 306 
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differences, leading to superior-to-sighted performances for short excerpts both in Exemplar and Texture 307 

Discrimination. However, none of these hypotheses was confirmed in our data, as the performance was 308 

indistinguishable between CB and SC groups. The absence of compensatory mechanisms -arising due to 309 

the lack of vision since birth- suggests these basic auditory computations cannot be improved by cross-310 

modal adaptations associated to early blindness. 311 

Previous evidence already suggested the existence of auditory functions which develop independently 312 

from visual experience since birth (for instance, auditory gap detection threshold; Weaver and Stevens, 313 

2006; pure tone threshold audiometry and acoustic reflex threshold; Starlinger and Niemeyer, 1981). 314 

Similarly, it seems that the development of auditory computations tested in this study is not influenced by 315 

the availability of other senses.  316 

We can argue that the extraction of the auditory statistics necessary for textures recognition occurs at a 317 

very basic level of processing, while functions that showed visual input dependencies are mostly the 318 

result of higher-order cortical operations. Evidence suggests that multisensory functions performed at 319 

subcortical levels rely less on experience compared to cortical multisensory functions (e.g., Putzar et al., 320 

2010). As the auditory model used in our study to extract and impose statistics represented peripheral 321 

computations, from the cochlea up to the midbrain (McDermott and Simoncelli, 2011), it is possible that 322 

the functional development of the set of auditory statistics included in our stimuli is exclusive competence 323 

of the auditory system and does not rely on other modalities, such as vision. Further studies including 324 

statistics resulting from computations beyond primary cortex (Chi, Ru and Shamma, 2005; Norman-325 

Haignere and McDermott, 2018) and involving other types of naturalistic stimuli will be able to shed light 326 

on potential visual influences over the development of higher-order auditory statistics. 327 

 328 

Functional interplay between selective auditory computations and vision 329 

By comparing CB, SC, and LB groups, we can affirm that while early vision is not necessary for the typical 330 

development of the auditory statistics processing, the lack of vision can still influence the processing of 331 

local features. No compensatory effects were found in LB group for any of the tested computational 332 

modes, while a detrimental effect was present for the acoustic local features analysis. 333 

One possibility for this mode to be affected in LB, but not CB, individuals is that a visual influence on 334 

auditory computations can only take place after the major development of the auditory system has 335 

occurred. Consistent evidence shows that, even considering basic auditory functions, human 336 

performance keeps improving gradually for over nearly a decade. Frequency discrimination, such as 337 

perceiving differences between two tones presented sequentially, does not mature until roughly 10 years 338 

of age for low frequencies (Maxon and Hochberg, 1982; Jensen and Neff, 1993; Moore et al., 2011).  339 

Similarly, the thresholds for detecting amplitude modulations become adult-like only after 10 years of age 340 

(Banai, Sabin and Wright, 2011). The use of local features comprised a number of operations, including 341 

the measurement of amplitude modulations over time (Dau, Kollmeier and Kohlrausch, 1997). Thus, it is 342 
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possible they are designed to develop independently from visual input and only after their functional 343 

development is completed, interactions across senses are allowed.  344 

The observed effects might also depend on the development of multisensory functions. Previous studies 345 

have revealed that certain aspects of multisensory integration can occur only by the age of 8-10 years 346 

(Gori et al., 2008). In the same vein, basic audio-visual (AV) multisensory facilitations have been found 347 

immature until the age of 9 years old while similar patterns have been observed between adolescents and 348 

adults (Brandwein et al., 2011). Similarly, the development of multisensory speech perception has been 349 

found to progress until late childhood (Ross et al., 2011). The present data might suggest that the 350 

interactions between basic auditory computations tested here and vision occur after full development of 351 

AV multisensory functions. The availability of visual input in early developmental phases would prompt 352 

the typical development of AV interactions. As a result, the sudden and permanent loss of visual input 353 

could, in turn, alter auditory processing which had typically developed.  354 

Shamma (2001) suggested that the most essential auditory percepts (timbre, pitch and localization) can 355 

be derived through computational approaches typically employed to model visual processing (see also 356 

McDermott and Simoncelli., 2011).  As an example, extracting the profile of sound spectrum has been 357 

associated to the type of neural computations which are necessary for the extraction of the form of an 358 

image. The common principle could rely on lateral inhibition for the enhancement of edges or peaks (Lyon 359 

and Shamma, 1996; Shamma, 1985). The present results might suggest that if a unified plan for basic 360 

auditory and visual computations exists, it might develop, for certain functions, independently for each 361 

sensory modality.  362 

The absence of associations between the accuracy in both tasks and duration or onset of blindness 363 

(Figure S5) suggested that the performance: (i) was not influenced by the number of years people were 364 

visually deprived (in our LB sample, duration of blindness spanned from 2 years up to 28 years); (ii) was 365 

similar for people who became blind during childhood (10 years of age) as well as during adulthood (up to 366 

51 years of age, in our LB sample). However, we had the chance to test two early blind individuals whose 367 

blindness onset occurred during their third year of life (Figure S3). Remarkably, their results 368 

systematically overlapped with CB and SC groups, providing further support to the evidence that the 369 

dampening of local features processing manifests only if sight loss occurs relatively late in the 370 

development.  371 

Finally, the deficit observed in the LB group does not exclude that limiting local features accessibility can 372 

provide ecological advantages. Identifying a Sound Texture equals recognizing the statistics included in 373 

its sound waveform (McDermott and Simoncelli, 2011). Thus, it is possible that relying on statical 374 

averaging only when information is consistent -at the expense of temporal details- prompts sound-object 375 

recognition in an everyday environment. The results in our LB group could suggest a form of adaptive 376 

perceptual learning (Watanabe and Sasaki, 2015) relying on implementing strategical changes aimed at 377 

facing a remarkable loss in the overall available sensory input (de Villers-Sidani and Merzenich, 2011).  378 

 379 
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CONCLUSION 384 

 385 

Overall, this evidence has several important implications.  First, it discloses how basic auditory 386 

computations can develop independently from early visual input. Second, it shows a selective 387 

detrimental effect induced by a late-onset sight loss over selective, non-spatial aspects of the 388 

auditory processing. Third, it has the potential to expand our approaches in several fields, 389 

including auditory, visual, multisensory, and brain disorders research. Moreover, it provides novel 390 

ground for applied science such as sensory substitution device and auditory rehabilitation 391 

strategies for people who lost vision compared to those born blind. Finally, we proved that 392 

combining computational methods with human models of sensory deprivation provides the 393 

context to assess the degree of plasticity of specific computations performed by the sensory 394 

systems. While the present study focused on the auditory domain, similar approaches could be 395 

employed for other modalities.  Providing the resemblance of the Auditory Texture Model 396 

(McDermott and Simoncelli, 2011) with a previously validated Visual Texture Model (Portilla and 397 

Simoncelli, 2000), and the presence of textures in other modalities, such as touch (Picard et al., 398 

2003; Weber et al., 2013), it can be possible to address with similar approaches the development 399 

and sensory interplays across computations performed by other senses. 400 

 401 

 402 

 403 

 404 

 405 

 406 

 407 

 408 

 409 

 410 

 411 
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 416 

 417 

 418 

 419 
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MATERIALS AND METHODS 421 

 422 

Experimental procedures and methods are inspired by the work of McDermott, Schemitsch, and 423 

Simoncelli (2013). 424 

 425 

Synthetic texture synthesis  426 

Synthetic textures were synthesized from the model described in a previously published paper 427 

(McDermott and Simoncelli, 2011). For synthesis, we used the MATLAB-based Sound Texture 428 

Synthesis Toolbox, available here: http://mcdermottlab.mit.edu.  429 

Auditory statistics were computed from different signals of 7-s length, each one being an Original 430 

Recording of a natural Sound Texture, with a sampling rate of 20kHz. These sounds are also 431 

available on the website previously cited. The Original Recordings we used for synthesis and 432 

experiment were a subset of the ones used by McDermott, Schemitsch, and Simoncelli (2013).  433 

For each original recording, cochlear envelopes and modulation bands were extracted from the 434 

signal, by filtering it through the Auditory Texture Model (McDermott and Simoncelli, 2011).   435 

Precisely, extracted statistics included marginal moments (mean, variance, and skew) of each 436 

cochlear envelope, envelope cross-correlation, the normalize power in each modulation band, 437 

and two correlations between modulation bands (C1 and C2). Kurtosis was omitted from the 438 

computation (see toolbox-authors’ suggestion). Statistics were measured with a temporal 439 

weighting function that faded to zero over the first and last second of the original recordings to 440 

avoid boundary artifacts (McDermott and Simoncelli, 2011).  441 

After setting the parameters, the process was initialized from a 5-s white noise sample. The noise 442 

signal was again filtered through the model and the original sound statistics were imposed on its 443 

cochlear envelopes, with circular boundary conditions. The resulting envelopes were multiplied by 444 

their associated fine structure and recombined into the signal. The procedure was repeated in an 445 

iterative way, until the imposed statistics measured from the synthetic signal reached a desirable 446 

signal-to-noise-ratio (SNR) of 30-dB, which represents the ratio of the squared error of a statistics 447 

class, summed across all statistics in the class, to the sum of squared statistics values of that 448 

class. The average of each statistics class was at least 20-dB (McDermott and Simoncelli, 2011). 449 

The resulting Synthetic Sound is a 5-s random signal constraint only by the over-imposed 450 

statistics of interest (Figure 1A). The procedure was repeated four times on four different white 451 

noise samples to obtain four different synthetic exemplars for each Sound Texture (adapted from 452 

McDermott, Schemitsch, and Simoncelli, 2013).  453 

 454 

Stimuli 455 

Each synthetic exemplar was cut into excerpts of different durations, equally spaced on a 456 

logarithmic scale (40, 91, 209, 478, 1093, and 2500ms). A 10-ms Hanning window was applied to 457 
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the beginning and the ending segments of each excerpt, to smooth signal onset and offset. All 458 

excerpts were equalized to the same root-mean-squared level (rms = 0.1).  459 

 460 

Experimental Procedures  461 

Participants sat in front of a computer and performed the task using the mouse. Experiments 462 

were implemented in MATLAB. All subjects were blindfolded by a mask that could filter almost 463 

100% of the light and kept their eyes closed. Stimuli were played on a Macbook Pro 2017, with a 464 

built-in sound card with a frequency sampling rate of 44.1 Hz, through a headphone set Audio 465 

Technica Pro ATH-M50X, at a volume of c.a. 75 dB SPL, which was kept constant for each 466 

stimulus.  467 

The task was very similar to the one in the original paper by McDermott, Schemitsch, and 468 

Simoncelli (2013) but modified to be suitable for visually deprived individuals. In fact, no visual 469 

interaction with the screen was required and audio instructions were provided through the 470 

headphones in Italian or English, according to participant’s preferred language.  471 

Participants performed in two sessions, each comprising either version of the two experiments 472 

(Exemplar Discrimination or Texture Discrimination), presented in a counterbalanced order 473 

across subjects.  Both sessions were performed in the same day with a half-an-hour break in 474 

between; each session lasted approximately 35 - 40 minutes. 54 Sound Textures were employed 475 

in Texture Discrimination and 36 in Exemplar (see Table S1, Supplementary information); each 476 

experiment comprised 216 trials. Every 54 trials, corresponding to about 6-7 minutes of 477 

stimulation, participants were allowed to take a few-minutes break, for a total of four runs per 478 

each session, separated by four small breaks. 479 

In both sessions, each trial consisted of a triplet of sounds of the same duration. Stimuli duration 480 

could vary across trials, and six durations were employed (either 40, 91, 209, 478, 1093 or 481 

2500ms). The number of trials per duration was equal across all the six possible durations (36 482 

trials for each one) and stimuli were presented in a randomized order. To control for a stimulus 483 

expectancy effect, inter-stimulus interval (ISI) could vary between 400, 500, 600, 700, and 800-484 

ms. Participants were asked to be as accurate as possible in their choice and there was no time-485 

limit to answer. Once the participant had responded, the presentation of the next triplet occurred 486 

after a short pause lasting between 2 and 2.5-s, with steps of 100ms.  487 

Test sessions were performed before both of the actual experimental sessions, to make sure 488 

participants understood the tasks and to have them familiarize with the type of stimuli. Test stimuli 489 

were drawn randomly across the 36 texture pairs (Table S1, Supplementary information); 490 

excerpts used in the trial session were then excluded by the actual experiment. Three trials for 491 

each duration were presented in a random order during test sessions (for a total of 18 trials per 492 

duration). A feedback was provided only during the trial session and consisted in an audio 493 
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message stating if their response was correct or incorrect. Feedback was not provided during 494 

experimental sessions, following the protocol by McDermott, Schemitsch, and Simoncelli, 2013.  495 

 496 

Exemplar Discrimination 497 

Two excerpts coming respectively from two exemplars of the same Sound Texture were selected. 498 

Both excerpts were extracted at the same time point along the 5-s segments. Excerpts were then 499 

presented as triplet of sounds in a trial: consequently, one of the two excerpts was repeated 500 

twice, while the third sound was the other. The different sound could be located as the first one or 501 

the last one in the triplet, and this varied randomly across trials.  502 

Participants were informed that two stimuli will be identical and were asked to indicate which 503 

stimulus was different from the other two. If they thought it was the first one, they would click the 504 

left button of the mouse, otherwise the right one. The middle sound was used as the reference 505 

(Figure 1C).  506 

 507 

Texture Discrimination 508 

Three excerpts were drawn among three different exemplars coming from pairs of Original Sound 509 

Textures: two of the excerpts came from two different exemplars of the same Sound Texture 510 

while the third one from an exemplar of another Sound Texture. Sound Textures were paired 511 

according to similarity, as done by McDermott, Schemitsch, and Simoncelli, 2013; Table S1, 512 

Supplementary information) and the different exemplar was a synthetic sound derived from the 513 

same white noise of one of the other two exemplar, so their original associated fine structure was 514 

the same, while only the imposed statistics were different. All three excerpts were extracted at the 515 

same time point along the 5-s segments. Again, the three excerpts were presented in a trial so 516 

that all the sounds were different, but two of them would originate from the same Sound Texture, 517 

while the other one had a different sound source. Participants were made aware of the fact that 518 

all sounds could be different and were asked to report which one came from the diverging 519 

acoustic source. Some examples were provided in order to facilitate task comprehension (i.e., 520 

“Two sounds can be the sound of a fireplace, the other one is the sound of the rain”). The correct 521 

answer could be either the first or last sound in the triplet, while middle one had to be used has a 522 

reference. Middle excerpt and deviant excerpts were derived from the same white noise sample. 523 

If participants thought the deviant was the first sound, they would click the left button of the 524 

mouse, otherwise the right one (Figure 1B).  525 

 526 

Average statistical variability 527 

Standard deviation of a set of employed envelope statistics (envelope mean, variance, skew, 528 

cross-correlation, and modulation power) was measured between couples of excerpts presented 529 

in both experiments. The pair could be made of excerpts coming from different exemplar of the 530 
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same Sound Texture (column 1, Table S1, Supplementary information) or excerpts coming from 531 

different Sound Textures (column 1 and 2, Table S1, Supplementary information; Figure 1D). The 532 

average of all statistics variability among couples of sounds was computed to make predictions 533 

about performance. When both excerpts originated from different exemplars of the same Sound 534 

Textures, their variability tended toward zero as duration increased, whereas opposite trend was 535 

observed when stimuli came from different Sound Textures. Moreover, differences in variability 536 

between the two conditions (Different Exemplar vs. Different Texture) increased with duration 537 

(Figure 1D). Separately for each of the aforementioned statistics, we performed pairwise 538 

comparisons (t-tests, FDR corrected) between the two conditions (Different Exemplar vs. 539 

Different Texture) and observed  that variability between couples of excerpts coming from 540 

different Sound Textures, as compared to ones originating from different exemplar of the same 541 

Texture in envelope mean was larger for all durations (all p > 0.05, corrected); in envelope 542 

skewness in was larger at duration 91, 478, 1093, 2500ms (all p > 0.05, corrected); variability 543 

significantly diverged only at long durations in envelope variance, envelope cross-correlation 544 

(478ms, 1093, and 2500ms; all p < 0.001, corrected) , and modulation power (1093, 2500ms; all 545 

p < 0.01, corrected; Figure S1). Analyses were performed using MATLAB.  546 

 547 

Participants  548 

Data from three groups of participants, matched for size, gender, and age, were analyzed in this 549 

study. We recruited a group of congenitally blind individuals (CB; N = 18; F = 9; mean age = 550 

37.06 years; std = 10.75). Data of the 18 CB individuals were used as reference for the 551 

recruitment of a group of late blind individuals and a group of sighted controls. Each CB individual 552 

in our sample was matched with a sighted individual and a LB individual of same gender and 553 

similar age (mean age of groups was within 2 std of difference), for a total of 18 participants for 554 

each group. Late onset blind individuals (LB; N =18; F = 9; mean age = 40.11; std = 12.68); range 555 

of blindness onset= 10-51 years; range of blindness duration= 2-28 years), and sighted controls 556 

(SC; N = 18; F = 9; mean age = 38.06 years; std = 12.93).  557 

Before experimental session began, all blind participants underwent a short interview to gather 558 

several information, especially about onset, cause, and duration of blindness, together with other 559 

anamnestic information.  560 

All participants in the final sample were healthy and fully understood the task requests. During 561 

recruitment, exclusion criteria comprised documented hearing impairment (i.e., acoustic implants, 562 

tinnitus), neurological disorders. The data of 3 CB individuals, 1 early blind participant (blindness 563 

onset: 7 months) and of 2 SC were not included in the final sample and thus were not analyzed 564 

due to their inability to perform/terminate one or both sessions or being easily distracted during 565 

experimental sessions (i.e., participant often asked questions and talked during the task). For all 566 
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of the blind participants in the sample, blindness was total and caused only by peripherical 567 

pathologies (Table 1). 568 

Two early blind (EB) participants were also tested (EB1, gender = M; age = 26, blindness onset = 569 

3years; EB2, gender = M; age = 24, blindness onset= 3 years). Results from these participants 570 

were excluded from the analyses, as blindness onset was borderline between blind groups. Their 571 

data are plotted in Supplementary information (Figure S3).  572 

Beforehand, all participants were informed about the procedures and purpose of the study and 573 

signed a written informed consent prior to testing. The study was approved by the regional Ethical 574 

Committee (CEAVNO protocol n 24579). The study protocol adhered to the guidelines of the 575 

Declaration of Helsinki (2013). 576 

 577 

Statistical Analyses  578 

Proportion of correct responses for each individual was used as dependent measure for statistical 579 

analyses. To assess that sample data were normally distributed, we performed both Kolmogorov-580 

Smirnov and Shapiro-Wilk tests with the average of proportion of correct answers in each 581 

experiment (separately) as dependent variables. In each test, dependent variable was split 582 

according to group. Both tests indicated that data were normally distributed in both experiments 583 

and for all of the groups, giving significance values higher than 0.05 (see Supplementary 584 

information, Table S2).  585 

We performed an ANCOVA using IBM SPSS Statistics for Macintosh, Version 26.0. The model 586 

included the between-participants factor Group (SC, CB, LB) and two within-participant factors: 587 

Experiment (Exemplar Discrimination vs. Texture Discrimination) and Duration (40, 91, 209, 478, 588 

1093, 2500); given the relatively large age-range across the entire sample (20-62 years old), age 589 

was included as a covariate. Since groups were matched, age unlikely accounted for between-590 

groups effects, but it could still have had an impact at the individual level.  591 

Mauchly’s test indicated that the assumptions of sphericity had been violated for the interaction 592 

Experiment * Duration (c2(2) = 25.62, p < 0.05). Thus, degrees of freedom were corrected using 593 

Greenhouse-Geisser estimates of sphericity (ε  = 0.81). 594 

There was a significant main effects of Duration, F(5, 250) = 9.45, p < 0.001, η2 = 0.16, and its 595 

interaction with the factor Experiment, F(4.07, 203.35) = 15.91, p < 0.001, η2 = 0.24. Also, there was a 596 

significant main effect of the between-participants factor Group, F(2, 50) = 4.99, p = 0.01, η2 = 0.17, 597 

and a significant interaction between factors Group and Experiment, F(2,50) = 8.35, p = 0.001, with 598 

a large effect size of η2 = 0.25. Moreover, there was a significant interaction effect among 599 

Experiment, Duration, and Group, F(10, 250) = 3.29, p = 0.001, with a medium-to-large eta-squared 600 

of η2 = 0.12. Participant’s age and its interactions with all other independent variables in the 601 

model were non-significant (all p > 0.14). 602 
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To break down the three-way interaction, we performed planned pairwise comparisons, using 603 

two-sided t-tests only on pre-specified effects of interest, as opposed to investigating all main 604 

effects and interactions as in exploratory analyses (see Cramer et al., 2016).  605 

The pre-specified contrasts were: (i) Within Group contrasts, for each group (CB, LB, SC) and 606 

duration (40, 91, 209, 478, 1093, 2500): Exemplar Discrimination vs. Texture Discrimination), for 607 

a total of 18 contrasts (Figure 2A, 2B, 2C). (ii) Between Group contrasts (within durations and 608 

experiments). For each duration (40, 91, 209, 478, 1093, 2500) and experiment (Exemplar 609 

Discrimination vs. Texture Discrimination): LB vs. SC, CB vs. LB, LB vs. CB, for a total of 36 610 

contrasts (Figure 2D, 2E). (iii) Within Experiment contrasts (within Group and across duration). 611 

For each experiment (Exemplar Discrimination and Texture Discrimination) and group (CB, LB, 612 

SC): 40 vs. either 91, 209, 478,1093 or 2500; 91 vs. either 209, 478,1093 or 2500; 209 vs. either 613 

478,1093 or 2500; 478 vs. either 1093 or 2500; 1093 vs. 2500. For a total of 90 contrasts. P-614 

values were corrected for multiple comparisons across all 144 pre-specified pairwise 615 

comparisons (the contrasts of interest listed above) using the false discovery rate (FDR; 616 

Benjamini, Drai, Elmer, Kafkafi, and Golani, 2001) and a q-value of 0.05. Post-hoc comparisons 617 

and adjusted p-values were computed using RStudio version 1.2.1335. 618 

 619 

Within Group contrasts 620 

Sighted controls 621 

For the SC group, the within Group contrasts Exemplar Discrimination vs. Texture Discrimination 622 

were significantly different at durations 40 (p < 0.001, corrected), 91 (p < 0.01, corrected), 478 (p 623 

< 0.05, corrected), 1093 (p < 0.001, corrected), and 2500 (p < 0.001, corrected). For short 624 

durations (40, 91), performance was higher in Exemplar Discrimination (mean proportion correct: 625 

40ms = 0.87; SE = 0.02; 91ms = 0.89; SE = 0.02) compared to Texture Discrimination (mean 626 

proportion correct: 40ms = 0.65; SE= 0.02; 91ms = 0.77; SE = 0.02).  Conversely, for longer 627 

durations (478, 1093, 2500), performance was better for Texture Discrimination (mean proportion 628 

correct: 478ms = 0.91; SE = 0.01; 1093ms, 0.97; SE = 0.01; 2500ms = 0.97; SE = 0.01) 629 

compared to Exemplar Discrimination (mean proportion correct: 478ms = 0.84; SE = 0.02; 630 

1093ms, 0.77; SE = 0.03; 2500ms = 0.70; SE = 0.03). No Difference was observed at duration 631 

209 (mean proportion correct at 209: Exemplar = 0.88; SE = 0.02; Texture = 0.85; SE = 0.01; p > 632 

0.05, corrected; Figure 2A).  633 

 634 

Congenitally blind group 635 

For the CB group, results pattern was remarkably similar to SC’s. The contrasts Exemplar 636 

Discrimination vs. Texture Discrimination were significant at duration = 40 (p < 0.001, corrected), 637 

91 (p < 0.01, corrected), 478 (p < 0.001, corrected), 1093 (p < 0.001, corrected), and 2500 (p < 638 

0.001, corrected), with performance being higher for short durations in Exemplar Discrimination 639 
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(mean proportion correct: 40ms = 0.87; SE = 0.02; 91ms = 0.85; SE =0.03) compared to Texture 640 

Discrimination (mean proportion correct: 40ms = 0.65; SE = 0.02; 91ms = 0.77; SE = 0.02). On 641 

the contrary, for long durations, performance was higher in Texture Discrimination (mean 642 

proportion correct: 478ms = 0.92; SE = 0.01; 1093ms, 0.97; SE= 0.01; 2500ms = 0.98; SE = 643 

0.01) compared to Exemplar Discrimination (mean proportion correct: 478ms = 0.83; SE= 0.02; 644 

1093ms = 0.77; SE = 0.03; 2500ms = 0.64; SE= 0.04). As for the SC group, no Difference was 645 

observed at duration = 209 (mean proportion correct at 209: Exemplar Discrimination = 0.87; SE 646 

= 0.02; Texture Discrimination = 0.86; SE = 0.02; p > 0.05, corrected; Figure 2B). 647 

 648 

Late-onset blind group 649 

For the LB group, comparisons between Exemplar Discrimination vs. Texture Discrimination 650 

revealed a substantially different pattern of results compared to CB and SC groups. The 651 

performance of the two tasks did not differ at short durations 40 (mean proportion correct: 652 

Exemplar Discrimination = 0.70; SE = 0.03; Texture Discrimination = 0.69; SE= 0.01), 91 (mean 653 

proportion correct: Exemplar Discrimination = 0.76; SE = 0.03; Texture Discrimination = 0.74; SE 654 

= 0.02), 209 (mean proportion correct: Exemplar Discrimination = 0.85; SE = 0.02; Texture 655 

Discrimination = 0.79; SE = 0.01; all p > 0.07, corrected). Significant differences emerged only at 656 

longer durations 478 (p < 0.001, corrected), 1093 (p < 0.001, corrected), and 2500 (p < 0.001, 657 

corrected), where performance was better for Texture Discrimination (mean proportion correct: 658 

478ms = 0.91; SE= 0.01; 1093ms = 0.97; SE = 0.04; 2500ms = 0.99; SE = 0.02) compared to 659 

Exemplar Discrimination (mean proportion correct: 478ms = 0.73; SE = 0.01; 1093ms = 0.72; SE 660 

= 0.03; 2500ms = 0.61; SE = 0.02; Figure 2C).  661 

 662 

Between Group contrasts  663 

Contrasting SC vs. CB, no significant difference in the proportion of correct answers was 664 

observed in either Experiments (Exemplar Discrimination and Texture Discrimination) and for any 665 

of the durations (all p > 0.37, corrected). 666 

In the Exemplar Discrimination, LB vs. SC and LB vs. CB contrasts were significantly different at 667 

specific durations:  comparisons between LB and SC groups were significant at duration = 40  (p 668 

< 0.001, corrected), 91 (p < 0.001, corrected), 209 (p < 0.05, corrected), 478 (p < 0.05, 669 

corrected), and 2500 (p < 0.05, corrected); comparisons between LB vs. CB groups were 670 

significantly different at duration 40 (p < 0.001, corrected), 91 (p < 0.05, corrected), 209 ( p < 671 

0.05, corrected), and 478 (p < 0.05, corrected; Figure 2D). 672 

In the Texture Discrimination experiment, LB vs. SC contrasts were not significantly different (all p 673 

> 0.07, corrected). A significant contrast was observed at duration 40 when comparing LB vs. CB 674 

(p < 0.05, corrected) with LB performing better than CB. None of the other contrasts at the 675 

remaining durations was significant (all p > 0.05, corrected; Figure 2E). 676 
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 677 

Within Experiment contrasts 678 

Overall, in the Exemplar Discrimination, performance tended to decrease with duration as in 679 

McDermott, Schemitsch, and Simoncelli (2013). for both SC and CB groups, but not for the LB 680 

group. For the SC group, the following comparisons between durations were significantly 681 

different: 1093 vs. 40, 1093 vs. 91, 1093 vs. 209, 1093 vs. 478 and 2500 vs. 40, 2500 vs. 91, 682 

2500 vs. 209, 2500 vs. 478 (all p < 0.05, corrected) whereas the other comparisons 40 vs 91, 40 683 

vs 209, 40 vs. 478, 91 vs. 209, 91 vs. 478, 209 vs. 478 were not significant (all p > 0.05, 684 

corrected). Similarly, for the CB group, the following comparisons resulted significant: 40 vs. 685 

1093, 40 vs.  2500, 91 vs. 2500, 209 vs. 1093, 209 vs. 2500ms, 478 vs. 2500, and 1093ms vs. 686 

2500ms (all p < 0.05, corrected). For the LB group, comparisons between durations were all non-687 

significant (all p > 0.91, corrected), apart from the comparisons between duration 2500 and all of 688 

the others (40 vs. 2500, 91 vs. 2500, 209 vs. 2500, 478 vs. 2500, 1093 vs. 2500) which were 689 

significantly different (all p < 0.01, corrected). 690 

The data for Texture Discrimination replicated the one from McDermott, Schemitsch, and 691 

Simoncelli (2013) for all groups, with performance progressively increasing with duration. 692 

For all the three groups, the following comparisons across durations were significantly different: 693 

40 vs. either 91, 209, 478,1093, or 2500; 91 vs. either 209, 478,1093 or 2500; 209 vs. either 694 

478,1093 or 2500; 478 vs. either 1093 or 2500 (SC: all p < 0.01, corrected; CB: all p < 0.02, 695 

corrected; LB: all p < 0.02, corrected), while the comparison between the two longest durations, 696 

1093 vs. 2500, was significant only for the LB group and not for SC and CB groups (LB: p = 697 

0.007, corrected; SC: p = 1, corrected; CB: p = 0.36, corrected). 698 

 699 

Difference in performance between Exemplar and Texture Discrimination  700 

For every duration, each participant’s accuracy-score in Texture discrimination was subtracted 701 

from the scores in Exemplar Discrimination (Figure 2F). To test whether there was a significant 702 

difference among groups, we ran an ANOVA for repeated measures with one within-subjects 703 

factor Duration and one between-subjects factor Group. The dependent variable was the relative 704 

difference between the accuracy scores in Exemplar Discrimination and Texture Discrimination. 705 

Main effects of Group, F(2, 51) = 8.72, p < 0.001, η2 = 0.26, and Duration, F(5, 255) = 230.42, p < 706 

0.001, η2 = 0.82,  were significant, together with their interaction, F(10, 255) = 3.22, p < 0.001, η2 = 707 

0.11. We ran FDR corrected pairwise comparisons (two-tailed t-tests; q-value = 0.05) on pre-708 

selected contrasts of interest highlighting the differences between groups within each duration. All 709 

of the comparisons between CB and SC were not significant (all p > 0.32, corrected). 710 

Comparisons between LB and CB were significant at duration 40 (p < 0.001, corrected), 478 (p < 711 

0.03 corrected) and not significant for other durations (all p > 0.09, corrected). Finally, 712 

comparisons between SC and LB were significant for most of the durations (40, 91, 209, 478, 713 
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2500; all p < 0.03, corrected) but 1093 (p = 0.32, corrected) (Figure 2D). Absolute values of the 714 

average across participants of the differences at the Group level are displayed separately for 715 

each group in Supplementary information, Figure S4(A, B, C). For both SC (Figure S4A) and CB 716 

(Figure S4B) we observed a U-shaped trend, consisting of higher values at short and long 717 

durations and almost zero at intermediate one. On the other hand, in LB groups (Figure S4C) a 718 

different trend was observed, with values being almost zero at short durations (40, 91) and 719 

progressively increasing at longer ones.  720 

 721 

Testing for Disposition bias 722 

As participants were asked to choose between first and third intervals, the temporal connotation 723 

of this 2AFC protocol could have led to a response disposition bias (e.g., listeners could have 724 

shown a tendency toward reporting one of the two intervals, for example the last one). In order to 725 

rule out that systematic trends for bias could differ across groups and, to some extent, could 726 

account for the impaired performance in LB, for each participant we calculated how many times 727 

they overestimated stimuli in one position, as compared to the other. Separately for each 728 

experiment and for each duration, the total number of times participants pressed the mouse's left 729 

button, stating that deviant sound was the first interval, was subtracted from the total number of 730 

times that correct answer was actually the left one. Positive numbers would indicate an 731 

overestimation of stimuli in the last interval, whereas negative values would refer to an 732 

overestimation of first intervals. In order to check for significant differences, we ran a Repeated-733 

Measure ANOVA with total number of overestimated stimuli in one position as dependent 734 

variable, Group as between-subjects factor, and Experiment and Duration as within-subjects 735 

factors. As Mauchly’s test indicated that the assumptions of sphericity had been violated for the 736 

effect Duration (c2(2) = 76.28, p < 0.001), the interactions Experiment*Duration (c2(2) = 78.76, p 737 

< 0.001), degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity 738 

(Duration, ε = 0.58; Experiment*Duration, ε = 0.56). No significant effects were found for any 739 

within-subjects factors, nor for the between-subject factor Group and their interactions (all F > 740 

0.07). Statistics were carried out using IBM SPSS Statistics for Macintosh, Version 26.0. Data are 741 

displayed in Figure S2A.  742 

 743 

Testing for Learning Effect 744 

Sessions were divided into four runs of 54 trials each. In order to check for the occurrence of 745 

divergent learning and/or tiredness effects between groups, within each experiment and duration, 746 

total number of correct answers in run 1 was used as a baseline and was subtracted from the 747 

number of correct answers in the next runs (run 2, 3, and 4). Positive values meant that 748 

performance increased compared to the first run, showing a learning effect, whereas negative 749 

values were associated with a decrease in the performance, possibly a tiredness effect. We ran a 750 
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Repeated-Measure ANOVA using IBM SPSS Statistics for Macintosh, Version 26.0, with 751 

baseline-subtracted correct answers as the dependent variable, Group as between-subjects 752 

factor, and Experiment, Duration, and Run within-subjects factors.  Mauchly’s test indicated that 753 

the assumptions of sphericity had been violated for the main effect of Duration (c2(2) = 67.35, p < 754 

0.001), the interactions Experiment*Duration (c2(2) = 38.80, p < 0.001), Duration*Run (c2(2) = 755 

150.31, p < 0.001), and Experiment*Duration*Run (c2(2) = 212.37, p < 0.001). Thus, degrees of 756 

freedom were corrected using Greenhouse-Geisser estimates of sphericity (Duration, ε = 0.68; 757 

Experiment*Duration, ε = 0.77; Duration*Run, ε = 0.62; Experiment*Duration*Run, ε = 0.49). We 758 

observed significant effects of Duration, F(3.4, 173.47) = 20.11, p < 0.001, η2 = 0.28, Run, F(2, 102) = 759 

12.48, p < 0.001, η2 = 0.20, and the interactions Duration*Run, F(10, 315.08)=13.81, p < 0.001, η2 = 760 

0.21, and Duration*Run*Group,  F(12.36, 315.08) = 20.11, p < 0.05, η2 = 0.08. Pairwise comparisons 761 

were carried out, to test whether between groups differences (SC vs. CB, CB vs. LB, SC vs. LB) 762 

existed for each run and duration. No significant difference was observed between the 54 763 

contrasts of interest (all p > 0.05, corrected). Data are plotted in Figure S2B, showing similar 764 

trends across groups for all durations.  765 

 766 

Correlation between LB’s performance with Onset and Duration of blindness 767 

We performed linear correlations between LB participants’ onset of blindness and duration of 768 

blindness with (1) their overall performance in each experiment (Supplementary information, 769 

Figure S5A) and (2) their performance for each duration in each experiment (Figure S5B and 770 

S5C). Pearson’s correlation coefficient (RHO) between each pair pairwise comparison was 771 

computed, together with p-values. We observed no significant correlation for most of the 772 

conditions and the variable tested (all p > 0.05). Correlations were performed and plotted with 773 

MATLAB. 774 

 775 
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Table 1. Characteristics of blind participants. 

 

1. Late-onset blinds group (N=18) 

 Age Sex Hand Residual 
Onset 

(years) 
Etiology Education Music 

LB01 21 M R None 18 
Congenital 

Glaucoma 

Middle 

School 
No 

LB02 26 M R LP 18 
Retinitis 

pigmentosa 
University No 

LB03 44 F R LP 20 
Retinitis 

pigmentosa 
High School  No 

LB04 25 F R None 

22 

LE 14 

RE 22 

Stevens-

Johnson 

syndrome 

University No 

LB05 41 M R None 36 

Familial 

exudative 

vitreoretinopathy 

High School No 

LB06 30 F R None 20 Eye tumor High School No 

LB07 38 F R None 15 Glaucoma University No 

LB08 59 M R None 43 

Optic Nerve 

Sheath 

Meningioma 

Middle 

School 
No 

LB09 55 F R LP 30 
Retinitis 

pigmentosa 
University No 

LB10 52 F R None 27 
Retinitis 

pigmentosa 
High School No 

LB11 55 F R 
LP, SP, 

MP 
51 

Bietti’s 

Crystalline 

Dystrophy 

University No 

LB12 46 M R LP 18 

6mo: Removed 

congenital 

cataract; then 

Glaucoma 

Middle 

School 
No 

LB13 50 F R LP 11 
Retinitis 

pigmentosa 
High School No 

LB14 55 M R LP 38 
Retinitis 

pigmentosa 

Middle 

School 
No 

LB15 40 F R None 20 Glaucoma High School No 
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LB16 32 M R LP 10 

Optic nerve 

compression 

Astrocytoma 

University No 

LB17 22 M R None 20 Glaucoma High School No 

LB18 30 M R LP in RE 18 

Glaucoma (RE) 

and Retinal 

detachment (LE) 

High School No 

 

2. Congenitally blind group (N=18) 

CB01 32 M R LP 0 
Congenital 

Glaucoma 
University No 

CB02 36 M R None 0 
Retinitis 

pigmentosa 
High School No 

CB03 44 M R None 0 
Congenital 

Glaucoma 
High School No 

CB04 60 F R LP 0 
Retinopathy of 

prematurity 
High School Yes 

CB05 45 M R LP 0 
Congenital 

Glaucoma 
University No 

CB06 43 F R None 0 
Retinopathy of 

prematurity 
High School No 

CB07 28 F R LP 0 Microphthalmia University No 

CB08 29 F L None 0 
Retinopathy of 

prematurity 
University No 

CB09 27 M R LP 0 
Retinopathy of 

prematurity 
High School Yes 

CB10 41 M R LP 0 
Retinitis 

pigmentosa 
University No 

CB11 59 M R None 0 Glaucoma High School Yes 

CB12 37 F R/L LP 0 
Congenital 

cataract 
High School No 

CB13 20 F R None 0 
Microphthalmia 

and Aniridia 
University No 

CB14 34 F R LP 0 
Optic nerve 

hypoplasia 
University No 

CB15 32 M R LP 0 
Retinopathy of 

prematurity 
University Yes 

CB16 30 M R LP 0 
Leber's 

congenital 
University Yes 
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amaurosis 

CB17 44 F R None 0 
Virus during 

pregnancy 
High School No 

CB18 28 F R None 0 
Retinopathy of 

prematurity 
University No 

LP = light perception; SP= Silhouette perception; MP = motion perception; M = male; F = female; 
mo= month old; LE = left eye; RE= right eye; Music Training: Yes = Professional, studied music 
for at least 10 years
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