Universality of evolutionary dynamics with arbitrary demography
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The assumption of constant population size is central in population genetics. It led to a large body of results, which have proven successful to understand evolutionary dynamics. Part of this success is due to their robustness to modeling choices. On the other hand, allele frequencies and population size are both determined by the interaction between a population and the environment. Including explicitly the demographic factors and life-history traits that determine the eco-evolutionary dynamics makes the analysis difficult and the results dependent on model details. Here, we develop a framework that encompasses a great variety of systems with arbitrary population dynamics and competition between species. By using techniques based on scale separation for stochastic processes, we are able to compute evolutionary properties, such as the invasion probability. Remarkably, these properties assume a universal form with respect to our framework, which depends on only three life-history traits related to the exponential fitness, the invasion fitness, and the carrying capacity of the alleles. In other words, different systems, such as Lotka-Volterra or a chemostat model, share the same evolutionary outcomes after the correct remapping of the parameters of the models into three effective life-history traits. An important and surprising consequence of our results is that the direction of selection can be inverted, with a population evolving to reach lower values of fitness. This can happen because the obtained frequency-dependent noise (affected by the three life-history traits) can generate an effective force that counterbalance classical selection.

Competition is a fundamental agent of natural selection. The scarcity of a resource (a nutrient, water, space, ...) limits the population growth, determining a selection pressure. Variants able to grow faster or more efficiently spread within the population. To quantify these kind of phenomena, the vast majority of results in population genetics are based on the assumption of constant population size \cite{1–8}. The success of this assumption lies in the generality of the results. When the population size is large enough, Kimura’s diffusion limit \cite{1, 9} is the convergence point of several alternative models. In fact, while different population genetics models (Wright-Fisher \cite{10, 11}, Moran \cite{12}, conditional branching processes \cite{13}, and some Canning processes \cite{14}) start from radically different assumptions about the genealogical and demographic structure of the population, they share the same predictions, up to a simple rescaling of timescales and parameters. For most of the theoretical advances in population genetics, the total population size is an effective parameter of the model, which should be fitted from data, and the allele frequencies are the only dynamical degrees of freedom.

However, mechanistically, not only the allele frequencies, but also the total population size is determined by the interaction between a population and the environment. Moreover, experimental works \cite{15, 16} suggest that the variation of the population size can play a role in the evolutionary process, implying that its dynamics should not be neglected in theoretical descriptions.

Non-stationary conditions are an important example where the dynamics of population size cannot be neglected to
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understand how evolution — here intended as the dynamics of relative frequencies of alleles — unfolds. For instance range expansions leave strong signature on the genetic diversity of a population [17–19]. Here we instead focus on the equally non-trivial scenarios where the total population is stationary, but not constant and not independent of allele frequencies, over the timescales of population dynamics.

A classical approach to study this problem is to consider the total population size as decoupled from the allele frequency. In this context the dynamics of the total population is assumed a-priori [20–23]. The alternative is to model explicitly population dynamics, which requires to choose how environmental constraints limit population growth, leading to different modeling framework, as for instance: Lotka-Volterra [24–30], a generalization of the Moran model [31], or public good models [32, 33].

The increased realism of these models undermines, at least in principle, the generality of the standard population genetics results. To what extent the details of demography and life-history determine the evolutionary outcome?

In this work we address this question by considering a general ecological framework to describe population dynamics. This approach encompasses several alternative models, from Lotka-Volterra to competition in a chemostat, under the same mathematical framework. We show that evolutionary predictions are instead robust and insensitive to the details of population dynamics. Within our framework, evolutionary observables, such as the invasion probability, are universal and depend on only three parameters, related with the concepts of exponential fitness, invasion fitness, and carrying capacity. We first present the general framework, then we show its approximation with the scale separation, and the computation of evolutionary observables. Finally, we conclude with an explicit example of the chemostat model for resource competition, showing how the previous general results can lead to an evolutionary trajectory with decreasing fitness over time.

Results

A model for evolution with a general demographic dynamics

We consider the stochastic dynamics of an heterogeneous population. The birth and death rate of each allele (see Materials and Methods) are determined by allele specific parameters as well as the interaction, through competition, with others. The abundance of each allele \( n_i \) as well as the total population size \( n = \sum_i n_i \) are therefore changing stochastically over time in a interdependent manner. The deterministic part of the dynamics, obtained by neglecting the diffusion term (see Materials and Methods and Supplementary Materials, section 1), reads

\[
\frac{1}{n_i} \frac{dn_i}{dt} = \rho_i \beta(n) \left( 1 - \frac{\omega(n)}{\phi} \right),
\]

This class of models provides a general description of competing alleles. We restrict our analysis to competition for a single resource, in which case the two functions \( \beta(z) \) and \( \omega(z) \) are a function of linear combination of abundances only: \( z = \sum_i \chi_i n_i / M \).

This framework is in fact quite flexible and it allows to recover commonly used models with specific choices of \( \beta(z) \) and \( \omega(z) \). The rates in eq. (1) reduces to the classical Moran-model [33] when \( \beta(z) = \chi_i = \rho_i = 1 \) (the equivalence can be seen from equation (2)). The Lotka-Volterra dynamics is obtained using \( \beta(z) = 1 \) and \( \omega(z) = z \), the chemostat model [34] with \( \beta(z) = 1/z \) and \( \omega(z) = z \), and the generalized Moran model [31] with \( \beta(z) = 1, \omega(z) \propto (1+z) \), and \( \chi_i = 1 \) (see Materials and Methods for more details and other examples).
The allele dynamics depends on three allele-specific parameters (see Materials and Methods), $\rho_i$, $\phi_i$, and $\chi_i$, and one additional parameter $M$ which sets the scale of the total population size. In absence of population limitation (when $\omega(n)/\phi_i \ll 1$ for all $i$), the allele $i$ will grow exponentially with growth rate equal to the exponential fitness $\rho_i$. The competitive strength $\chi_i$ contribute to the carrying capacity in clonal population of allele $i$, which is equal to $K_i = M\omega^{-1}(\phi_i)/\chi_i$. The invasion fitness $\phi_i$ determines the growth rate of an invader in presence of an established population: a small population of an invader $i$ in a large population $j$ at carrying capacity has a growth rate proportional to $1 - \phi_j/\phi_i$. The growth rate of the mutant is positive if and only if $\phi_i > \phi_j$, implying that the allele with a competitive advantage is the one with the largest invasion fitness $\phi$.

Therefore, this deterministic analysis shows that, despite the model generality, the evolutionary success of a allele in the long-term is determined only by one parameter: the invasion fitness. In this respect, it is interesting to notice that the exponential fitness, the structure of the interactions as well as how the global population size evolves do not play a role.

This result holds as long as one can consider the population scale $M$ infinite and the “strong” selection regime. Indeed, when the differences between the invasion-fitness parameters are small, such that their product with $M$ is of order one, $M[\phi_i - \phi_j]/A/\sum_{k=1}^{A} \phi_k = O(1)$, fluctuations become important and a stochastic description is necessary. This is the “weak” selection regime analysed in the next section.

The effective dynamics in the weak-selection regime is controlled by few parameters

When population sizes are large and fitness differences are small the trajectories can be separated in a fast transient followed by a slow dynamics, as shown in Figure 1. The initial trajectory drives the system to a slow manifold of solutions, which correspond to stationary values of the total population size. What follows is a dynamics constrained on the slow manifold.

The “slow” dynamics is determined by the combination of two forces. The genetic drift is pushing the system away of the manifold of solutions. The deterministic part of the dynamics is pushing the system back to the slow manifold. Since these two forces do not act orthogonally to the manifold, they result in a non-trivial combination, which effectively drive the evolution of the system.

After a non-trivial calculation \[35\] (see Materials and Methods and Supplementary Materials section 2) one obtain an effective equation, which parallels Kimura’s diffusion limit. In the case of two alleles, this effective equation describes the dynamics of the rescaled abundance $y = n_i/K_1$ of one allele, characterized by some values of exponential fitness $\rho_1$, invasion fitness $\phi_1$, and competitive strength $\chi_1$ in the presence of another allele with different traits ($\rho_2$, $\chi_2$, $\phi_2$). The equation reads:

$$\frac{dy}{dt} = \frac{y(1-y)}{r} \left( s - \frac{1}{K_2 r} \left( r c - 1 + \frac{r(c-1)}{r} \right) \right) + \sqrt{\frac{y(1-y)}{K_2 r^2} (rx + c(1-x))} \cdot \eta(t). \quad (2)$$

where $\eta(t)$ is a white noise term (see Supplementary Materials) and the average $\bar{y}$ is an average over the population (i.e., $\bar{y} = gy + 1 - y$). The dynamics of the rescaled abundance $y$ depends on three parameters in addition to the carrying capacity of the second allele $K_2$ (of order $M$): $s$, $r$, $c$. These three parameters are related to the ratios
between the life-history trait parameters of the two alleles. In particular, $s$ is the selection coefficient $s = (\phi_1 - \phi_2)/\rho_1$, $r = \rho_1/\rho_2$, and $c = \chi_1/\chi_2$, which, in the weak selection regime, can also be expressed as the ratio of the carrying capacities $c = K_2/K_1$ (see Materials and Methods). From this equation, one can obtain an explicit expression for the dynamics of the relative abundance $x = n_1/(n_1 + n_2) = y/(y + (1 - y)c)$ (see Supplementary Materials).

Equation 2 is the main technical achievement of this paper, from which stem several results. First, it does not depend on the functions $\beta(\cdot)$ and $\omega(\cdot)$, which only determine the timescale of the dynamics (see Supplementary Materials). This implies that systems characterized by very different demographic dynamics will have the same evolutionary trajectories. As a consequence, if the alleles do not differ in their exponential fitness and in the carrying capacities (i.e. if $r = c = 1$) equation 2 reduces to Kimura’s diffusion limit. In contrast, when also these life-history traits differ, the deterministic term depends on the balance between two forces. The first term is proportional to the selection coefficient $s$. The second one, absent in the classic Kimura’s diffusion limit, is proportional to $1/M$ and depends also on allele frequencies. The existence of this second term can lead to radically different evolutionary trajectories. To better quantify this statement, in the next section we calculate the invasion probability.

**Carrying capacity, exponential and invasion fitness control the evolutionary success**

The evolutionary success of an allele in an environment described by equation 2 can be quantified by the probability that one individual of a given type is able to invade a population of a second type, i.e. the invasion probability. The ratio between the probability of invasion of the first allele $p_{1 \text{ inv}}$ and the invasion of the second one $p_{2 \text{ inv}}$ can be expressed analytically (see Supplementary Materials section 3)

$$\log p_{1 \text{ inv}}/p_{2 \text{ inv}} = sK_2 \frac{r - 1}{r - c} + \frac{sK_2 r (c - 1) - (1 - rc)(r - c)}{(r - c)^2} \log \frac{c}{r} ,$$

which, in the singular case of $r = c$ becomes $\log(p_{1 \text{ inv}}/p_{2 \text{ inv}}) = \frac{r + 1}{r} (\frac{sK_2}{2} + 1 - r)$.

Despite the generality of the modeling framework 2, this quantity depends on only three parameters: the
FIG. 2: How the invasion probability depends on the three parameters. Panel (a) shows the surface \( \log(p_{1\text{ inv}}/p_{2\text{ inv}}) = 0 \), panel (b) different sections of the invasion probability log-ratio. A darker shade of green represents a larger ratio.

Exponential-fitness ratio \( r \), the (inverse) ratio between the carrying capacities \( c \), and the product between the selection coefficient and the size of the second population at carrying capacity \( sK_2 \).

Figure 2a shows the surface at \( \log(p_{1\text{ inv}}/p_{2\text{ inv}}) = 0 \), which separates the regions of parameters between a more successful first allele, \( p_{1\text{ inv}} > p_{2\text{ inv}} \), and the opposite scenario. Note that, differently from the strong selection regime, here, a “fitter” genotype can have lower invasion fitness, i.e. within the volume below the \( s = 0 \) plane and above the \( \log(p_{1\text{ inv}}/p_{2\text{ inv}}) = 0 \) surface of the Figure.

In absence of differences in the exponential fitness and carrying capacity (i.e., if \( r = c = 1 \)), one recovers the Kimura’s diffusion limit \( \log(p_{1\text{ inv}}/p_{2\text{ inv}}) = K_2 s \) traditionally obtained under a constant total population size \( K_2 \). Moreover, for \( c = 1 \) and \( s = 0 \) one recovers the invasion probability of [31] and [29]. Figure 3 shows numerical simulations of the invasion probability in alternative models, differing for their birth and death rate dependency on the alleles population sizes. The figure shows that once these different models are mapped onto our framework [6], all the invasion probabilities collapse to the same curves as predicted by equation [3]. Details about how the simulations are performed are shown in Supplementary Materials, section 3. The definitions of the simulated models and how to map them in our framework, is in Materials and Methods.
FIG. 3: Collapse of different demographic models on the same invasion probability, given by equation (3), black lines. The simulations consider the competitive Lotka-Volterra, a chemostat model [36], the Gompertz growth dynamics [37, 38], a generalized Lotka-Volterra [39] with exponent $\nu = 1/2$, the Von Bertalanffy model [40] with $\alpha = 2/3$ and the Generalized Moran model [31] which is defined only for $sK^2 = 0$ and $c = 1$. For more details about the models see Materials and Methods.

**Invasion probability through mutation**

The expected number of mutations per generation depends on the population size. Since in our case the total population size can vary across population compositions, also the total mutation rate depends on which alleles are present and in which abundance. This dependency induces an additional effect of the varying total population on the most likely evolutionary trajectory.

We consider small, allele independent and symmetric mutation probability $\mu \ll 1$. Given, for example, the population 2 at carrying capacity, $K_2$, the birth and death rates of (6) are balanced (the system is in the steady state), $b_2 = \rho_2\beta(\omega^{-1}(\phi))K_2$. This quantity defines the generation rate. If one multiplies this rate by the per-capita mutation probability, it obtains the the rate at which a mutant of type 1 appears: $\mu b_2$. Therefore, one can compute the probability that the new invader overcomes the resident population in the case it appears because of a mutation: $m_1 inv = \mu b_2 p_1 inv$. In particular, it can be easily found that the ratio of this quantity for the two types reads:

$$\frac{m_1 inv}{m_2 inv} = \frac{c p_1 inv}{r p_2 inv} \quad (4)$$

Figure 4 inspects the analytical behavior of this expression. Also in this case there is a large range of parameters for which the population evolves to lower values of the invasion fitness.

**Evolution in the Chemostat model**

As an example for the application of the previous results, we consider a population growing on externally provided resources in a chemostat [34]. We consider a birth-death process where the birth-rate depends on the expected availability of resources, while the death rate is a constant factor. In the deterministic limit the equation reduces to

$$\frac{1}{n_i} \frac{dn_i}{dt} = \frac{\eta_i \alpha_i}{\sum_j n_j \alpha_j} - \delta_i \quad (5)$$

The parameter $\alpha_i$ represents the resource intake rate of allele $i$, $\delta_i$ is a death/dilution rate, while $\eta_i$ is the efficiency of resource-to-biomass conversion (equivalent to an inverse yield, see Materials and Methods). One can then map this model into our general framework [6].
A particularly interesting scenario appears when $\alpha$ is the only parameter which evolves through mutations, while $\delta$ or $\eta$ depend on it. For instance, yield (or, equivalently, efficiency) decreases during selection in experimental evolution \[11\] \[41\] \[43\], giving rise to a trade-off between growth rate and yield.

Specifically, we focus on the case $\delta_i/\eta_i = \alpha_i + \alpha_0$. We consider the case where $\alpha_0 \ll 1$ is a small parameter (in principle of the order of $1/M$). This choice implies that the population size at carrying capacity in a clonal population, i.e. $K_i = M\eta_i/\delta_i$, decreases with the intake rate $\alpha$. This choice reflects the existence of a trade-off between growth rate and yield.

In the deterministic limit, it is easy to see that alleles with higher intake-rate (and therefore with higher invasion fitness) always invade populations with lower values of $\alpha$. By using using equations (3) and (4), we show that the presence of a large, but finite, allele-dependent total population size can invert this behavior. Moreover, unlike in the evolutionary case, the outcome of the evolutionary process depends on whether the dependency on $\alpha$ is included in the death rate or in the efficiency. We consider here the former case, while we discuss the latter, which nevertheless leads to similar results, in the Supplementary Materials, section 4.

If the intake conversion from the resource to the biomass is constant, $\eta_0$, the death rate per-capita can be expressed as $\delta_i = \eta_0(\alpha_i + \alpha_0)$. The computation of the exponential fitness ratio leads to $r = c$. In such a case, there is no difference between the invasion or invasion through mutations. Therefore, both those criteria say that the ratio of the probabilities of fixation is larger than one if

$$\alpha_1 > \alpha_2 \quad \text{or} \quad \alpha_1 < \frac{M\alpha_0}{2\alpha_2}$$

FIG. 4: Behavior of the invasion probability through mutations.
FIG. 5: Evolutionary dynamics of the chemostat with a constant intake rate $\eta_0 = 1$. The resource intake $\alpha$ can mutate to a neighbour $\alpha + \Delta \alpha$ or $\alpha - \Delta \alpha$ with rate $\mu = 2 \cdot 10^{-5}$. It is constrained to be in $[0, 3]$. The other parameters are: $\Delta \alpha = 0.25$, $\alpha_0 = 0.01$, $M = 200$. Panel (a) shows the number of individuals colored by their value of $\alpha$ of a Gillespie simulation. There is no clonal interference since, typically, there is no co-existence of sub-populations with different $\alpha$. Panel (b) is the average resource intake over 300 realizations of two ensembles starting from different initial conditions. Panel (c) is the distribution of $\alpha$ at stationarity of the 300 realizations. Leading to an evolutionary stable value of the parameter that reads $\alpha^* = \sqrt{\alpha_0 M / 2}$. Figure 5 shows a simulation of this scenario, where $\alpha$ can mutate taking discrete-equispaced values, $\{\alpha_i\}$, with a very small mutation probability that guarantees that periodic selection regime holds. In this case, one can predict the distribution $p(\alpha)$ at equilibrium assuming a jump process which satisfies the detailed balance: $p(\alpha_i)p(\alpha_i \rightarrow \alpha_{i+1}) = p(\alpha_{i+1})p(\alpha_{i+1} \rightarrow \alpha_i)$ (details in Supplementary Materials, section 4). The prediction for the average and for the full distribution are in agreement with the simulation in the panels (b) and (c) of Figure 5. In particular, it is interesting to see in panel (b) that the average intake rate can decrease with time.

Discussion

Here we have studied the evolutionary trajectories of populations in a broad class of models characterizing population self-limitation. It has been introduced a population dynamics framework that encompasses several known models (Logistic, Gompertz, Chemostat and others). In presence of large, but finite, populations sizes, we have shown that the evolutionary trajectory of these population depends only on three quantities (exponential fitness, invasion fitness, and carrying capacities), irrespective of models' specifics. We obtained this results by assuming a time-scale separation between the total population size and the allele frequencies [24, 27, 29, 31]. This assumption allows to obtain an effective equation that describe the time evolution
of allele frequencies, which depends only on the values of the three evolutionary relevant quantities. This effective
description is akin to Kimura’s diffusion, to which it reduces if alleles differ only in their invasion fitness or in the limit
of strong selection, where variation in exponential fitness and/or carrying capacities becomes effectively irrelevant.

One especially interesting aspect of this effective equation is the role played by the (finite) population size. In
Kimura’s diffusion limit, population size influences only the strength of drift. While in that context drift masks the
effect of selection (e.g., a deleterious mutation has a non-zero fixation probability), it never alters its direction (i.e., a
beneficial mutation has always a larger fixation probability than a deleterious one). In our setting, the existence of a
finite population size might alter the course of evolution: mutants with lower invasion fitness might be more likely to
invade than alleles with an higher invasion fitness.

We explicitly show this effect in the chemostat model in the presence of a metabolic tradeoff. In the deterministic
limit, larger resource intakes correspond to higher-fitness and therefore evolution drives to population to higher and
higher resource intakes. In presence of a large, yet finite, population size the naive expectation obtained in the
deterministic case is not realized. The evolutionary trajectory converge in fact to an optimal value of the intake rate,
which we analytically predict. If a clonal population has an initial intake rate larger than the optimal one, evolution
will drive the population to decrease the intake rate, and therefore invasion fitness.

Invasion fitness decreases over time because of the presence of a finite population size. This might be reminiscent of
the Muller’s ratchet [44–46], but it has a radically different origin. In the case of the Muller’s ratchet, the decrease in
fitness is determined by the fact that mutations only give rise to deleterious mutations, which can get fixed because of
the finite population size. The presence of a small fraction of beneficial mutations is enough to balance the effect of
deleterious mutations and lead to an overall increase of fitness [47].

In our case, the mechanism in play is radically different. The presence of variation in exponential fitness and/or in
the carrying capacity creates an effective force driving the population to higher values of the carrying capacity and
lower values of exponential fitness. Lower carrying capacities and higher exponential fitness correspond to higher
level of demographic stochasticity (as shown in eq.(2) of the Supplementary Materials). The intuition is that the
evolutionary trajectory drives the population toward lower values of demographic stochasticity. This effect is alike
to thermophoresis [48] or to what observed in Brownian motion in presence of a position-dependent diffusion: an
effective force drive the trajectories to lower values of noise [49]. In our case, the effective force can counter balance
the presence of a selection coefficient.

This result highlight the relevance of genetic drift in shaping the evolutionary trajectories. In our case, drift not
only affect the speed of evolution [50], but also its direction. One remarkable aspect is that this effect turns out to be
model independent and determined only by differences in the exponential fitness and carrying capacity.

The three quantities (invasion fitness, carrying capacity, and exponential fitness) that effectively determine the
trajectory of an evolving population are obviously not independent traits. Variation of a given trait can influence one,
two or all three of them. For instance, in the example of the chemostat model that we discussed, only one trait, the
resource intake, was under selection pressure. But since it influenced all the three quantities the result of evolution
was far from trivial.

These results go in the direction of building a model-independent eco-evolutionary theory. The extent at which
the specific details of ecological interactions influence the evolutionary outcome is in fact a major limitation to the
development a comprehensive general understanding of eco-evolutionary trajectories. Our results present a first
step in this direction, as they describe the evolution of a population limited by a single factor. The next step will be to generalize our framework by considering multiple limiting factors, giving rise to the coexistence of different populations [51]. As a further generalization, one can consider different interaction types, going beyond competition.

To conclude, our work shows that several aspects of the demographic dynamics are details that do not influence the trajectories of an evolving population. Only three life-history, effective, traits matters. Their variation is subject to selection in a non-trivial, drift mediated, way, which might lead to a decrease of what is usually identified as fitness over time.

**Material and Methods**

**Model definition and interpretation of parameters**

Let us consider a population with $A$ alleles. The allele abundances $n_i$, $i = 1, \ldots, A$, can increases/decrease of one unit according to birth/death events whose rates are defined as follows:

$$
\begin{align*}
    n_i &\rightarrow n_i + 1 \text{ w. rate } n_i \beta(z(n)) \rho_i, \\
    n_i &\rightarrow n_i - 1 \text{ w. rate } n_i \beta(z(n)) \frac{\omega(z(n))}{\phi_i}.
\end{align*}
$$

The two parameters $\rho_i$ and $\phi_i$ are the *exponential* and *invasion fitness* respectively. The functions $\beta(z(n))$, and $\omega(z(n))$ are arbitrary, with the constraints of both being positive for $z > 0$, and $\omega$ being monotonic increasing. They depend on the abundances $n = \{n_1, \ldots, n_K\}$ through the following variable:

$$
z(n) = \frac{1}{M} \sum_j n_j \chi_j,
$$

where $M$ sets the scale of the population size, and $\chi_i$ measures the effect of the abundance of allele $i$ on the growth rate.

The system of competing alleles described by (6) obeys the deterministic dynamics (1), which provides a good description for an infinite population scale $M$ (see Supplementary Materials, section 1). A closer inspection of its behavior is useful to understand the parameter meaning and the long term behavior of the dynamics.

In the regime of a small population, $N = \sum_j n_j \ll M$, the population grows exponentially and there is no interaction between alleles:

$$
\frac{1}{n_i} \frac{dn_i}{dt} \approx \rho_i \beta(0) \left(1 - \frac{\omega(0)}{\phi_i}\right).
$$

In the case of $\omega(0) = 0$, which is for instance satisfied by both the Lotka-Volterra and the chemostat dynamics, the allele growth-rate is defined by the *exponential fitness* $\rho_i$, which therefore describes the growth in absence of population limitation.

As the total population grows, the function $z(n)$ increases. As a consequence, also the function $\omega(z)$ increases, since, by definition, it is monotonically increasing. This ensures a saturation mechanism for the population size. It can be easily shown that the only fixed points are a mass extinction, $n_i = 0 \forall i$, and the ones where there is only one surviving allele at carrying capacity $K_j = M \omega^{-1}(\phi_j)/\chi_j$, where $\omega^{-1}$ is the inverse function of $\omega$. 
Let us consider one of the fixed points with a resident species \( j \) and an invader \( i \). The dynamics of the rare mutant \( i \) is given by

\[
\frac{1}{n_i} \frac{dn_i}{dt} \approx \rho_i \beta \left( \omega^{-1}(\phi_j) \right) \left( 1 - \frac{\phi_j}{\phi_i} \right).
\]

The growth rate of the mutant is positive if and only if \( \phi_i > \phi_j \), implying that the surviving allele is the one with the largest invasion fitness \( \phi_i \).

**Effective dynamics**

The birth-death model \([6]\) can be approximated, for large \( M \), with an Itô stochastic differential equation for each allele \( \dot{n}_i = a_{n_i} + \sqrt{2 D_{n_i}} \cdot \xi_i \), where \( \xi_i \) is an uncorrelated normal random variable, \( \langle \xi_i(t) \rangle = 0, \langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij} \delta(t - t') \).

The diffusive limit is shown in Supplementary Materials, section 1. The deterministic and diffusion coefficient read:

\[
a_{n_i} = n_i \rho_i \beta(z) \left( 1 - \frac{\omega(z)}{\phi_i} \right),
\]

\[
D_{n_i} = \frac{1}{2} n_i \rho_i \beta(z) \left( 1 + \frac{\omega(z)}{\phi_i} \right),
\]

This description becomes particularly useful in the weak selection regime. We can define the invasion fitness as \( \phi_i = \phi(1 - s_i) \), where \( \phi = \phi_1 \) represents the fitness of the first species \( (s_1 = 0) \) and all the other parameters are very close to it. The weak selection regime is realized when \( s_i \ll 1 \).

We will consider two alleles. We can introduce an effective variable \( y \) equal to the first re-scaled abundance:

\( n_1 = y K_1, \ n_2 = (1 - y) K_2 \). Imposing the separation of timescales (Supplementary Materials, section 2), one obtains the stochastic differential equation \([2]\) describing the effective stochastic dynamics of the variable \( y \).

**Definition of the ecological models**

**Lotka-Volterra**

The competitive Lotka-Volterra model is recovered for \( \omega(z) = z \) and \( \beta(z) = 1 \). The average evolution of the allele abundances reads:

\[
\frac{1}{n_i} \frac{dn_i}{dt} = \rho_i \left( 1 - \frac{\sum_j \chi_{ij} n_j}{M \phi_i} \right)
\]

**Chemostat**

To derive the chemostat dynamics, let us consider an allele \( i \) which grows with a birth rate per-capita \( b_i = R(\gamma) \alpha_i \eta_i \). This rate depends on a function of the resource concentration \( R(\gamma) \), the amount of resource that the allele is able to consume, \( \alpha_i \), and the conversion factor of the resource into biomass \( \eta_i \). Note that the inverse of this latter quantity corresponds to the yield of the allele. The per-capita death rate is constant, \( \delta_i \). We assume that the resource concentration \( \gamma \) quickly reaches a stationary value, where the injection rate is balanced by the consumption of the different species. If the dynamics for the concentration follows \( \dot{\gamma} = S - \sum_i \alpha_i R(\gamma) n_i / M \), one can easily get \( R(\gamma^*) \) at
the stationary value. It can be substituted in the birth rate for the allele $i$, and the time and $\delta_i$ can be re-scales and by the constant factor $S$. Equation 5 describes the average dynamics.

One can then map this model into our general framework: $\beta(z) = 1/z$, $\omega(z) = z$, $\rho_i = \alpha_i \eta_i$, $\phi_i = \alpha_i \eta_i / \delta_i$, and $\chi_i = \alpha_i$.

**Generalized Moran model**

The mapping with the Generalized Moran model can be obtained with $\beta(z) = 1$, $\omega(z) = \alpha (1 + z)$, $s = 0$ and $\chi_i = 1$. This corresponds to their “quasi-neutrality” case, where $\alpha$, defined as the ratio of death and birth rate is constant for each genotype. The resulting birth-death process is

\begin{equation}
\begin{aligned}
n_i \rightarrow n_i + 1 & \text{ w. rate } n_i \rho_i \\
n_i \rightarrow n_i - 1 & \text{ w. rate } n_i \rho_i \alpha \left( 1 + \sum_j \frac{n_j}{M} \right),
\end{aligned}
\end{equation}

which are the equations (1) and (2) of the paper at quasi-neutrality and without mutations.

**Gompertz growth**

A generalization of the Gompertz growth law for competing species is the following:

\begin{equation}
\frac{1}{n_i} \frac{dn_i}{dt} = \alpha_i \log \left( \frac{M k_i}{\sum_j \chi_j n_j} \right),
\end{equation}

which recovers the classical Gompertz growth dynamics in the case of one allele and $\chi_1 = 1$. The mapping with the general framework can be done as follows: $\beta(z) = 1$, $\omega(z) = \log(z)$, $\rho_i = \alpha_i \log(k_i)$, $\phi_i = \log(k_i)$.

**Generalized Lotka-Volterra**

The generalized logistic dynamics for competing species can be written as follows:

\begin{equation}
\frac{1}{n_i} \frac{dn_i}{dt} = \rho_i \left( 1 - \left( \frac{\sum_j \chi_j n_j}{M k_i} \right)^\nu \right),
\end{equation}

whose mapping reads: $\beta(z) = 1$, $\omega(z) = z^\nu$, $\phi_i = k_i^\nu$. The simulations of figure are obtained for $\nu = 1/2$.

**Von Bertalanffy model**

An extension of the Von Bertalanffy model to competing species reads:

\begin{equation}
\frac{1}{n_i} \frac{dn_i}{dt} = p_i \left( \frac{\sum_j \chi_j n_j}{M} \right)^{a-1} - q_i.
\end{equation}
It is included in the general framework by choosing $\beta(z) = z^{\alpha-1}$, $\omega(z) = z^{1-\alpha}$, $\rho_i = p_i$, $\phi_i = p_i/q_i$. The simulations of figure 3 are obtained for $\alpha = 2/3$.


