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Abstract13

We introduce a deep learning model for resolution enhancement and prediction of super-resolved biological structures, which14

is based on a Generative Adversarial Network (GAN) assisted by a complementary segmentation task. It is applied to pre-15

dict biological nanostructures from diffraction-limited images and to guide microscopists for quantitative fixed- and live-cell16

STimulated Emission Depletion (STED) microscopy. More specifically, we show that the use of a complementary segmen-17

tation task improves the accuracy of the predicted nanostructures over state-of-the art resolution enhancement generative18

approaches, allowing quantitative analysis of the sub-diffraction structures in the resulting generated images.19

Main20

Some of the forefront progresses induced by deep learning lie in generating synthetic images indistinguishable from real ones,21

mainly through the introduction of Generative Adversarial Networks (GAN)1. Beyond the prevalent and visually-appealing22

application of such generative models for creating entirely new human faces, animals or objects2, their uses also extend to23

image-to-image translation3. For natural images, these methods can improve the spatial resolution by increasing the number24

of pixels and sharpening finer details4. For biomedical imaging, they can be applied to improve the signal-to-noise ratio of25

a given imaging modality5. But in optical microscopy, the spatial resolution is limited by the diffraction barrier that cannot26

be surpassed by adding pixels or improving the contrast6. In this context, it is challenging to generate new sub-diffraction27

structures that are not optically resolved in the input image7. For quantitative microscopy image analysis of nanoscopic28
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structures in biological samples, the super-resolution method needs to be reliable at generating sub-diffraction structures of29

interest. New methods for deep learning-based super-resolution in microscopy have been proposed8–12, but concerns and30

skepticism arise regarding their applicability to characterize biological structures at the nanoscale7,13.31

Generative super-resolution methods for microscopy are trained by making a direct comparison between the generated and the32

ground truth images using pixel-wise metrics (e.g. mean squared error9, absolute error8,10, structural similarity index11,12)33

(Suppl. fig. S2a). These approaches perform well to remove blurring artifacts or noise from images of simple structures such34

as microtubules8 and granules10. Yet, the generic models fall short at generating details specifically relevant to the biological35

interpretation (e.g., Suppl. fig. S1). Guiding the generative model with a more specific task helps steer it to generate images36

with the sought after relevant information. Recent works using GANs for natural images use one or multiple tasks to provide37

spatial guidance to the generator, ensuring that the generated images are consistent with the target annotations14–16.38

We propose a resolution-enhancing approach relying on a task-assisted GAN (TA-GAN) to ensure accurate generation of39

biological nanostructures of interest. The TA-GAN is optimized to perform well over a complementary segmentation task of40

the nanoscopic structures that could not be performed on diffraction-limited images. For this, it relies on the output of a41

complementary network used to compare the real and the generated images according to the task-specific loss (Fig. 1a and42

Suppl. fig. S2b,c). The TA-GAN not only generates realistic images, but is guided by a criterion directly aiming at accurately43

generating the biological structures of interest. We apply the TA-GAN method to STimulated Emission Depletion (STED)44

microscopy of fixed and living neurons. Our results demonstrate how it improves characterization of protein organization at45

the nanoscale in comparison to other GAN-based super-resolution approaches. Specifically, our proposal is useful to 1) provide46

supplementary information from diffraction-limited images (e.g., for guiding quantitative analysis of nanostructures), 2) ease47

switching between imaging modalities or biological contexts by generating new datasets while eliminating the annotation48

burden, and 3) improve the efficiency of live-cell STED imaging.49

To validate the proposed method we first use pairs of confocal and STED images of the F-actin cytoskeleton, more specifically50

the F-actin rings in axons of fixed hippocampal neurons17,18 (Suppl. fig. S3). We measure a significant increase in segmentation51

performance when using the complementary task compared to the standard conditional GAN architecture (Fig. 1b and c).52

We then evaluate the TA-GAN performance on a more complex F-actin cytoskeleton in dendrites, where the complementary53

task is the semantic segmentation of dendritic F-actin longitudinal fibers and periodical rings. The proportion of these54

nanostructures in dendrites varies depending on neuronal activity levels and cannot be determined from confocal images55

alone17. Compared to real STED images, quantitative analysis of synthetic STED images generated with the TA-GAN56

shows similar segmentation masks and proportions for F-actin rings and fibers (Fig. 1d and e, Suppl. Fig. S4). In both57

the real STED images and the ones generated by the TA-GAN, the area of the periodical lattice significantly decreases as58

the neuronal activity increases, while the opposite is observed for fibers (Fig. 1e). A similar conclusion cannot be drawn59

from images generated by a standard conditional GAN architecture since the rings and fibers generated are not realistic nor60

precise enough to be segmented by either an expert or a segmentation network (Suppl. Fig. S1). This experiment highlights61

the reliability of the generator trained with a loss function built specifically to retain the information of interest; here, the62

distribution of dendritic F-actin rings and fibers. We next evaluate the TA-GAN approach on a dataset of immunostained63

synaptic protein pairs (PSD95 - Homer 1c and Bassoon - PSD95) in fixed hippocampal neurons19 (Suppl. fig. S5). For this64

dataset, we rely on automatically generated wavelet segmentation masks19,20 for the complementary task, thereby eliminating65

the need for manual annotation (Suppl. fig. S6 and S7).66

For many applications of STED microscopy in fixed cells, imaging speed and photobleaching are not necessarily major concerns67

that would motivate the generation of synthetic images from confocal acquisitions over real STED acquisitions. For live-cell68

imaging however, super-resolution microscopy can induce phototoxicity and photobleaching effects due to repeated light69

2

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted July 20, 2021. ; https://doi.org/10.1101/2021.07.19.452964doi: bioRxiv preprint 

https://doi.org/10.1101/2021.07.19.452964
http://creativecommons.org/licenses/by-nc-nd/4.0/


a

GANDG DR
Discriminator

Generator

Confocal Synthetic

STED

GEN

Synth. seg.

STED seg.

Segmentation
network

SEG

b

e

c

cGAN TA-GAN

S
e
g

m
e
n
ta

ti
o
n
 D

C

***

d

UNet
(STED)

UNet
(Synth)

UNet
(Synth)

0.0

0.2

0.4

0.6

0.8

Low High

***
**

La
b
e
le

d
 A

re
a
 (

R
in

g
s)

1.0

0.0

Activity
Low High

0.0

0.2

0.4

0.6

0.8
***

***

La
b
e
le

d
 A

re
a
 (

Fi
b
e
rs

)

Lo
w

 a
ct

iv
it

y
H

ig
h
 a

ct
iv

it
y

Confocal

Confocal

STED Synthetic (TA-GAN)

STED

Rings

Fibers

f

PSD95
Bassoon

g

0 300 600 900 1200 1500
Distance to neighbor (nm)

C
u
m

u
la

ti
v
e

fr
e
q
u
e
n
cy

0.0

0.2

0.4

0.6

0.8

0.2

0.4

0.6

0.8

1.0

0 400 800 1200
Area (px)

C
u
m

u
la

ti
v
e

fr
e
q
u
e
n
cy

Confocal

Synthetic STED

Real STED

TA-GANcGAN

Confocal STED Synthetic (TA-GAN)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Figure 1: TA-GAN applied to quantitative analysis of nanostructures in synthetic STED images. a, Architecture
of the TA-GAN. Backpropagation of the losses (circles) to the corresponding networks (rectangles) is shown for the generator
(violet, 9 blocks ResNet21) (Suppl. fig. S8), the discriminator (green, PatchGAN3), and the segmentation network (blue,
6 blocks ResNet). Dashed line: flow of the input confocal. Solid line: flow of the gound truth STED image. b, Synthetic
and real STED images of the axonal F-Actin periodical lattice in neurons. Insets show the segmentation masks (green)
of the F-actin rings obtained from a segmentation CNN trained on real STED images17 together with the outline of the
manual expert annotations (white line). From left to right: input confocal, corresponding ground truth real STED, synthetic
STED generated using a standard cGAN architecture3, and using our TA-GAN architecture. c, The Dice coefficient metric
comparing the segmentation maps of the generated and real STED images shows a significant (p ∼ 10−5) improvement when
using TA-GAN compared to cGAN (see Suppl. fig. S4). Statistical significance assessed with an independent samples t-test.
d, Confocal, ground truth STED, and synthetic STED images showing dendrites at low (top) and high (bottom) neuronal
activity level (see Methods Sec. 4). Insets show the regions identified as rings (green) and fibers (magenta) by the segmentation
CNN trained on real STED images17. e, The measured proportion of F-actin rings in dendrites is significantly larger at
low neuronal activity in both real (yellow) and synthetic (purple) STED images (real STED: p = 0.0007, synthetic STED:
p = 0.004). The opposite is observed for F-Actin fibers, with an increase observed with increasing neuronal activity for both
the real STED images (p = 0.0006) and the synthetic STED images (p = 0.0009). Statistical significance is computed with
an independent samples t-test (∗∗∗ P < 0.001, ∗∗ P < 0.01). f, Generated upsampled two-color STED images showing the
synaptic protein pair PSD95 (green) and Bassoon (pink). Confocal, synthetic and STED sub-regions showing the similarity
between the resolution, synaptic protein organization, and cluster shape of the real and synthetic STED images. The crops
in the second row are 1× 2 µm (left) and 1× 1 µm (right). g, Cumulative frequency plots of the area of the clusters and the
distance between clusters for Bassoon, computed with pySODA22 using the confocal, synthetic STED and real STED images
(n = 12 images) (Suppl. fig. S6 and S7). (All scale bars: 1 µm).
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exposure. Consequently, it can hinder quantitative image analysis and long term measurements of dynamic nanostructures in70

biological samples (Suppl. fig. S9). To overcome this difficulty, the TA-GAN method is adapted for live-cell imaging of the F-71

Actin cytoskeleton, benefiting from the reduced photobleaching from confocal acquisitions while still obtaining super-resolved72

information from the synthetic STED images.73

Although the structures in living and fixed cells are very similar, the images still differ too much to be directly segmented74

using a network trained on images of fixed cells (Fig. 2b). We therefore address how a suitable annotated dataset can be75

generated with no additional expert annotations. For this, we adapt the TA-GAN method to unpaired images: STED images76

of fixed and live cells. We developed a fixed to live (F → L) modality translation framework to convert already annotated77

real fixed-cell STED images of F-Actin into synthetic live-cell images of the same protein (Methods sec. 3.1, Fig. 2a and78

Suppl. fig. S10). The generated live-cell images can be associated with the annotations from the corresponding real fixed cell79

image. The translated annotated F → L images are used to train a segmentation network for F-actin rings in live-cell images80

(Fig. 2b). The segmentation network for live cells is then used to train the TA-GAN model for live-cell imaging (Methods81

sec. 3 and Suppl. fig. S11).82

The trained generator network from the TA-GAN model for live-cell imaging is included in the acquisition process of the STED83

microscope (Fig. 2c). The live F-actin nanostructures are first imaged in confocal and STED mode for low neuronal activity84

(high Mg2+/low CaMg2+). The neurons are next stimulated using a chemical long term potentiation (cLTP) stimulation85

(adapted from23), and imaged every subsequent minute in confocal mode (Methods sec. 4). For each confocal image, the86

region of lowest confidence inferred by the generator is acquired with the STED microscope. It is transferred (along with the87

confocal image of the full field of view) to the generator to obtain a corresponding synthetic image. The generated full field88

of view image includes the sub-region that was acquired using the STED modality. This approach guides the acquisition89

process to only perform super-resolution imaging on the sub-regions with the lowest confidence. Super-resolution imaging90

of other regions with high confidence is spared from the imaging process to minimize light exposition on the sample and91

photobleaching (Suppl. fig. S12). To further limit photobleaching, a central region of interest is defined where no STED crops92

are acquired over the whole imaging loop. A final confocal and STED image pair is acquired at the end of the sequence.93

This method is demonstrated over a biological process previously imaged and analyzed on fixed cells that could not be94

reproduced in live cells due to photobleaching effects: the activity-dependent remodelling of the F-actin based sub-membrane95

lattice (F-actin rings) into longitudinal fibers in dendrites17. The TA-GAN assisted acquisition enables the generation of96

synthetic STED images of the F-Actin nanostructures for the full field of view using the confocal images and STED sub-97

regions acquired at each frame (Suppl. fig. S13). Using a segmentation CNN, the proportion of F-actin rings and fibers is98

monitored using the generated synthetic STED images. It strongly minimizes photobleaching and consequently maintains99

sufficient contrast and image quality over the whole imaging process (Fig. 2 b, d & e, and Suppl. fig. S14). The same100

dynamic transformation cannot be observed by imaging the whole field of view repeatedly with STED microscopy, since the101

fluorescence of the SiR-Actin dye rapidly decays, impairing the detection and quantification of the F-actin rings and fibers102

(Suppl. fig. S9). The dynamic remodelling of the F-actin lattice can be quantified over time and our approach allows the103

visualization of the dynamic processes occurring between the initial and final STED acquisitions (Fig. 2d).104

We show how the TA-GAN method can be used for quantitative analysis of sub-diffraction elements from diffraction-limited105

acquisitions, to minimize photobleaching effects for live-cell imaging and to recycle datasets and annotations to train networks106

on new imaging modalities. Quantitative analysis of elements smaller than the diffraction limit such as the spacing between107

synaptic protein clusters and the F-actin periodical lattice can be performed from diffraction-limited images of fixed and living108

cells. TA-GAN assisted live-cell imaging also allows the monitoring of a dynamic process at the nanoscale, while strongly109

limiting negative effects related to prolonged high-intensity light exposure. Such an approach based on the prediction110
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Figure 2: Cycle-GAN applied to live-cell imaging and modality translation. a, The architecture used is a Cycle-
GAN24 with a segmentation task used to optimize the translation networks as in TA-GAN. Adding the segmentation loss
(Seg F ) to the optimization process ensures that the structures of interest - here F-actin rings and fibers - are preserved
throughout the whole cycle. Since no expert annotations were available to train a segmentation network on live-cell images
prior to this step, the segmentation loss is only applied on fixed-cell images, but backpropagated through both translators
to balance the number of optimization steps between both networks. Once trained, the fixed-to-live translator is used in
inference to create a complete dataset of live-cell synthetic images. This new dataset, along with the segmentation labels
from the initial fixed-cell dataset, is used to train a segmentation network from scratch. b, Real STED acquisitions of live-cell
images and the segmentation of fibers (magenta) and rings (green) as computed by a segmentation network trained only on
images of fixed cells and on synthetic images of live cells. The U-Net trained on fixed-cell images does not recognize the
rings nor the fibers, whereas the U-Net trained on the synthetically translated live-cell images does. c, Image acquisition
workflow integrating the generator to super-resolve the acquired confocal and to decide the region of lowest confidence that
needs to be imaged with the STED modality. d, Timelapse imaging of F-actin nanostructures in living neurons using the
TA-GAN assisted acquisition workflow. The first row shows confocal acquisitions in the central ROI, the second row shows
corresponding generated STED images. Scalebar: 1 µm. All images from a given row are normalized to the same intensity
value to show the effect of the acquisitions on the loss of fluorescence. e, The segmentation network trained on synthetic
live-cell images is used to compute the proportion of fibers in the dendrite for each synthetic image. In this specific case,
there is an abrupt activity-dependent increase over the first few minutes that then reaches a plateau (See Suppl. fig. S14 for
additional examples).
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of biological nanostructures, that cannot be directly inferred from diffraction-limited images, could become an important111

guiding tool towards the design of intelligent super-resolution microscopes that provide the capability to specifically decide112

when and where to image specific regions depending on the predictions of the TA-GAN. The results suggest the possibility for113

a neural network to extract information when it is trained in a fashion that encourages the decoding of specific biologically114

relevant information to improve the efficiency of super-resolution microscopy image acquisition, annotation and analysis.115
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Methods199

1 TA-GAN model200

The Task-Assisted Generative Adversarial Network (TA-GAN) is a conditional GAN model with an added segmentation201

network (Fig. 1a)25. The segmentation network is used to compute a generation loss that is defined by an analysis task202

of biological interest. Three networks are trained simultaneously: the generator, the discriminator and the segmentation203

network. A random initialization is used for all networks. The model is trained from pairs of confocal and STED images204
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acquired simultaneously. The generator translates the confocal image into its synthetic STED version. The synthetic and205

the real STED are processed independently by the segmentation network, which outputs the respective segmentation maps206

of the biological structure of interest. The generation loss (GEN ), which backpropagated to the generator, is defined as the207

mean squared difference between the segmentation maps of the synthetic images and the manual weak labels (Fig. 1a and208

Suppl. fig. S2). The segmentation loss (SEG), which optimizes the segmentation network, is defined as the mean squared209

difference between the segmentation maps of the real STED images and the labels. Both the real and synthetic images are210

also independently passed through the discriminator along with the initial confocal image to be classified as either real or211

synthetic. Three losses result from this classification: DG (correct classification of the generated images as synthetic), DR212

(correct classification of the real images as real) and GAN (misclassification of the generated images as real) (Fig. 1a). DG213

and DR are used to optimize the discriminator, while GAN optimizes the generator.214

TA-GAN can be trained using one of two modes: 1) training the segmentation network from scratch (Suppl. fig. S2b),215

or 2) using a pre-trained and frozen segmentation task (Suppl. fig. S2c). Training from scratch is simpler as the whole model216

is optimized through a single training phase (Fig. 1a). Starting from a pre-trained segmentation network leads to faster217

training of the generator since the gradients do not need to be computed through the frozen segmentation network. For all218

training experiments using mode 1), the generator and segmentation networks were residual networks21. The generator had219

9 residual blocks (Suppl. fig. S8) and the segmentation network had 6 residual blocks.220

1.1 Single nanostructure generation of axonal F-actin rings221

The axonal F-actin rings dataset from Lavoie-Cardinal et al.17 was split into 377 images for training, 56 for validation and222

52 for testing, all 224×224 pixels. Each image had been acquired in confocal and STED modalities that were spatially223

well aligned. The axonal F-actin periodical lattice (F-actin rings) was manually segmented from the STED images using224

bounding boxes weak labels. These annotations were used to train the segmentation network. Automated segmentation of225

this nanostructure served as the segmentation task to compute the generation loss.226

The performance of the generator for the F-actin rings dataset was assessed using the task it was trained with: the227

segmentation of F-actin axonal rings. The 52 confocal images kept for testing were passed through the generator to output228

as many synthetic STED images. The mean squared error with the ground truth STED image was computed for each229

generated image (Suppl. fig. S4b). All generated images were also passed through a segmentation network for axonal F-actin230

rings that was trained on real STED images17. This network is available at https://github.com/FLClab/STEDActinFCN.231

The segmentation maps were compared to the bounding box labels using the Dice coefficient metric (Suppl. fig. S4d). The232

statistical significance results reported in Fig. 1c and S4b,d were computed from a two-sided t-test over independent samples.233

1.2 Dual nanostructure generation of dendritic F-actin rings and fibers234

The dataset of dendritic F-actin rings and fibers images from Lavoie-Cardinal et al.17 was split into 304 images for training and235

54 for validation. Fixation, immunostaining and STED imaging are described in Lavoie-Cardinal et al.17. Prior to training,236

these images were cropped using a sliding window of size 224x224. If less than 1% of the pixels of the crop were identified by237

the bounding boxes as containing a structure of interest (rings and/or fibers), the crop was discarded. This operation resulted238

in 4,331 crops for training and 659 crops for validation. Each image data had a confocal image, a spatially-aligned STED239

image, and segmentation annotations for rings and for fibers. The output of the segmentation network was a two-channel240

segmentation map, as were the bounding box annotations. The second column of Table 1 presents all hyperparameters used241
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to train this model.242

The TA-GAN model for the dendritic F-actin rings and fibers dataset was evaluated using the segmentation of F-actin243

rings and fibers in the synthetic images generated from the confocal images. We used the segmentation network published244

in Lavoie-Cardinal et al.17 and available at https://github.com/FLClab/STEDActinFCN, trained and tested using the same245

images and segmentation labels as TA-GAN. We reproduced their findings regarding the remodelling of F-actin rings into246

longitudinal fibers when neuronal activity increases using the same 26 testing images. Two conditions were compared, one247

where the neuronal activity is low (nlowactivity = 12), and one where it is high (nhighactivity = 14). The statistical significance248

results reported in Fig. 1e were computed from a two-sided t-test over independent samples.249

1.3 Upsampling and segmentation of synaptic protein clusters250

A fraction of the dataset of synaptic proteins from Wiesner et al.19 was split into 63 images for training (28 PSD95/Homer, 35251

PSD95/Basssoon) and 19 for validation (7 PSD95/Homer and 12 PSD95/Bassoon). The confocal images were acquired using252

a pixel size of 60 nm, while STED images were acquired with a pixel size of 15 nm. To facilitate the loss computation between253

the confocal and STED images, the confocal images were rescaled by a factor of 4 using nearest-neighbor interpolation. The254

field of view of these images measured up to 100 µm which resulted in long time lapses between the acquisition of the confocal255

and STED images, creating a perceptible shift between the two. To ensure the network was not trained on shifted pairs, the256

confocal crop was selected by matching it to the STED crop. Squared crops of size 512 pixels were selected from the STED257

image with a sliding window with a stride of 256 pixels. If the mean value of the photon count was below 0.5, the crop was258

discarded. At each iteration, a 256 pixels square crop centered on the same coordinates was taken from the confocal image259

and matched to the larger STED region (Fig. S15) using the template matching library from cv226. The translations that260

maximized the match between the STED and confocal crops were applied to the STED region and the segmentation masks,261

resulting in 6-channel (2 confocal, 2 STED and 2 masks) images where all channels were spatially aligned (Suppl. fig. S15).262

This process of rescaling, cropping and registering resulted in 6,046 crops for training and 1,830 for validation, all 256×256263

pixels.264

The clusters were automatically segmented from the non-cropped images using wavelet transform decomposition20.265

Contrary to Wiesner et al.19, no segmented clusters were discarded based on size or position, following the intuition that266

even the smallest outliers should be generated. The resulting segmentation masks (examples of which are shown in Suppl.267

fig. S6 and S7) were used to train the complementary network for this dataset. The third column of Table 1 presents all the268

hyperparameters used to train this model.269

The TA-GAN for synaptic proteins was trained and tested on the same pairs of pre- and post-synaptic proteins:270

PSD95/Bassoon and PSD95/Homer. The testing dataset contains 19 images (12 PSD95/Bassoon, 7 PSD95/Homer) of271

different sizes. The pixel size is the same as for the training images: confocal images have been acquired with 60 nm pixels272

and STED images with 15 nm pixels. The area, perimeter, eccentricity and distance between neighbors were computed using273

SODA-analysis22 for the protein clusters from the confocal images, STED images and generated STED images (Suppl. fig.274

S6 and S7).275
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Hyperparameters
F-actin rings

17
Dendritic F-actin

17
Synaptic Proteins

19 Live F-actin

Training
crops

# 377 4,331 6,046 753
Size (px) 224 x 224 224 x 224 256 x 256 variable

Validation
crops

# 56 659 1,830 47
Size (px) 224 x 224 224 x 224 256 x 256 variable

Assisting
Task

Task
Segmentation of

actin rings
Segmentation of

actin rings and fibers
Segmentation of
synaptic clusters

Segmentation of
actin rings and fibers

Labels Bounding boxes Bounding boxes Wavelet seg. N/A
Pretrain. No No No Yes

Networks
G ResNet 9-blocks ResNet 9-blocks ResNet 9-blocks ResNet 9-blocks
S ResNet 6-blocks ResNet 6-blocks ResNet 6-blocks U-Net 128
D PatchGAN PatchGAN PatchGAN PatchGAN

Batch size 8 32 32 16
Learning rate 0.0002 0.0002 0.0002 0.0002

Lambda
GAN 1 1 1 1
SEG 10 1 1 10

Data
augmentation

Methods flip, rotation, crop flip, rotation, crop flip, rotation, crop flip, rotation, crop
Crop size 128 128 128 256

Epochs # 1000 500 1000 5000

Table 1: Hyperparameters used to train the TA-GAN model on all four datasets presented.

2 Training the baselines276

2.1 DnCNN277

The pretrained version of DnCNN27 available at https://github.com/yinhaoz/denoising-fluorescence was directly278

applied to our confocal images. A version of the network trained on the fluorescence microscopy denoising dataset28 was279

used. The network was not trained on our specific images. It was included as a baseline to show how the confocal to STED280

transformation of F-actin nanostructures was not a denoising task, but a structure generation task.281

2.2 CARE282

Content-Aware Image REstoration (CARE)10 was implemented from the public GitHub repository (https://github.com/283

CSBDeep/CSBDeep). The residual U-Net generator was optimized from scratch with the same training and validation images284

as the TA-GAN for dual nanostructure generation of dendritic F-actin rings and fibers. All default hyperparameters were285

used and the model was trained for 100 epochs using a mean absolute error loss. The epoch that reached the lowest validation286

loss was kept for testing.287

2.3 3D-RCAN288

Three-dimensional residual channel attention networks (3D-RCAN)8 was implemented with Tensorflow and Keras. The code289

was taken from the publicly available GitHub repository (https://github.com/AiviaCommunity/3D-RCAN). The model was290

trained on the same dataset of dendritic F-actin rings and fibers as the TA-GAN. All default hyperparameters were used and291

the model was trained over 300 epochs to insure convergence of the validation loss. The model reaching the lowest validation292

loss (epoch 221) was used for testing.293
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2.4 Pix2Pix294

Pix2pix3 was implemented with Pytorch from the publicly available GitHub repository (https://github.com/junyanz/295

pytorch-CycleGAN-and-pix2pix). For each experiment, the same hyperparameters and datasets as for the TA-GAN were296

used for training (Table 1), replacing only the generation loss with a pixel-wise mean squared error loss between the ground297

truth and generated STED images (Suppl. fig. S2a). The results from this baseline (cGAN) are compared to the TA-GAN298

for the generation of axonal F-actin rings in Fig. 1c and for the generation of dendritic F-actin rings and fibers in Suppl. fig.299

S4.300

3 TA-GAN model for live-cells301

3.1 Translation from fixed- to live-cell images302

Task-related annotations were required to apply the TA-GAN approach on a new modality or structure of interest. The303

annotations could be generated either manually (e.g. bounding boxes for the F-Actin dataset) or automatically (e.g. wavelet304

segmentation for the synaptic protein dataset). To apply TA-GAN on live-cell images without having an expert perform305

the time-consuming annotation task, an adaptation of TA-GAN was developed. Huo et al.29 applied a method based on a306

Cycle-GAN to segment structures in computerized tomography scans by using only segmentation maps labeled from non-307

corresponding magnetic resonance imaging scans. We used this method to segment live-cell images using the segmentation308

labels from non-corresponding fixed-cell images, by translating fixed-cell images into live-cell images. The translation ar-309

chitecture was a cycle-GAN24 with a segmentation task that optimizes the translation networks, similarly to the TA-GAN310

(Fig. 2a). The input fixed-cell image is translated to a live-cell version, and translated back to a fixed-cell version. The mean311

squared difference between the input and output fixed-cell versions is the Cycle F loss that optimizes both generators (F→ L312

and L→ F). The same cyclic translation is done on the input live-cell image (Cycle L). Two discriminators, one for images of313

fixed cells and one for images of live cells, were optimized using the classification of real images as real and generated images314

as generated (combined into DF for fixed cell and DL for live-cell images). The generators (F → L and L → F) were also315

optimized by GAN losses (GL and GF ). Finally, the live-cell image translated from a real fixed cell image was passed through316

a pre-trained segmentation network for F-actin rings and fibers. The resulting segmentation map was compared with the317

segmentation of the input fixed cell image to compute the Seg F loss, which was backpropagated through both generators318

(F → L and L → F) to optimize their weights. The segmentation network was not optimized. It was pretrained on the same319

set of images of fixed cells as the whole translation architecture (refer to Lavoie-Cardinal at al.17). The segmentation of320

the F-Actin rings and fibers in living neurons reached a higher performance when using the translation TA-GAN approach321

compared to a segmentation network trained only on fixed cells (Fig. 2b).322

Both translation networks are ResNets 9-blocks21 (Suppl. fig. S8) and both discriminators are 70x70 PatchGANs30. The323

CycleGAN was trained with the axonal F-Actin dataset (Methods sec. 1.1), and the live F-actin dataset (Methods sec. ??).324

The network was trained for 1000 epochs with a fixed learning rate of 0.0002. The fixed-cell training images were translated325

to live-cell images using the translation network of epoch 500, which was identified qualitatively as the best iteration from326

the generated validation images.327
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3.2 Training the segmentation network for live imaging328

The live-cell segmentation network is built around a U-Net-12831 architecture with batch normalization and two output329

channels (F-actin rings and fibers). A random subset (2,069 training crops and 277 validation crops) of the dendritic F-actin330

rings and fibers images (Methods sec. 1.2) was translated into live-cell images using the F → L generator (Methods sec. 3.1,331

Suppl. fig. S10). The translated live-cell images had corresponding annotations from the fixed cell images they were generated332

from (Suppl. fig. S10a). These translated images and their corresponding annotations are used to train the segmentation333

network for live cells. Random crops of 128×128 pixels, horizontal and vertical flips were used for data augmentation. Due to334

class imbalance in the training set, the segmentation loss for fibers is weighted by a factor of 2.5, which corresponded to the335

ratio between the total number of pixels labeled as the two classes. The segmentation network was trained for 1000 epochs336

and the iteration with the lowest segmentation loss over the validation set was kept for further use and testing.337

3.3 Dual nanostructure generation of dendritic F-actin rings and fibers in live-cell images338

For the generation of live-cell STED images, the TA-GAN model was trained with the pre-trained and frozen complementary339

segmentation network (Methods Sec. 3.2) to compute the generation loss. The segmentation network was not trained together340

with the generator for this dataset because the live-cell images dataset was not labeled. The live-cell TA-GAN was trained341

with 753 pairs of confocal and STED images (see Table 1 for the hyperparameters).342

4 STED imaging of F-actin in living neurons343

4.1 STED live-cell imaging and labeling344

Dissociated rat hippocampal neurons were prepared as described previously17,32 in accordance with and approved by the345

animal care committee of Université Laval. The dissociated cells were plated on PDL-Laminin coated glass coverslips (18 mm)346

at a density of 322 cells/mm2 and used for imaging at DIV 12-16.347

Super-resolution imaging was performed on a 4-color Abberior STED microscope (Abberior Instruments, Germany)348

using a 40 MHz pulsed 640 nm excitation laser, a ET685/70 (Chroma, USA) fluorescence filter, and a 775 nm pulsed (40 MHz)349

depletion laser. Scanning was conducted using a pixel dwell time of 5 µs, a pixel size of 20 nm, and 8 line repetition sequence.350

The STED microscope is equipped with a motorized stage and auto-focus unit. The neurons were preincubated in HEPES351

buffered artificial cerebrospinal fluid (aCSF) at 33◦C with SiR-Actin(0.5 µM, SpiroChrome) for 8 minutes and washed once352

gently in SiR-Actin -free media. Imaging was performed in HEPES buffered aCSF of high Mg2+/low Ca2+ (in mM: NaCl 98,353

KCl 5, HEPES 10, CaCl2 0.6, Glucose 10, MgCl2 5). After identification of the region of interest, the perfusion solution was354

switched to HEPES buffered aCSF containing high Ca2+ , Glycine and without Mg2+ (high Ca2+: in mM: NaCl 98, KCl 5,355

HEPES 10, Glycine 0.2, CaCl2 2.4, Glucose 10). Solutions were adjusted to Osmolality: 240 mOsm per kg and pH: 7.3.356

4.2 Integration of the generator with the microscope357

As shown in Fig. 2c, the trained generator was directly integrated in the acquisition process of the STED microscope to 1)358

generate the synthetically super-resolved version of the acquired confocal image and 2) select the most informative region from359
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the confocal field of view to be acquired with the STED modality in the subsequent iteration. For the live-cell experiment,360

a large field of view was first imaged at low-resolution from which three 500 pixels×500 pixels (10×10 µm) regions of interest361

were selected by the expert user. Each region was first acquired with both modalities (confocal and STED). For subsequent362

iterations, 1) a confocal image of the region was acquired, 2) the confocal image was passed through the network to determine363

the sub-region (2×2 µm) of lowest confidence (see Methods section 4.2.1), 3) a STED image of this sub-region was acquired,364

and 4) the confocal image of the full region and the STED sub-region were passed through the generator to produce a365

synthetically super-resolved image of the full region. Note that the last step could be done post-acquisition if the user did366

not want real-time visualization of the synthetically enhanced image. This whole process was repeated for 15 or 30 iterations367

at 1 iteration/minute. For the last iteration, a STED and confocal image of the full region were acquired to produce paired368

images for which the STED image served as ground truth for the synthetic STED image.369

Steps 2) and 4) needed to be computed with a graphical processing unit (GPU) to avoid computation induced delays. To do370

so, the commands from steps 2) and 4) were sent from the microscope’s control computer to a GPU-equipped computer using371

the Flask web framework Python module. All automated acquisitions were programmed using the specpy Python library to372

interface with the Imspector software (Abberior Instruments, Germany).373

4.2.1 STED sub-region selection374

The selection of the sub-region that should be acquired with STED was based on the hypothesis that regions of higher375

uncertainty for the network are the most informative. The network’s uncertainty was computed by generating 20 synthetic376

STED images from the one input confocal image and computing the optical flow between these generations. The optical377

flow was computed using a Python implementation of the Horn–Schunck method with the Python multiprocessing library,378

parallelizing the computations on 8 CPUs to increase the speed and avoid delays. The optical flow was considered a better379

method to compute the variation between the generations than the pixel-wise standard deviation, the latter being mostly380

proportional to the value of the pixel and not the normalized spread of its values (Suppl. fig. S13). The resulting optical381

flow was pooled using mean pooling from a 500×500 pixels image to a 5×5 map and the sub-region with a maximum mean382

optical flow was selected as the most uncertain. This sub-region was then acquired with the STED modality to feed more383

information into the generator as per step 4) of the workflow presented in Methods sec. 4.2.384

4.3 Synthetic frame selection for live-cell imaging385

The stochasticity induced by the drop-out layers in the generator network gave the possibility of generating multiple synthetic386

STED counterparts to a single confocal image. A single inference pass generated one image at random from the distribution387

of possibilities. To generate image sequences that follow the best transition between individual frames, multiple images were388

generated for each frame and the best was selected. To do so, a graph was constructed using the NetworkX Python library33,389

with each synthetic frame represented as a node in the graph. Each frame was connected to all generated images from390

the immediate previous and next frames by an edge. The weight of each edge was defined by the mean squared difference391

between the segmentation maps of the images it connects. The final synthetic STED image series was generated from the392

path minimizing the weight between an initial and a final frame, computed using Dijkstra’s algorithm34. The supplementary393

videos (available at https://github.com/FLClab/TA-GAN) were constructed using 50 generations per frame.394
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5 Supplementary Figures395

Confocal
STED

(Ground truth)
TA-GAN 
(ours)

CARE (Nature 
methods, 2018)

3D-RCAN (Nature 
methods, 2021)

Pix2Pix
(CVPR, 2017)

DnCNN
(IEEE, 2017)

Figure S1: Comparison of different deep learning methods for resolution enhancement and denoising on dendritic F-actin
nanostructures. The confocal image is the low-resolution input and the STED image is the aimed ground truth. DnCNN
(denoising convolutional neural networks)27 is a state-of-the-art method for natural images; CARE (content-aware image
restoration)10 uses a U-Net to deblur and denoise but fails at reconstructing the nanostructures that are not resolved in
the confocal image; 3D-RCAN8 uses residual channel attention networks to denoise and sharpen fluorescence microscopy
image volumes; Pix2Pix3 is a state-of-the-art method for image-to-image translation in natural images but is not com-
pelled to reconstruct the nanostructures authentically beyond realism. Our proposed TA-GAN is better at reproducing the
nanostructures.
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c TA-GAN with annotations
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Segmentation
network
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a GAN b TA-GAN without annotations
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Segmentation

Synthetic
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STED

STED

STED

STED

Figure S2: Computation methods of the generation loss. a, In the standard GAN architecture, the loss is computed by
comparing the synthetic image with its ground truth using a pixel-wise metric such as MSE, L1 or SSIM. b, When manual
annotations are not available (such as for the live F-actin dataset), the segmentation network has to be pre-trained and its
weights are frozen. The generation loss is computed by comparing the output of the segmentation network for the synthetic
and real STED images. c, When manual annotations are available for the complementary task – pictured here as the bounding
boxes for the segmentation of F-actin rings in axons – the segmentation network is optimized by comparing the output of
the network for the real STED image with the annotations. The generator is optimized by comparing the segmentation of
the synthetic image with the same annotations.
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Confocal STED Synthetic STED images

Figure S3: Example results obtained with test images from the axonal F-actin rings dataset. From left to right: confocal
image, STED image and three randomly sampled synthetic STED images made with TA-GAN. All images are normalized
to their own maximum. The scalebar is illustrated in the first image only but applies to all images and is 1 µm.
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Figure S4: Comparison of the mean square error (MSE) and Dice coefficient (DC), evaluation metrics. a, Example results
of generated images with a standard conditional GAN (Pix2Pix)3 and with our TA-GAN method (Scalebar: 1 µm). b,
Distributions of the mean squared error (MSE) between the synthetic and real STED images over the test set (n = 52), for
both methods (p = 0.06, not significant). c, The segmentation maps output by a segmentation network trained on real STED
images17 show that the F-actin rings generated by the conditional GAN are not recognized, whereas they are recognized for
the images generated by the TA-GAN method. d, Distributions of the Dice coefficient between the segmentation maps of the
real and synthetic STED images over the test set, ignoring empty segmentation maps for which the DC is not defined (n =
39), for both methods (p = 6×10−5). Even though the comparison of the MSE distributions shows no significant performance
improvement, the DC distributions show that the generation of F-actin rings by the TA-GAN method is much more accurate
than the standard cGAN. This result highlights the importance of choosing the right training losses and evaluation metrics.
(Statistical significance computed with the independent samples t-test, ∗∗∗ p < 0.001, n.s. p > 0.05)
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Figure S5: a, Example results obtained with test images from the synaptic proteins dataset with 4x upsampling (confocal
images have 60 nm pixels and STED images have 15 nm pixels). From left to right: confocal image as it was acquired,
upsampled confocal image with nearest-neighbor interpolation, confocal crops, STED crops and corresponding synthetic
crops of the regions identified in the upsampled confocal image. The contrast is adjusted so that 1% of the pixels from each
image or crop is saturated for better visualization. Scalebars: 10 µm (full image) and 1 µm (ROIs).
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Figure S6: Cluster analysis of PSD95-Bassoon a, Example image of PSD95-Bassoon protein pairs in confocal (left), STED
(middle) and synthetic STED generated with the TA-GAN (right). b, Evaluation of morphological features (area, perimeter,
eccentricity and distance to the neighbor from the same channel) of clusters in confocal (green), STED (yellow) and synthetic
STED (purple) for PSD95 (top) and Bassoon (bottom). Scalebar: 1 µm.
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Figure S7: Cluster analysis of PSD95-Homer a, Example image of PSD95-Homer1c protein pairs in confocal (left), STED
(middle) and synthetic STED generated with the TA-GAN (right). b, Evaluation of morphological features (area, perimeter,
eccentricity and distance to the neighbor from the same channel) of clusters in confocal (green), STED (yellow) and synthetic
STED (purple) for PSD95 (top) and Homer1c (bottom). Scalebar: 1 µm.

20

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted July 20, 2021. ; https://doi.org/10.1101/2021.07.19.452964doi: bioRxiv preprint 

https://doi.org/10.1101/2021.07.19.452964
http://creativecommons.org/licenses/by-nc-nd/4.0/


Reflection Padding

Image

7x7 conv. 64 / batch norm / ReLU

3x3 conv. 128 / batch norm / ReLU

3x3 conv. 256 / batch norm / ReLU

+

Reflection Padding

3x3 conv. 256 / batch norm / ReLU

Dropout 0.5

Reflection Padding

3x3 conv. 256 / batch norm

Residual Block

Residual Block

3x3 conv. 64 / batch norm / ReLU

7x7 conv. 1 / Tanh

Output

Reflection Padding

3x3 conv. 128 / batch norm / ReLU

Residual Block

Figure S8: Architecture of the Residual Networks (ResNet). This architecture is referred to as ResNet X -blocks, where X
refers to the number of residual blocks used.
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Figure S9: Photobleaching effects are observed when imaging the complete field of view in STED, which strongly affects the
detection and segmentation of the nanostructures. The second row shows the output of the segmentation network for live
cells (F-actin rings in green and fibers in magenta). As the contrast decreases, the network (as do human experts) has more
difficulty in identifying the structures. The frame number is identified in the top left corner, with one image being acquired
every minute. (Scalebar: 1 µm)
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Figure S10: Fixed-cell and live cell images translation. a, Real fixed-cell images are translated to synthetic live cell images.
The segmentation labels then correspond to both the fixed-cell image and the generated live-cell image. The generated
live-cell images are later used to train a segmentation network for live-cell images without requiring additional labeling effort.
Live-cell images translated to fixed-cell images (right).
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Figure S11: Because the live F-actin dataset has no segmentation labels, additional steps are required to train the TA-GAN
model for super-resolution. Step 1, the dendritic F-actin rings and fibers dataset is used to train a segmentation network for
fixed-cell images. Step 2, the trained segmentation network for fixed-cell images is used for the cycle GAN model to learn
a mapping from fixed-cell images to live-cell images, and vice versa. Step 3, the F → L generator translates the training
dataset of dendritic F-actin rings and fibers from fixed-cell images to live-cell images. Step 4, the synthetic live-cell images
are used, along with the segmentation labels from the fixed-cell images they are generated from, to train a segmentation
network for live-cell images. Step 5, the trained segmentation network for live-cell images is used to compute the generation
loss in the TA-GAN model for confocal to STED generation.
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Figure S12: Photobleaching effects compared between STED, confocal and TA-GAN assisted live-cell STED imaging using
synthetic STED images. The generate synthetic STED images do not suffer from photobleaching effects as the TA-GAN was
trained to generate non-photobleached STED images regardless of the fluorescence level of the confocal image (see Methods
sec. 3.3).

S
ta

n
d
a
rd

D
e
v
ia

ti
o
n

O
p
ti

ca
l

Fl
o
w

0.37 0.35

0.32 0.34

0.41 0.29 0.52 0.55 0.41

0.33 0.49 0.32

0.47

Average decision (30 iterations, 6 regions)

Average decision (30 iterations, 6 regions)

STD OF

STD OF

2

3

4

5

6

7

8

9

5

10

15

20

25
R

e
p
e
a
te

d
 S

T
E
D

a
cq

u
is

it
io

n
s

R
e
g
io

n
s 

u
se

d
(o

v
e
r 

1
6

)
Confocal image

Synthetic STED images

Variability MapPoolingDecisionAcquisition

Generator

a b d

c e

S
T
E
D

C
o
n
fo

ca
l

M
ic

ro
sc

o
p

e

S
ta

n
d
a
rd

D
e
v
ia

ti
o
n

O
p
ti

ca
l

Fl
o
w

0.37 0.35

0.32 0.34

0.41 0.29 0.52 0.55 0.41

0.33 0.49 0.32

0.47

Average decision (30 iterations, 6 regions)

Average decision (30 iterations, 6 regions)

STD OF

STD OF

2

3

4

5

6

7

8

9

5

10

15

20

25
R

e
p
e
a
te

d
 S

T
E
D

a
cq

u
is

it
io

n
s

R
e
g
io

n
s 

u
se

d
(o

v
e
r 

1
6

)
Confocal image

Synthetic STED images

Variability MapPoolingDecisionAcquisition

Generator

a b d

c e

S
T
E
D

C
o
n
fo

ca
l

M
ic

ro
sc

o
p

e

Figure S13: Comparison between standard deviation (SD, red) and optical flow (OF, blue) metrics for the decision process
in live imaging. Both STD and OF can be used to measure the variation in the synthetic generations. a, For each confocal,
the generator produces 50 STED versions. From these 50 generations, a single variability map is computed using either STD
or OF, which is then pooled in 25 candidate regions (shade of color is proportional to STD or OF, both proportional to the
variability). The central 9 regions are discarded to avoid damaging STED acquisitions over the region of most interest. From
the 16 remaining regions, the one with the maximum mean variability dictates the next STED region to acquire. b-c, Regions
acquired over 30 iterations for 6 different regions from two different coverslips. The shade of each region is proportional to
the number of times it was acquired (darker regions were acquired more often). The black dotted lines follow the order of
acquisition. In b the variability map is computed using STD, and in c using OF. d, Number of times the same STED region
is acquired for two successive frames, over the same 6 regions, for STD and OF. e, Number of regions used out of 16 over the
30 iterations. Using OF instead of STD leads to more variability in the choice of region, and therefore less photobleaching
from repetitive acquisitions over the same region. It also avoids choosing the same region over successive frames, leading to
more diverse and informative content input to the generator.
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Figure S14: Example of different F-Actin dynamics observed in live-cell imaging following 0Mg2+/Gly stimulation (Methods).
First row: the proportion of rings (green) and fibers (magenta) both increase linearly. Second row: As the proportion of
rings stay constant, the proportion of fibers increases rapidly in the first 10 frames and plateaus for the following 20. Third
row: after a few frames, the proportion of rings and fibers both decrease. In that case due to the overall decrease of the
fluorescence signal, both fibers and rings are difficult to detect after a few frames. The TA-GA does not predict fibers or
rings as confirmed by the high correspondance between the last real and synthetic STED images. Observing the transition
between the initial and final states is only made possible by generating synthetic STED frames from the confocal images, as
complete STED acquisitions would rapidly photobleach the fluorophores. Scalebar: 1 µm.
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Figure S15: Registration method to create aligned pairs of confocal and STED images for the synaptic protein dataset.
a, The confocal image is upsampled without interpolation (nearest-neighbor interpolation) to match the size of the STED
image. The three regions identified show the sliding window method to iteratively choose sections to match. b, For each
512 px square region of the STED image, the centered 256 px square region from the confocal image is matched using the
OpenCV 26 template matching library. The dashed square identifies the center of the region, and the full line identifies the
region which matches the confocal crop; notice the offset between the two. c) The confocal crop, the STED corresponding
crop and a channel-wise overlay of the two before and after alignment.
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