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Abstract

In this study, we assess the potential of long time series of Sentinel-1 SAR data to predict forest growing stock volume and evaluate
the temporal dynamics of the predictions. The boreal coniferous forests study site is located near the Hyytiälä forest station in
central Finland and covers an area of 2,500 km2 with nearly 17,000 stands. We considered several prediction approaches (linear,
support vector and random forests regression) and fine-tuned them to predict growing stock volume in several evaluation scenarios.
The analyses used 96 Sentinel-1 images acquired over three years. Different approaches for aggregating SAR images and choosing
feature (predictor) variables were evaluated. Our results demonstrate considerable decrease in RMSEs of growing stock volume
as the number of images increases. While prediction accuracy using individual Sentinel-1 images varied from 85 to 91 m3/ha
RMSE (relative RMSE 50-53%), RMSE with combined images decreased to 75.6 m3/ha (relative RMSE 44%). Feature extraction
and dimension reduction techniques facilitated achieving the near-optimal prediction accuracy using only 8-10 images. When
using assemblages of eight consecutive images, the GSV was predicted with the greatest accuracy when initial acquisitions started
between September and January.

Keywords: synthetic aperture radar; growing stock volume; boreal forests; Sentinel-1; support vector regression; random forests
regression

Highlights

• Time series of 96 Sentinel-1 images is analysed over study
area with 17,762 forest stands.

• Rigorous evaluation of tools for SAR feature selection and
GSV prediction.

• Improved periodic seasonality using assemblages of con-
secutive Sentinel-1 images.

• Analysis of combining images acquired in ”frozen” and
”dry summer” conditions.

• Competitive estimates using calculation of prediction er-
rors with stand-area weighting.

1. Introduction

Space-borne synthetic aperture radar (SAR) is a versatile
Earth Observation tool capable of providing fine resolution,
terrain-related data regardless of weather conditions. The data
are particularly useful in areas with persistent cloud cover and

that are close to polar regions. SAR also has a long his-
tory of use for forest remote sensing where models of rela-
tionships between forest structural parameters and measured
backscatter signatures are essential (Sinha et al., 2015). SAR
has been shown to be sensitive to forest structure variables
including, and most importantly, above-ground tree biomass
(AGB) (t/ha) and growing stock volume (GSV) (m3/ha) (GFOI,
2014). Depending on the sensor wavelengths, the relationship
can saturate quickly and can additionally be affected by envi-
ronmental and ionospheric conditions. Once signal saturation
is reached, the radiometric data are no longer useful for volume
or biomass prediction beyond the ”saturation point”, particu-
larly when only one image is used. One result is that data from
the commonly used C- and X-band space-borne SAR systems
are widely considered suboptimal for large area forest inventory
and mapping (GFOI, 2014).

Cross-polarised (cross-pol) backscatter demonstrates greater
sensitivity to forest biomass than co-polarised (co-pol)
backscatter, although multiple polarizations are recommended
for use in forest biomass mapping algorithms. L-band SAR is
useful for discriminating among regrowth stages and estimat-
ing biomass in forests with small to moderate biomass levels
(40-150 t/ha). Dual polarization and dual-season coverage are
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required. C-band SAR is mostly useful for forests with very
small biomass levels (30-50 t/ha) when a single SAR intensity
image is used. The shorter wavelengths have higher extinction
and thus limited penetration within the forest layer (compared
to L- and P-bands), although multi-temporal and texture anal-
ysis of fine resolution C-band data may provide useful inputs
(Sarker et al., 2013; Bourgoin et al., 2018; Chen et al., 2019;
Reis et al., 2019; Tomppo et al., 2019).

On the other hand, C-band radar data acquired by multiple
space-borne sensors including historically ERS-1, ERS-2 and
Envisat ASAR, presently RADARSAT-2 and ESA Sentinel-1,
and since recently RADARSAT Constellation represent attrac-
tive sources of information for timely assessment of forest cover
due to global coverage (in case of ASAR and Sentinel-1) and
frequent revisits. This is particularly important for Sentinel-1
satellites (Torres et al., 2012) with data offered free of charge to
users.

To date, multitemporal approaches for GSV estimation using
L-band SAR imagery in boreal forests are well-demonstrated,
particularly with JERS (Rauste, 2005; Kurvonen et al., 1999;
Santoro et al., 2006), and ALOS PALSAR (Cartus et al., 2012;
Antropov et al., 2013; Antropov et al., 2017). Methodologi-
cal studies using long time series of C-band SAR intensity data
for GSV mapping over boreal forests have been relatively rare
(Kurvonen et al., 1999; Santoro et al., 2011; Tomppo et al.,
2019; Pulliainen et al., 1999) and while the common under-
standing is that C-band data are suboptimal compared to L- and
P-band data (GFOI, 2014), however due to availability of C-
band data (Envisat ASAR in Global Monitoring mode), wide-
area maps of GSV were produced in boreal forests (Santoro
et al., 2011). Historical context of these studies is given further
in Section 1.1.

Some research has been conducted on the fusion of Sentinel-
1 data with SAR data from instruments operating at different
wavelength as well as optical data. Particularly, the combi-
nation of Sentinel-1, ALOS-2 and Sentinel-2 data produced
greater accuracies, although the Sentinel-1 role was relatively
limited (Laurin et al., 2018). Another study compared single-
date and multi-temporal Sentinel-1 data and demonstrated that
multi-temporal Sentinel-1 substantially improved AGB estima-
tion, but still with a much smaller adjusted R2 because of the
limitations of the short wavelengths (Huang et al., 2018). When
using the Water Cloud model (Attema & Ulaby, 1978) based
approach for AGB prediction from ASAR hypertemporal data,
relative root mean square errors (rRMSEs) in the range 34.2 –
48.1% were achieved for for 1 km pixel predictions (Santoro
et al., 2011). Note that rRMSE is defined as the percentage
ratio of root mean square error (RMSE) and the mean of the
response variable y in the validation data set. GSV predictions
were more accurate when averaging over neighbouring pixels.
Use of multiple stand-level features was instrumental to achieve
an rRMSE of 30% for a Finnish test site (Tomppo et al., 2019).
There, stand-level backscatter intensity and other stand-level
features, such as standard deviation of the intensities and the
averages of the ratios of the intensities of the images from dif-
ferent dates, were used as predictor variables to produce large
GSV prediction accuracies. Several sets of RADARSAT-2 im-

ages were studied using machine learning approaches in com-
bination with other SAR and optical data using various features
and machine learning approaches achieving rRMSE of 42-47%
(Stelmaszczuk-Górska et al., 2018).

The key question when using remotely sensed data for terrain
related variable predictions are 1) how quickly and how often
the data are available, for instance, for damage monitoring, 2)
what is the best season for image acquisition with respect to
seasonal variation of the vegetation when the criterion is the
accuracy of the predictions, 3) how many images are needed to
obtain the maximum accuracy with a particular type of images,
and 4) what feature selection approaches can be used to select
the most useful predictor variables to maximise GSV prediction
accuracy.

1.1. Background of multitemporal C-band SAR studies for GSV
prediction

Parametric semiempirical and WCM based models have been
used with historical C-band SAR data, such as ERS-1 and En-
visat ASAR, to predict forest stem volume and GSV (Pulliainen
et al., 1996; Pulliainen et al., 1999; Santoro et al., 2011). His-
torical detailed studies of temporal dynamics of C-band SAR
backscatter in boreal forests are scarce, whereas in notable ex-
amples (Pulliainen et al., 1996; Pulliainen et al., 1999)) the SAR
data were represented by ERS-1 single-pol VV imagery at 23
nominal incidence angle. In Pulliainen et al. (1996), the auxil-
iary parameters of a semiempirical model were estimated sep-
arately from each processed SAR image, and then a vector of
backscatter measurements for each areal-unit was iteratively in-
verted to predict forest stem volume. Correlation analysis with
reference plot-level stem volume was used to select suitable im-
ages. In Pulliainen et al. (1999), parameters of a semiempirical
model and stem volume were estimated simultaneously for each
SAR image. Separate stem volume estimates were later com-
bined using a linear regression equation determined using the
training data set. Also, use of multiple linear regression for
optimally combining predictions from individual SAR images
was reported also in (Kurvonen et al., 1999).

Overall during the last two decades, a popular approach in
forest biomass mapping is represented by initially predicting
GSV using WCM for individual SAR images and further com-
bining those predictions via optimal weighting of the predic-
tions (Santoro et al., 2011). Weights can be derived using
image-wise accuracy statistics in the presence of reference data,
or auxiliary datasets (Santoro et al., 2011; Santoro & Cartus,
2018).

More recently, nonparametric approaches (random forests,
support vector regression) using features calculated from multi-
ple C-band SAR images were tested, often in combination with
L-band and optical images (Laurin et al., 2018). Using features
calculated from several SAR images as independent variables in
GSV prediction has rarely been studied ((Stelmaszczuk-Górska
et al., 2018; Tomppo et al., 2019) and typically included not
only SAR intensity but also other textural parameters. Tempo-
ral dynamics of GSV predictions based on long time series of
consecutive C-band SAR data were not investigated, and only
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few feature selection approaches were used (such as random
forests based ranking, and simple correlation to forest biomass).

Availability of long time series of freely available Sentinel-
1 dual-pol (VV, VH) data enables more in-depth exploration
of different ways of multitemporal SAR data processing in the
context of GSV prediction. Studying various ways of combin-
ing C-band images via feature selection to predict GSV, as well
as studying temporal dynamics of GSV predicted using selected
features (including analysis of long sets of consecutive SAR im-
ages) has become possible.

While combining Sentinel-1 SAR imagery with other re-
motely sensed data is common, the effect of seasonal dynam-
ics of Sentinel-1 SAR dual-pol data on GSV predictions in
boreal forests has not yet been reported. Availability of very
long time series, presence of two polarizations (co- and cross-
polarizations) and access to better reference data motivates
more in-depth exploration of seasonal dynamics and its influ-
ence on GSV predictions. The only report mentioning Sentinel-
1 time series seasonality has been (Dostálová et al., 2018)
where a forest/nonforest classification was attempted. How-
ever, the authors did not elaborate on the temporal dynamics,
the length of the time series or its influence on classification ac-
curacy as pixel-wise intensities of whole SAR image stack were
used as a feature vector in classification.

A general conclusion is that the use of a single Sentinel-1 im-
age does not lead to accurate forest biomass mapping. There-
fore, the present research concentrates on the fusion of Sentinel-
1 and L-band SAR or optical satellite data, as well as investi-
gating the potential of multitemporal Sentinel-1 datasets. The
performance of multitemporal Sentinel-1 approaches is not yet
satisfactory, especially at stand-level, although aggregation of
estimates to kilometre or county level is more accurate. Most
critically, in-depth analysis of the potential of very long time se-
ries of Sentinel-1 data and their seasonal fluctuations (dynam-
ics) and the effect of the fluctuation on the accuracy of GSV
prediction is lacking, although the data for multiple years are
readily available. Furthermore, a statistically sound method for
optimising image and season selection for purposes of increas-
ing prediction accuracy using dual-pol Sentinel-1 data has not
been demonstrated over boreal forests. Reported studies of fea-
ture selection are relatively scarce, disparate and not exhaus-
tive. This motivates us to address these knowledge gaps. In this
study, we use representative reference forest stand-level data
to study various GSV prediction models and feature selection
approaches, including those not studied previously with SAR
data.
1.2. Study goals and the contributions of the study

In this study we expand on a lineage of forest biomass map-
ping using multitemporal radar imagery by evaluating the use
of large numbers of Sentinel-1 images for a lengthy time pe-
riod for Finnish boreal forests. We focus on one key variable,
GSV (m3/ha), defined here as the above-ground volume of liv-
ing stems above stump to the stem top over a specified area.
Included are the stem volumes of living trees, standing or lying
with a diameter at breast height (dbh) of more than 0 cm and
height of more than 1.30 m where dbh is measured. Note that

dbh is measured at the height of 1.3 m. GSV is strongly corre-
lated with other forest variables, such as tree basal area, AGB
and total tree carbon content. The latter is approximately (0.3–
0.4 t/m3)×GSV in boreal forests, depending on the tree species
(Karjalainen & Kellomäki (1996), Tomppo (2000)). Thus, our
results can be compared to the results from other relevant stud-
ies that use SAR to predict tree biomass for boreal forests.

Four specific questions are addressed in this study:

1. what is the seasonal variation of RMSE of stand-level GSV
predictions?

2. what is the value of adding multitemporal imagery com-
pared to single images?

3. how many images are necessary for achieving optimal ac-
curacies and in exactly what manner?

4. what is the optimal season for Sentinel-1 image acquisition
to maximise GSV prediction accuracy also when including
sets of consecutive images?

5. which feature selection and GSV prediction methods give
the greatest GSV prediction accuracies.

The primary and overarching objective of the study was to
develop a method for using Sentinel-1 imagery to maximize
GSV prediction accuracy. Three supporting and subordinate
objectives were addressed: (1) to analyse the effect of the ac-
quisition date, weather conditions and number of Sentinel-1 im-
ages on the GSV prediction accuracy, (2) to test and develop
feature selection and transformation methods for backscatter-
ing coefficients and multitemporal features, such as, princi-
pal component analysis, radiometric contrast, mutual contrast,
Lasso and genetic algorithm based optimization of the feature
weights, and the effects of the features and transformations on
the prediction accuracies, and (3) to test a few commonly used
optional forest parameter prediction methods and their perfor-
mances in GSV prediction.

These objectives were addressed using extensive analyses of
a 3.5-year stack of Sentinel-1 images acquired over a large
test site representative of boreal forestland. Both established
and advanced statistical and machine learning approaches were
used for feature selection and forest biomass prediction, par-
ticularly k-NN using genetic algorithm based feature optimiza-
tion improved k-NN (ik-NN) (3.2.5), random forests (RF) and
support vector regression (SVR). With management inventory
needs in mind, we focused on stand-level GSV predictions and
their error estimates, not necessarily on large area level esti-
mates and their error estimates. The criterion was mean stan-
dard error at stand-level when using separate validation data.
Note that estimators with large standard errors at stand-level
may produce consistent large area estimators while precise
stand-level estimators may be biased large area estimators.

2. Materials

2.1. Study site
The 50-km x 50-km study area in Southern Finland is centred

around the Hyytiälä Forestry Field station of the University of
Helsinki with centre coordinates: 61.8◦ N, 24.3 ◦ E (Figure 1).
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The study site includes forest, agricultural land, lakes, and sev-
eral population centres. The forests are dominated by Norway
spruce (Picea abies (L) H. Karst.), Scots pine (Pinus sylvestris
L.), and birch (Betula pendula Ehrh. and Betula pubescens
Roth). The soils are mainly glacial drift, but sandy soils are
also common as well as clay, especially in agricultural areas.
Mires and open bogs are also common. The area is relatively
hilly with terrain variation ranging between 95 and 230 meters
above sea level.

2.2. Sentinel-1 data
Ninety-six Sentinel-1 images (acquired between 09/10/2014

and 21/05/2018) were used in the study as Level-1 (GRDH,
Ground-Range Detected High-resolution) products with VV
and VH polarizations. The images were acquired in IW (In-
terferometric Wide-swath) mode on descending orbits.

The Sentinel-1 images were multilooked with factor 2x2
(range x azimuth) to obtain images with pixel dimensions ap-
proximately corresponding to the 20-m grid spacing. The bi-
linear interpolation method was used for resampling in con-
nection with the ortho-rectification. A digital elevation model
(DEM) from the Land Survey of Finland was used and aver-
aged to 20-m x 20-m pixels. Radiometric normalization with
respect to the projected area of the scattering element was used
to eliminate the topography-induced radiometric variation. In
this way, a time series of co-registered images in the terrain
corrected “gamma-nought” coefficient was constructed (Small
et al., 2010), with a pixel size of 20-m x 20-m. A 3 × 3 median
window was also used to filter the speckle noise.

2.3. Ground reference data
Stand-level forest resource data that had been collected, pre-

pared and intended for forest management purposes were used
as both the training and validation data. The data for the test
site were obtained from Finnish Forest Centre (Centre, 2019).
These forest resource data were predictions from statistical
models using airborne laser scanning (ALS) data and data from
field plot measurements. Additionally, field checks on each
stand were used to correct noticeable deviations in predictions,
e.g., in tree species level predictions, following the practical
procedure by the Forest Centre. It is important to keep in mind
that despite this procedure, stand-level predictions always in-
clude some errors. The data were updated annually based on the
reported forestry regimes such as harvests and are thus up-to-
date. Because the stand border edges may influence estimation,
one-pixel morphological erosion was applied to the stand mask,
that is, only pixels separated by at least one pixel from the clos-
est stand boundary were included in the analyses. Further, only
stands with areas of at least 1.0 ha after the erosion and with
volume of 2.0 m3/ha or more were used. The volume threshold
was used to remove stands with recent regeneration cuts from
the lengthy time series data sets. In total, 17,762 stands were in-
cluded in our approach of which 8,881 were randomly selected
for training and 8,881 remained for validation (Table 1). The
stand data were sorted based on the value of the stand ID num-
ber. Every second stand was selected for the training data and
the rest for the validation data.

Table 1: Ground reference data, including the stand area and the growing stock
volume, divided into training and validation sets.

Data set Number Stand area, ha Volume, m3/ha
of stands Median Mean Std Mean Std

Training 8,881 2.16 3.05 3.26 170.39 93.03
Validation 8,881 2.20 3.03 2.77 170.70 93.83

Both 17,762 2.20 3.04 3.03 170.55 93.43

3. Methodology

The approach focuses on predicting GSV at stand-level using
optional regression techniques, namely multiple linear regres-
sion (MLR) (section 3.1.1), support vector machine regression
(SVR) (section 3.1.2) and random forests regression (RF) (sec-
tion 3.1.3).

The general approach is shown schematically in Figure 3.
Firstly, a subset of images and one of the optional features were
selected. The regression approaches were then used for GSV
prediction. This processing was performed on stand-level aver-
aged backscatter (separately for VV- and VH-polarizations, as
well as their combination) for selected images to predict stand-
level GSV as the target variable. Stand-level averaged backscat-
ter was calculated for each stand using the forest management
inventory stand boundaries.

The stand area after the erosion was used to weight obser-
vations, that is stands, in the model estimation, prediction and
validation, i.e., RMSEs for the GSV predictions were calculated
using Eq. 1

RMS E =

√∑N
i=1 (v̂i − vi)2 si∑N

i=1 si
, (1)

where vi denotes GSV of stand i, v̂i is its prediction, si the area
of the stand i and N is the total number of stands.

The GSV prediction approaches used a set of stand-level fea-
tures as described in section 3.1. The approaches for selecting
optimal subsets of features are described in section 3.2.

3.1. Methods for predicting growing stock volume

The basic principles of the three prediction methods, MLR,
SVR and RF, are described in the following subsections. All
methods presume the availability of training data, here stand-
level forest resource data.

3.1.1. Multiple Linear Regression
Linear regression was used as one of the parametric methods

for predicting GSV. This is a basic regression approach often
used for modeling GSV or forest biomass to SAR relationship
with various possible transformations of predictor and response
variables to linearize the modelled relationship (Dobson et al.,
1992; Rauste et al., 1994; Rignot et al., 1994; Kasischke et al.,
1995; Englhart et al., 2011; Rauste, 2005; Tsui et al., 2012;
Antropov et al., 2013; Hame et al., 2013; Schlund & Davidson,
2018; Berninger et al., 2018). We used MLR to be standard for
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Figure 1: Location of the study site in Southern Finland (left) along with representative Sentinel-1 image as RGB composite (Red: VV, Green: VH, and Blue:
VV/VH; Date: 09/10/2014)

Figure 2: Forest reference data and weather conditions: (a) masks of the forest stands; (b) growing stock volume distribution of all the selected stands for our
approaches; (c) three-day accumulated precipitation amount, (d) minimum temperature and (e) snow depth. Sentinel-1 acquisition times are shown with orange
marks.
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Figure 3: General processing flowchart for growing stock prediction using se-
lected Sentinel-1 images

comparisons when using a very long time series of SAR images
whose features are used as predictor variables.

Optional transformations of the response variable GSV were
tested when selecting the model to predict GSV with an MLR
model, including exponential (e.g. with a power of 0.5) and log-
arithm, in addition to a non-transformed GSV. The final model
was of the form

log(vi + a) = w0 +

N f∑
j=1

w j fi, j + εi, (2)

where vi is GSV for stand i, fi, j the Sentinel-1 feature j for stand
i representing the logarithmic scaled stand-level intensity at VV
or VH polarizations or both, N f the number of the Sentinel-1
features, w j, j=0,...,N f the parameters of the model to be es-
timated, a is a small positive number (0.1) and εi random er-
rors assumed to be independently distributed. A bias correction
was made to GSV predictions due to the use of a logarithmic
transformation in estimating the model Baskerville (1972). The
correction was based on Taylor series expansion and assum-
ing that εi is normally distributed and is calculated as half of
the variance estimate of εi (Eq. 2). Note that the correction is
additive, is made to the prediction on the log scale before back-
transforming, and is half the residual variance on the log scale.

To evaluate the separate contributions to GSV prediction, fn
were selected from different images (timestamps) and polariza-
tions (VV-only ,VH-only or VV&VH), as was also the case for
other regression approaches described further.

3.1.2. Support Vector Regression
Support vector machines (SVM) classification was devel-

oped and first proposed by Vapnik (1995) and Cortes & Vapnik
(1995) to solve traditional classification problems. It is based
on statistical learning theory. It was extended to the regres-
sion problems, support vector regression, SVR, by Vapnik et al.
(1997). This approach converts the regression problem to a con-
vex quadratic programming problem. The introduction of the
ε-insensitive loss ignores the error near true values. SVR uses

a non-linear kernel function that transforms a nonlinear prob-
lem into a linear one in a higher-dimensional feature space. For
the details, see also Gunn et al. (1998); Smola & Schölkopf
(2004). The Gaussian Radial Basis function (RBF) kernel was
used here. It has shown good performance for forest biomass
estimation (Englhart et al., 2011; Neumann et al., 2012). Cross-
validation on training data for optimal hyperparameter choices
is usually done.

3.1.3. Random Forests Regression
RF is a supervised ensemble learning algorithm that uses a

bagging strategy to fit a large collection of classification and re-
gression trees (CART), followed by improving the overall mod-
elling ability Breiman (2001). Since first proposed in 1996, it
has been widely used for forest classification, change detection
and biomass estimation (Karlson et al., 2015; Belgiu & Drăguţ,
2016; Esteban et al., 2019; Hethcoat et al., 2021)

Compared to SVR or linear regression, RF has multiple ad-
vantages: (i) it can avoid overfitting by introducing two-layers
of randomisation, i.e., bootstrapping when sampling and ran-
dom feature selection when splitting nodes (Breiman, 2001);
(ii) parallel decision trees not only accelerate the computation
but also make nonlinear modelling possible; (iii) high dimen-
sional data can benefit from its automated feature selection,
which is especially needed in long time series SAR image pro-
cessing; and (iv) due to using out-of-bag (OOB) data in internal
examination of model, RF can substantially decrease the sys-
tematic prediction error without any need for more training data
(Gleason & Im, 2012).

In the RF training stage, sub-datasets for each decision tree
are randomly selected from the original data using a bootstrap-
ping technique. This ensures the repeatability of training sam-
ples for different decision trees. Then, each decision tree is
trained independently until each leaf belongs to one specific la-
bel. Note that node splitting is based on the features selected
as follows. The feature is selected from a random sub-feature
space using the criterion characterized as the impurity crite-
rion, which for regression tasks is mean squared error (MSE)
or mean absolute error (MAE). In the end, the predictions are
averaged to give the final results.

After 5-fold cross-validation on small subsets of training
data, the number of trees within the model has been set to 400,
and MSE has been chosen as the impurity criterion (variance re-
duction). To minimise the computational intensity and achieve
greater accuracy, the maximum depth of trees varies from 5 to
35, according to the number of input features. The minimum
number of sample units required to split an internal node is set
to 5 before splitting.

3.2. Feature Selection and transformation approaches

Because the Sentinel-1 time series has 96 images covering
more than three years, considerable redundancy can be ex-
pected in the features derived from them. To circumvent the ef-
fects of this redundancy, as well as to reduce the computational
burden, feature extraction or reduction can be useful. Here, we
describe several approaches for transforming or selecting an
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optimal subset of SAR features. We discuss both the optimal
subset and insights into the choice of the optimal observation
date. By carefully choosing a few specific dates, we expect to
achieve a prediction accuracy close to what can be achieved us-
ing the entire original time series. Principal Component Anal-
ysis (PCA) and ik-NN are used for feature transformation and
weighting, while feature selection methodologies include a set
of techniques based on the ranking strategy: radiometric con-
trast, mutual information and Lasso. All these approaches are
described further.

3.2.1. Principal Component Analysis
Principal Component Analysis (PCA) is a common approach

for reducing the dimensionality of feature space (Wold et al.,
1987). PCA can be used to convert the original features into a
set of linearly uncorrelated components using an eigenvalue de-
composition. The importance of each component is evaluated
by its eigenvalue. The components corresponding to the largest
eigenvalues are expected to retain most information about vari-
ation in the data. In this way, a subset of principal compo-
nents can be used as a set of new features, thereby effectively
reducing the original data features while preserving the major-
ity of information. However, because PCA is essentially a fea-
ture transformation, and not feature selection approach, it is not
suitable for some tasks such as determining the optimal sea-
son for acquiring SAR imagery. PCA analysis, therefore, will
be primarily used as a standard for comparing feature selection
approaches as described further.

3.2.2. Image selection using radiometric contrast
Radiometric contrast is used for choosing a set of images

whose feature variables have the greatest radiometric variation
between forested and non-forested terrain. This is similar to
approaches used for feature selection in earlier studies because
of its simplicity and lack of a requirement for reference data
(Santoro et al., 2011). The idea is that SAR image features
with greater radiometric contrast between forested and non-
forested areas would better discriminate between different val-
ues of GSV due to a greater dynamic range of forest backscatter
measurements.

Forested and non-forested areas are each represented by a
specific number of stands that have the least or greatest GSV,
respectively. First, we sorted the stands in descending order ac-
cording to their GSV. Denoting the 10 stands with greatest GSV
as the subset Smax, and the 10 stands with least GSV as Smin for
a specific polarization of a certain image, the radiometric con-
trast γ is evaluated as the ratio of the mean amplitude by using
the formula below:

γ =
ĀSmax

ĀSmin

=

∑
l∈Smax

Al∑
m∈Smin

Am
(3)

where Al denotes the stand-averaged feature/backscatter ampli-
tude of stand l ∈ S max.

Further, all the images were ranked according to the calcu-
lated radiometric contrast. The selected images and their rela-
tive performance were analysed further in Section 4.2

3.2.3. Feature selection using mutual information
Mutual information is a Shannon entropy-based measure of

dependence between random variables. It uses a naive idea that
more mutual information means more contributions to regres-
sion. Unlike Pearson linear correlation, mutual information can
capture nonlinear dependency Kinney & Atwal (2014); Belg-
hazi et al. (2018). The mutual information is computed as

φ =
∑
v∈V

∑
f∈F

p( f , v) log
(

p( f , v)
p( f )p(v)

)
(4)

where f is the SAR multitemporal feature and v is GSV, p de-
notes the probability distribution, φ is always non-negative and
equals zero when and only when p(F ,V) = p(F )p(V).

Accurate estimation of the probability distribution is not triv-
ial, particularly from finite samples. Here we used an approach
based on ik-NN to estimate the joint distribution p(F ,V) after
Kraskov et al. (2004). The number of neighbours, k, was set to
k=7 in this task (cf. Kinney & Atwal (2014)).

3.2.4. Feature selection using Lasso
Least Absolute Shrinkage and Selection Operator (Lasso) is

also a linear regression method. For totals of Ns stands and N f

features, the Lasso loss function is

β̂ = argminβ


Ns∑
i=1

(vi − β0 −

N f∑
j=1

fi, jβ j)2 + λ

N f∑
j=1

∣∣∣β j

∣∣∣ (5)

where fi, j where fi, j denotes the feature j of stand i, vi de-
notes the corresponding reference GSV, and β j is the coeffi-
cient of feature j. The loss is similar to least squares estima-
tion (LSE) for conventional linear regression, the difference is
that an L1 regularization λ

∑N f

j=1

∣∣∣β j

∣∣∣ is applied on the coeffi-
cients β j in Lasso. The fitting makes some of the weak fea-
ture weights equal to 0, thereby achieving selection of impor-
tant features. Compared to conventional linear regression, reg-
ularization helps to avoid overfitting in our high dimensional
condition. λ is the weight to control the strength of regulariza-
tion. Lasso also has some shortcomings. When there is a set
of highly relevant variables, Lasso tends to choose one of them
and ignores others which may cause instability. In addition, the
contribution of each feature is unclear because of the sparsity
of features leading to difficulties in understanding the data.

3.2.5. Feature selection using a genetic algorithm
The well-known k-NN estimation method is well-suited for

cases in which multiple target parameters or variables are esti-
mated simultaneously. In this paper, it was tested as an optional
method for feature weighting and selection. The weights for
the features selected were calculated as per Tomppo & Halme
(2004); Tomppo et al. (2008a,b, 2019).

Further we briefly recall the main properties of the ik-NN
approach with the genetic algorithm in the context of feature
selection. Let us consider a stand p and denote its k nearest fea-
sible field stands by i1(p), . . ., ik(p) when the distance is mea-
sured in the feature space. The weight wi,p of field stand i to
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stand p is defined as

wi,p =
1

dt
pi,p

/ ∑
r∈{i1(p),...,ik(p)}

1
dt

pr ,p
,

if and only if i ∈ {i1(p), . . ., ik(p)}
= 0 otherwise,

(6)

where pr is a stand with an index r and r belongs to the set
{i1(p), . . ., ik(p)}. The value of k was fixed to be 15 after tests
using the RMSEs and mean deviations in the validation data
set as the criteria. The distance weighting power t is a real
number, usually t ∈ [0, 2]. The value t=1 was used here. A
small quantity, greater than zero, is added to d when d = 0 and
i ∈ {i1(p), . . ., ik(p)}.

The distance metric d employed was

d2
pr ,p =

N f∑
j=1

ω j
2( fp, j − fpr , j)

2, (7)

where fp, j is the j-th SAR feature variable for stand p, N f

the number of SAR feature variables, and ω j the weight for the
j-th SAR feature variable.

The values of the elements ω j of the weight vector ω were
selected with a genetic algorithm (Tomppo & Halme, 2004;
Tomppo et al., 2008a).

The fitness function to be minimized for calculating the val-
ues of the ω vector for GSV estimation was

f (ω,γδ,γe, δ̂, ˆ̄e) =

Ne∑
r=1

γδ,rδ̂r(ω) +

Ne∑
r=1

γe,r ˆ̄er(ω), (8)

where

δ̂r(ω) is the standard error of the prediction of the for-
est variable i at stand-level,

ˆ̄er(ω) is the mean deviation of the forest variable i at
stand-level,

Ne the number of the forest variables used in the al-
gorithm (here one) and

γδ and γe are fixed constant vectors.

After some trial and error tests and heuristic trade-offs be-
tween standard error and mean deviation, the values of γδ =10
and γe=1 were selected, thus giving RMSE greater weight.
Otherwise, the parameters of the genetic algorithm itself were
the same as in Tomppo & Halme (2004). Other parameters are,
e.g., 1) the number of generations, 2) the number of weight
vectors in one population and in the medipopulation, 3) the
probabilities of uniform crossover, accepting an inferior solu-
tion created by mutation, mutation, and radical mutation. For
the details, see Tomppo & Halme (2004). As an iterative pro-
cedure, genetic algorithms are computationally intensive and
may produce a local rather than global optimum. To circum-
vent this possibility, multiple runs are usually needed to find a
near global optimum.

The weights were sought for each combination of images and
polarizations separately.

3.3. Multitemporal analysis
Multitemporal analysis of SAR imagery for this study in-

cluded evaluation of accuracy gain achieved using multiple
SAR images. These images were used either as sequences of
consecutively collected images, or specific images as chosen
using feature selection approaches (section 3.2). For the lat-
ter, optimal SAR images can be spread over the 3-year observa-
tion period. However, using all data seems impractical, because
strong saturation can be observed and any additional value of
using more than 10 images can be questionable. Also, use of
such a long time series can be computationally very demand-
ing. Thus, selection of optimal timing for collecting imagery
should be attempted using RMSE as the selection criterion. To
determine the optimal timing, that is image acquisition season,
and to analyse the ”seasonality” for collecting SAR imagery, a
”sliding window” analysis was performed.

3.3.1. Rationale for ”sliding window” analysis
The size of the sliding window corresponds to the number of

images that are aggregated and from which the feature variables
are derived. Several aggregation approaches are possible in the
context of GSV estimation. The first, multitemporal filtering,
facilitates reduction of speckle by calculating the combined es-
timate from several images via averaging (Quegan et al., 2000).
Filtered image is further used for calculating image features for
predicting GSV. Another approach performs image-by-image
GSV estimation followed by merging individual image-based
estimates using a multiple regression approach (Kurvonen et al.,
1999). Individual GSV estimates can be obtained using meth-
ods such as inversion of physics-based models (Antropov et al.,
2013; Santoro et al., 2021). However, for this study, a set of fea-
ture variables derived from SAR images can be used directly as
input to a multiple regression approach, thereby constituting a
third possible approach. It seems also most practical.

Thus, the prediction takes the form:

vi = f unction( fi,1, fi,2, ..., fi,Nw ), (9)

where Nw is the size of the sliding window, and i is the stand
number.

The choice of the size of the sliding window, i.e., the number
of images from which the feature variables were selected for
the regression, thereby requires separate experimentation. On
one hand, including more images is expected to improve GSV
prediction performance. On the other hand, the value of addi-
tional images can be limited as the number of images increases
beyond a minimal number, not to mention the increased compu-
tational intensity associated with larger sliding windows. Thus,
several window sizes from 1 to 32 were tested for this study.

4. Results

We started our analyses by assessing the improvement in
GSV prediction as the number of Sentinel-1 images increases
when using the three regression approaches. The effect on the
image acquisition time on the prediction and relative perfor-
mance of the regression approaches are reported in section 4.1.
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Images are aggregated in the order of their acquisition. Further,
the potential of feature selection and transformation approaches
and their effect on the accuracy of GSV prediction with the re-
gression approaches are analysed in section 4.2. The effects of
combining a small number of images within the ”sliding win-
dow” for GSV prediction are reported in detail in section 4.3.

4.1. Accuracy of GSV prediction

4.1.1. Single SAR images and seasonal variation of the predic-
tions

Figure 4 shows the accuracy of the GSV predictions when
using feature variables derived from single SAR images ac-
quired from Nov 2014 to July 2018. The accuracy metrics are
shown in the order of image acquisition. RMSE varies within
the range 85-94 m3/ha (rRMSE 50-55%) for various polariza-
tions. Overall, the dynamics were quite variable as expected for
C-band imagery which is strongly affected by environmental
conditions. For MLR, the greatest accuracies were obtained us-
ing feature variables selected for images for the month of June
for 2015, 2016 and 2017. For SVR and RF, a similar observa-
tion can be made with an optimum in early 2016. For all im-
age and polarization combinations, the combined VV and VH
polarizations gave smaller RMSEs than any single polarization
alone, and VV-pol somewhat smaller than VH-pol. Scatterplots
of RMSEs using the different GSV prediction methods for sev-
eral selected sets of Sentinel-1 image features are shown in Fig.
5.

4.1.2. Accumulated SAR time series
We further tested the accuracy of the GSV predictions by

using feature variables for multiple images (SAR time series)
in the modelling with the three different methods, MLR, SVR
and RF and with three polarization options VH, VV and both
VV and VH. The variation in RMSEs for the GSV predictions
are illustrated in Fig. 6. Here, the images were accumulated
in the order of their acquisition. GSV prediction for any given
date is performed using all images acquired until the date on
x-axis. Altogether nine RMSEs as a function of the number of
accumulated images used in the GSV prediction are presented
in Fig. 6.

A nearly monotonic decrease in RMSEs for the GSV pre-
dictions for all the polarization combinations and all three pre-
diction methods can be seen. The RMSEs rapidly decreased
initially but levelled off shortly after July 2015 by which time
more than 15 images had accumulated in the SAR time se-
ries. RMSE decreases somewhat faster for VV-pol than for VH-
pol, with RMSEs approximately 80 m3/ha for VV and approxi-
mately 82 m3/ha for VH for July 2015. Combined VH and VV
gave smaller RMSE for GSV prediction than VV or VH alone,
less than 76 m3/ha (rRMSE 45%) for the same date.

For the majority of our experiments, that is, combinations
of image sets, polarization and prediction technique, SVR
produced somewhat smaller RMSEs than MLR or RF, about
1.0 m3/ha smaller, whereas there was practically no difference
between the RMSEs for MLR and RF, except for a short period
from 2016 to 2017 for VH-pol.

4.2. Feature Selection

Here, we evaluated the potential of Sentinel-1 for GSV pre-
diction using selected sets of images in contrast to using images
in the order of their acquisition date as in section 4.1.2. The
idea was to achieve the greatest GSV prediction accuracy us-
ing a minimum number of images. In the further analyses, we
evaluated several feature selection approaches. When particu-
lar images were selected, their features were used in stand-level
GSV prediction.

The results of GSV predictions using different feature se-
lections and transformation approaches to form multitemporal
SAR stacks are presented in Figure 7. Both polarizations were
used together, thus the size of the original feature pool equals
192. The PCA results are also shown in Figure 7 as a bench-
mark. In the figures, the curves for only the first 50 components
are shown, due to the lack of accuracy improvement after this
number.

The SVR method produced slightly smaller RMSEs than
MLR or RF, similar to the results in section 4.1.2 (Fig. 6).
RF produced somewhat smaller RMSEs than MLR. Especially,
MLR gave larger RMSEs when using the initial 20-25 features
and the features selected using radiometric contrast and mutual
information. All three prediction methods produced smaller
RMSEs when using ik-NN, Lasso and PCA feature selections
than with the two other feature selection methods, radiometric
contrast and mutual information. The convergence to maximum
accuracy levels was much slower with the latter methods. This
indicates that a blind feature selection approach (with no ref-
erence data) such as radiometric contrast can be considerably
sub-optimal. However, it is the only possible approach in the
absence of reference data. It is also notable that when using
several initial images with high-contrast features, RMSEs were
smaller than when the images were used in order of acquisition
date. The convergence to the maximum accuracy was much
slower in the latter case.

Interestingly, RF-based RMSEs for GSV with PCA-selected
features started to increase when more than 20 selected princi-
ple components were included in the model. A likely reason is
that the PCA tail-components consist largely of noise because
such phenomena were not detected with RF when using the
backscattering coefficients of the original or selected images in
GSV prediction. Other approaches, MLR and SVR, appeared
more robust in this respect, with consistent decreases even
when incorporating noise-alike PCA features. The achieved
”plateau” of RMSE was approximately 75.1 m3/ha (rRMSE
44%).

While the feature selection approaches are based on various
ranking principles, one possible way to compare their perfor-
mance is to evaluate how ”quickly” the gain in GSV estimation
accuracy is achieved when the selected features are combined.
An approach that delivers a quick and stable decrease on GSV
prediction RMSE can be recommended as an optimal feature
selection approach in the context of this study.

Among all feature selection approaches, Lasso produced the
smallest RMSE values and the greatest rate of RMSE decrease
when the additional features were added, indicating that it
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log-MLR

Figure 4: RMSEs of the predicted GSV using individual images (both polarizations) with the three methods MLR, log-MLR, SVR and RF

might be the most effective approach for selecting several vari-
ables. RMSEs for all the regressions achieved a level of less
than 78 m3/ha when only 20 selected features were used. The
fact that only 20 features were enough to obtain large prediction
accuracies is similar to observations made with PCA-derived
features. Similarly, the second-best performing approach, ik-
NN achieved 79 m3/ha. Radiometric contrast appeared least
capable as a method for selecting features because of the rela-
tively slow rate of decrease of RMSE as the number of features
increased. RMSE-dependence for mutual information feature
selection approach exhibited a ”step-wise” decrease, indicating
this feature selection approach was also suboptimal because the
features that most increased accuracy were not included early
enough.

Similar observation can be made from Figure 5. Here, SVR
produced scatter graphs indicating greater accuracy in terms of
both RMSE and R2. The feature selection approaches providing
greatest GSV prediction accuracies are illustrated as ”10-PCA”
and ”10-Lasso”, respectively.

When SVR was used (see Figure 8), the effect of polariza-
tion was small, particularly for PCA and Lasso. Radiometric
contrast and mutual information were the least accurate among
feature selection approaches, indicating that the simplest ap-
proaches are not necessarily most useful. Among these two
approaches, mutual information was still more accurate when
VV-pol and combined VV and VH were used, while there was
no difference for VH-pol.

MLR performed a bit less accurately than the two other ap-
proaches for GSV prediction when mutual information was

used for the feature selection (Figure 8). All prediction methods
behaved practically in the same way with Lasso-based features.
Mutual information-selected features with combined (VV and
VH) image stack performed even less accurately than VV-only
images with MLR. That was not the case for SVR and RF. In
contrast, the Lasso approach for the combined feature set (VH
and VV) achieved greater accuracies compared to either VH-
only or VV-only feature selection. The final scatter graphs (Fig-
ure 5) for ”10-Lasso” and ”10-PCA” both showed very similar
dependence and accuracies when compared to ”All Features”;
this further confirmed the efficiency of the suggested Lasso ap-
proach for SAR feature selection.

ik-NN was the second-best approach with respect to GSV
prediction accuracy in practically all experiments. For ik-NN
selected features, the GSV prediction accuracy dependence for
VH-pol decreased faster than for VV-pol for the first 10 selected
features (see Figure 8).

Overall, Lasso performed most accurately among all the fea-
ture selections, consistently providing greatest GSV accuracy
with all regression methods. VH-pol appeared consistently
close to VV-pol for selected features (except for mutual infor-
mation). SVR was confirmed to be the most accurate method in
feature based GSV prediction.

Table 2 shows feature selection results for the three polariza-
tion combinations. The key features (last column within tables)
were chosen using a simple voting strategy according to image
ranking by all feature selection approaches. When a specific
image ranked first, it got 10 points, 2nd best scores 9 and so
on. After adding all the points for a given image, it got its final
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Figure 5: Scatterplots of the final estimation. Each row corresponds to MLR, log-MLR, SVR and RF, separately. First column is regression results on only one
single image (08/01/2016), second column is regression results on eight consecutive scenes (21/11/2015 25/02/2016), third column is regression results on all 192
features, the last column is regression results on 10 best Lasso features.

VH VV VH&VV

Figure 6: Accuracy of predicted GSV with image features in the order of image acquisition.

rank in the ”key feature” column. Noteworthy, in the ranking
scenario where both polarizations were mixed, the ranking or-

der delivered by Lasso and ik-NN may be different compared
to cases when only VH- or VV-pol bands were considered.
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For both VV and VH, key features belonged mostly to im-
ages acquired under frozen conditions. However, several ”dry
summer” images acquired in May and June were also included
by most accurate Lasso and ik-NN approaches. We performed
additional experiments by Monte Carlo testing of random com-
binations of 10 images representing frozen ground conditions
(VV and VH features combined) in GSV prediction using SVR
approach. After 50 trials, RMSE was 79.3 ± 1.1 m3/ha and
never exceeded the accuracy of the ”10-Lasso” approach of
77.1 m3/ha when all images were used (Table 2). Correspond-
ing accuracy for 10 ik-NN selected features using all possible
images reached 78.5 m3/ha exceeding absolute majority of tri-
als with 10 exclusively frozen condition images. Similar dy-
namics were observed also for other regression approaches, in-
dicating that the idea of using dry summer images in addition to
frozen condition images should be examined in further studies.
Cross-pol performed slightly more accurately than co-pol. Sev-
eral images, such as those acquired 2015/03/02 and 2016/01/08,
had both polarizations among selected features, indicating that
nearly optimal GSV prediction can be achieved using only a
few carefully selected images (instead of the whole SAR image
stack). This observation is in line with PCA feature selection
discussed above.

4.3. Sliding Window Analysis
The sliding window analyses started by selecting a suitable

window size for the further tests (section 3.3.1). For this pur-
pose, we used SVR as the prediction method and tested several
window sizes: from 1, corresponding to one image only, to as
many as 15 images.

The results of GSV prediction using sliding windows of dif-
ferent sizes are shown in Figure 9. The date of the first image
within a sliding window is shown on the x-axis. RMSE var-
ied from 85.3 m3/ha to 93.5 m3/ha with an average RMSE of
∼90 m3/ha when the sliding window size Nw equals 1, that is,
only one image at a time was used to predict GSV. The greatest
accuracy was achieved using the image acquired on Jan. 08,
2016. No pronounced RMSE seasonal dynamics can be ob-
served. Further, as Nw gets larger, the RMSE decreased gradu-
ally. The largest RMSE with Nw=4 was ∼92 m3/ha. The largest
RMSE became smaller than 88 m3/ha with Nw=15.

The seasonal patterns, indicated by the RMSE curves, be-
came apparent and more pronounced when expanding the slid-
ing window size. For example, in Figure 9(b), the seasonal pat-
tern is not very clear, whereas in Figure 9(d) we can readily ob-
serve annual variations: the local minima of RMSE-curves are
clearly visible in every winter, while the local maxima can be
found every summer. When the window size is very large, ap-
proaching six months, the second peaks are almost eliminated
and the three main annual peaks become clearly visible (Figure
9(f)).

Note that the x-axis tick marks denote acquisition dates for
the first Sentinel-1 image within each sliding window, whereas
all images within the window contribute to GSV prediction.
The temporal resolution decreases when the window size in-
creases, with the RMSE temporal variation becoming smooth.
The width of the extreme is particularly affected. Consider

the situation around January 2016 as an example. When the
window size is small, 1-4, the temporal fluctuations in RMSE,
that is, decreases and increases, are rapid, and the valleys are
sharp, as highlighted by the red circles in Figure 9(a). When
the window size increases, the fluctuation becomes smoother.
The temporal range of extreme exceeds half a year in Figure
9(f). Similarly, the widths of major peaks are smoothed. The
reason is that the image on Jan/08/2016 contributed strongly
to the GSV prediction with all sliding windows (that include
Jan/08/2016) exhibiting large prediction accuracies. This com-
plicated the selection of an optimal season for GSV prediction.
Thus, a balance between preserving seasonal pattern without
sacrificing the temporal resolution needs to be observed. Based
on our trade-off analysis, window size = 8 is suitable. With this
window size, we proceeded to analyse GSV prediction using
different polarizations and estimation methods.

The actual date of the RMSE minimum can be somewhat de-
layed compared to the date shown on x-axis due to a large win-
dow size. A window size of 8 corresponds to approximately
three months in the Sentinel-1 time series. The RMSE mini-
mum around December means that the optimal timing for SAR
images acquisition is in the winter, around January and Febru-
ary. The peaks around May indicate that the acquisition times
in the summer, June or July, are not optimal for GSV prediction
in boreal forests when using C-band SAR time series imagery.

4.3.1. Different Regressions over an 8-image Sliding Window
In Figure 9, the window size = 8 is suggested as the sliding

window size. Further, to study the influence of different regres-
sion methods over sliding windows, we also used MLR and
RF in addition to SVR in this subsection. As shown in Figure
10, the seasonal pattern is obvious for all regressions. Seasonal
RMSE extrema occurred every summer and winter. The overall
RMSE levels and dynamic range were nearly the same for all
regression approaches, with MLR underperforming in autumn
of 2016. The differences among polarizations were more ap-
parent, favoring VV over VH and overall suggesting combined
use of both polarization channels.

In summary, the sliding window analysis gave a more de-
tailed perspective of the temporal dynamics and facilitates de-
termining the optimal timing for the image acquisition.

5. Discussion

5.1. On regression approaches
Among the regression approaches SVM, log-MLR and RF

showed similar temporal dynamics with no strong differences
in GSV prediction. MLR with no log-transformation was less
accurate and seems least suitable. RF and SVR produced some-
what greater accuracies than log-MLR in the majority of exper-
iments. MLR with log-transformation of the target variable had
somewhat greater variance particularly for larger GSV values,
however, it provided the most accurate explanatory model for
greater GSV values (Figure 5). No earlier benchmarking stud-
ies with C-band data in boreal forests can be found in the lit-
erature, while studies with C-band data have been reported for
tropical forest (Englhart et al., 2011).
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Figure 7: RMSE against feature streams. All 192 features (VH+VV) are ranked, first 40 are shown in the figure. Features are ranked using five methods: Radiometric
Contrast, Mutual Information, Lasso, ik-NN and PCA respectively. All four regressions are used in the evaluation.
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Figure 8: RMSE dependence on the number of input features at various polarizations: (a) all feature selection approaches with SVR prediction; (b) Lasso feature
selection approach with all regression approaches; (c) Mutual Information feature selection approach with all regression approaches

When using only one polarization as the feature variable, no
large differences in the accuracies were found, with VV alone
giving slightly more accurate GSV predictions than VH alone
in non-frozen conditions, and VH being more optimal in frozen

conditions. When limiting analysis to stands with only smaller
values of GSV, VH-polarization starts to produce consistently
more accurate results. Within the small-biomass scenario, VH
becomes more sensitive to biomass because cross-pol contains
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Table 2: Feature selection results using several feature selection approaches and majority voting

VH-pol only, 96 images, 96 features
Contrast Mutual Info Lasso ik-NN

image # Timestamp Pol. image # Timestamp Pol. image # Timestamp Pol. image # Timestamp Pol.
33 2016-01-20 VH 32 2016-01-08 VH 32 2016-01-08 VH 9 2015-03-02 VH
51 2016-10-10 VH 33 2016-01-20 VH 7 2015-02-06 VH 33 2016-01-20 VH
9 2015-03-02 VH 26 2015-10-28 VH 92 2018-04-03 VH 32 2016-01-08 VH
32 2016-01-08 VH 9 2015-03-02 VH 33 2016-01-20 VH 38 2016-04-13 VH
38 2016-04-13 VH 30 2015-12-15 VH 8 2015-02-18 VH 11 2015-03-26 VH
25 2015-10-16 VH 31 2015-12-27 VH 87 2018-02-02 VH 94 2018-04-27 VH
63 2017-03-03 VH 25 2015-10-16 VH 29 2015-12-03 VH 64 2017-03-15 VH
93 2018-04-15 VH 1 2014-10-09 VH 26 2015-10-28 VH 88 2018-02-14 VH
37 2016-04-01 VH 16 2015-06-06 VH 11 2015-03-26 VH 87 2018-02-02 VH
68 2017-05-02 VH 37 2016-04-01 VH 71 2017-06-07 VH 61 2017-02-07 VH

VV-pol only, 96 images, 96 features
9 2015-03-02 VV 9 2015-03-02 VV 32 2016-01-08 VV 25 2015-10-16 VV
51 2016-10-10 VV 51 2016-10-10 VV 11 2015-03-26 VV 67 2017-04-20 VV
96 2018-05-21 VV 33 2016-01-20 VV 92 2018-04-03 VV 9 2015-03-02 VV
33 2016-01-20 VV 32 2016-01-08 VV 7 2015-02-06 VV 23 2015-09-10 VV
50 2016-09-28 VV 16 2015-06-06 VV 38 2016-04-13 VV 15 2015-05-25 VV
49 2016-09-16 VV 54 2016-11-15 VV 31 2015-12-27 VV 69 2017-05-14 VV
21 2015-08-17 VV 52 2016-10-22 VV 89 2018-02-26 VV 32 2016-01-08 VV
52 2016-10-22 VV 87 2018-02-02 VV 91 2018-03-22 VV 51 2016-10-10 VV
53 2016-11-03 VV 41 2016-05-31 VV 8 2015-02-18 VV 90 2018-03-10 VV
41 2016-05-31 VV 42 2016-06-12 VV 9 2015-03-02 VV 72 2017-06-19 VV

VH-pol and VV-pol combined, 96 images, 192 features
33 2016-01-20 VH 32 2016-01-08 VH 11 2015-03-26 VH 32 2016-01-08 VH
51 2016-10-10 VH 33 2016-01-20 VH 32 2016-01-08 VH 93 2018-04-15 VH
9 2015-03-02 VH 26 2015-10-28 VH 7 2015-02-06 VH 64 2017-03-15 VH
9 2015-03-02 VV 9 2015-03-02 VV 32 2016-01-08 VV 10 2015-03-14 VH
32 2016-01-08 VH 9 2015-03-02 VH 29 2015-12-03 VH 11 2015-03-26 VH
38 2016-04-13 VH 51 2016-10-10 VV 7 2015-02-06 VV 18 2015-06-30 VV
25 2015-10-16 VH 30 2015-12-15 VH 92 2018-04-03 VV 92 2018-04-03 VV
51 2016-10-10 VV 31 2015-12-27 VH 89 2018-02-26 VV 59 2017-01-14 VH
63 2017-03-03 VH 25 2015-10-16 VH 71 2017-06-07 VH 62 2017-02-19 VH
93 2018-04-15 VH 1 2014-10-09 VH 26 2015-10-28 VH 89 2018-02-26 VV

mostly volumetric scattering in forest environment. This dis-
crepancy can be explained by somewhat smaller extinction at
VV that contributes to greater sensitivity to large-biomass for-
est, when the ground is not visible. Under frozen conditions,
when the ground is more visible, VV becomes suboptimal com-
pared to VH even when all forest stands are considered, as VV-
pol contains both scattering from the ground and volumetric
scattering. For both scenarios of GSV values, the use of com-
bined polarizations gave the most accurate predictions. The ob-
servation that VH is more suitable is supported by earlier stud-
ies, however no analysis for different biomass classes was re-
ported.

5.2. The effects of seasonality on GSV prediction

The observation that C-band backscatter images acquired in
frozen conditions are more suitable for forest prediction in bo-
real forests has been reported in earlier studies with ERS by
(Pulliainen et al., 1996; Pulliainen et al., 1999) and ASAR
(Santoro et al., 2011). Our study confirms this observation on

Sentinel-1 images, though the difference was relatively weak
when single images were used. Moreover, our feature selec-
tion experiments (when 10 most accurate features were selected
using Lasso and ik-NN approaches) indicated that adding dry
summer images in addition to frozen condition images gives
more accurate GSV predictions compared to using exclusively
frozen condition images.

Using the sliding window approach suggested in this study
for combining features calculated from consecutive Sentinel-1
images as inputs to the regression approach facilitated detection
of strong seasonality in GSV predictions compared to using sin-
gle images. The difference is clearly visible such as in Figure
9. It is important to note that seasonality is not studied here at
the level of backscatter (input variable) but rather at the level
of GSV prediction (output variable). Using assemblages of fea-
tures calculated from consecutive images with varying widths
of ”sliding window” suggests there are optimal timing periods
when Sentinel-1 images should be acquired to produce an opti-
mal GSV prediction. Use of a longer ”sliding window” permits
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win=1 win=4

win=8 win=16

Figure 9: RMSE of GSV prediction as a function of image acquisition date for various sliding windows. SVR approach is used. The window sizes are 1, 4, 8 and
16. Solid curves show RMSE show experiments with all stands, and dashed curves show RMSE results by using stands whose biomass are less than 150m3/ha

compensation for the presence of features from suboptimal im-
ages and taking advantage of ”multitemporal variability” within
multi-variable regression models, as features calculated from
several consecutive images are used. Our results suggest that
even autumn and spring images can be used in principle. This
is in contrast with single image retrieval followed by weight-
ing estimates according to accuracy of predictions from indi-
vidual images (Santoro et al., 2011). In the latter approach,
the most accurate strategy is to completely discard autumn and
spring images, when the forest biomass C-band SAR to rela-
tionship can be most unpredictable. Our results with multi-
variable regression models indicate that late autumn and early
spring datatakes can be also included. For the window size of 8
that corresponds to three months of observations, optimal start
can be early as December and as late as February, based on
three years of observations.

The use of PCA and several feature selection approaches
confirmed that a subset of features calculated using a subset
of Sentinel-1 images can be enough to achieve a near optimal
GSV prediction. Interestingly, feature selection using mutual

information and radiometric contrast led to the least accurate
GSV predictions. However, radiometric contrast is the most
feasible approach for image selection, particularly when no ref-
erence data are available, and is often used for image removal
or weighting (Santoro et al., 2011) also Schmullius et al 2012.
Lasso was the most accurate option for selecting the features
for GSV prediction and approached PCA-based performance in
terms of how quickly the near-optimal prediction is achieved.
Lasso was closely followed by the ik-NN method. Based on
feature ranking with majority voting, Sentinel-1 image #32 ac-
quired on 8 January 2016 was most popular. In addition to im-
ages acquired in winter, images acquired in spring and autumn
were also sometimes selected. Among the top selected features,
VH appeared somewhat more often than VV. No earlier bench-
marking studies on feature-selection with C-band data in boreal
forests can be found in the literature.
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Figure 10: RMSEs of various regression approaches using an 8-image sliding window.

5.3. Comparison with previous studies in terms of GSV accu-
racy and unit-size

Presently, the number of relevant publications on C-band
based prediction of GSV is relatively limited compared to L-
band and multisensor studies, primarily because of relatively
small prediction accuracies. The role of C-band data, partic-
ularly Sentinel-1, is quite minor also in the multisensor stud-
ies where C-band images are used along with other SAR and
also optical datasets (Laurin et al. (2018); Stelmaszczuk-Górska
et al. (2018)), although accurate results are reported with a com-
bination of sensors. The results are quite unsatisfactory when
using C-band data alone. Our results compare favourably with
other published research using C-band SAR data in terms of
GSV prediction accuracy (GFOI, 2014; Sinha et al., 2015; San-
toro et al., 2011; Kurvonen et al., 1999; Pulliainen et al., 1999;
Stelmaszczuk-Górska et al., 2018; Laurin et al., 2018) and are
more representative in terms of reference data, feature selection
approaches, studied regression models and, compared to the
majority of other studies, also use smaller measurement units.
Further we compare our experiments with several most repre-
sentative studies to highlight the relevance of our results.

Use of a parametric semiempirical model in a study by Pul-
liainen et al. (1999) with set of ERS-1 VV-pol imaged showed
that rRMSE of 25–30% can be obtained in boreal forests when
the forest block size was larger than 20 ha. Combining ERS-1
images acquired in November and August 1993 was considered
optimal which supports our observation that also C-band data
acquired in non-winter seasons can be used. Accuracies with
smaller sizes of forest stands were much less.

In a study by Kurvonen et al. (1999) with ERS-1 data in

boreal forests pursuing GSV prediction using an inversion of
a parametric physics-based model, limiting analysis to stands
larger than 10 ha led to rRMSE of 34-71%, with the most ac-
curate estimates for mid-December and mid-March. This re-
sult is also in agreement with our Sentinel-1 images selected
using feature selection approaches. However, incorporating
stands with sizes as small as 1 ha increased rRMSE to larger
than 120% for separate images. Combining predictions from
individual SAR images using multiple regression facilitated
a strong reduction in RMSE. However, when ERS-1 images
were mixed with JERS (L-band SAR), it was difficult to judge
specific contributions, especially because JERS data are much
more suitable for GSV prediction.

The BIOMASAR algorithm (Santoro et al., 2011) with the
WCM-model inversion at its core used hypertemporal C-band
ASAR data at ScanSAR mode (inferior to Sentinel-1 in terms
of resolution but exhibiting high radiometric quality due to a
large number of looks) for boreal forests GSV prediction with
rRMSE between 34.2% and 48.1% at 1 km pixel size. Larger
errors were obtained at 100 m, 47.7-60.4% over Swedish test
sites, and 70.9-96.2% over Central Siberian test sites.

A study over boreal forests in the Krasnoyarsk region of Rus-
sia (Stelmaszczuk-Górska et al., 2018), among other experi-
ments, tested the time series of stripmap data RADARSAT-2
data acquired in regular and ultrafine modes for AGB predic-
tion and achieved rRMSE of 42% and 47% in AGB prediction
with a machine learning approach. The mean AGB was ap-
proximately 86 t/ha. Time series dynamics were not explored.
AGB was predicted using various cross-pol ratios and Haralick
features, in addition to average backscatter.

16

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted September 4, 2021. ; https://doi.org/10.1101/2021.09.02.458789doi: bioRxiv preprint 

https://doi.org/10.1101/2021.09.02.458789
http://creativecommons.org/licenses/by-nc-nd/4.0/


In a recent comprehensive study with several satellite C-band
sensors, rRMSE was approximately 90% when predicting AGB
(Cartus et al., 2019). However, the error for branch biomass
was smaller, 80%. In the case of VV polarization, which in-
cluded the ERS-2 images acquired in all seasons, the error was
greater than 100%. The prediction performance of C-band data
depended strongly on the imaging conditions and varied in a
large range. The smallest errors were associated with images
acquired under stable frozen conditions in winterwhich is sim-
ilar to our findings. The greatest errors were generally associ-
ated with images acquired in periods of snow melt in the spring.
This is consistent with our results when using separate SAR im-
ages. As ERS-2 has only VV-pol, no separate polarization anal-
ysis was possible. It is important to keep in mind that the aver-
age and peak values of GSV in Hyytiälä forest were somewhat
smaller compared to Reminstorp forest (Cartus et al., 2019).

When comparing our findings to previous studies, as well as
to Tomppo et al. (2019), where 30% RMSE was achieved using
only 12 Sentinel-1 images, it is important to note that here we
used only stand-level backscatter as the independent variable.
No ratios or textural features were used, because the aim was
to analyse seasonal dynamics and optimal timing of Sentinel-1
data backscatter. It is very likely, that RMSEs would further de-
crease if other stand-level variables (features) were included in
the analysis, in line also with other previous studies ((Tomppo
et al., 2019; Wang et al., 2006)).This issue needs extensive ad-
ditional analysis. Further, we did not pursue the analysis of
GSV prediction accuracy as a function of unit area size, but we
expect the prediction accuracy will improve as the unit-are size
becomes larger, similar to (Pulliainen et al., 1999; Kurvonen
et al., 1999; Cartus et al., 2019).

6. Conclusions

The utility of very long times series of Sentinel-1 SAR data
for boreal forests GSV prediction was tested. We discovered
seasonality in GSV prediction with multitemporal C-band time
series, suggesting an optimal timing for image collection in
early spring and autumn. Several prediction methods gave sim-
ilar results. The minimum RMSE was 75.6 m3/ha (rRMSE 44%
) when all 96 images were used. Temporal aggregation of im-
ages over one year greatly decreased RMSEs compared to a
single image. Feature selection facilitated achieving nearly op-
timal results using only 10 images (45% relative RMSE) in-
stead of the entire SAR stack, resulting in reduced computa-
tional complexity. Among the feature selection approaches,
Lasso produced the greatest prediction accuracies. Approaches
based on radiometric contrast and mutual information provided
much smaller accuracy when the number of selected features
was small. When 8-image long ”sliding window” time series
are used instead of feature selection, relative RMSE of 47% can
be achieved if the timing of the image acquisitions is optimal.

Comparison to prior works indicates that no one has studied
temporal dynamics of GSV predictions in boreal forest (or else-
where) in the fashion presented here, using assemblages of con-
secutive Sentinel-1 images (aka ”sliding window” approach).
Use of ”sliding window” facilitated finding to obtain much

stronger annual periodicity in GSV prediction compared to sin-
gle images, at 1-ha stand-level. Feature selection approaches
were used very sporadically, and used methods (correlation, ra-
diometric contrast) were suboptimal as indicated by our exper-
iments. The possibility of using not only winter images, but
combining winter and dry-summer images needs further inves-
tigation, as our feature selection experiments support the idea of
combining corresponding features within multivariate model,
where temporal variability is inherently captured.
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Antropov, O., Rauste, Y., Häme, T., & Praks, J. (2017). Polarimetric ALOS
PALSAR time series in mapping biomass of boreal forests. Remote Sens-
ing, 9. URL: https://www.mdpi.com/2072-4292/9/10/999. doi:10.
3390/rs9100999.

Attema, E. P. W., & Ulaby, F. T. (1978). Vegetation modeled as a water
cloud. Radio Science, 13, 357–364. doi:https://doi.org/10.1029/
RS013i002p00357.

Baskerville, C. L. (1972). Use of logarithmic regression in the estimation of
plant biomass. Canadian Journal of Forest Research, 2, 49–53.

Belghazi, M. I., Baratin, A., Rajeswar, S., Ozair, S., Bengio, Y., Courville, A.,
& Hjelm, R. D. (2018). Mine: mutual information neural estimation. arXiv
preprint arXiv:1801.04062, .
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(2019). Estimating forest volume and biomass and their changes using ran-
dom forests and remotely sensed data. Remote Sensing, 11. URL: https://
www.mdpi.com/2072-4292/11/16/1944. doi:10.3390/rs11161944.

GFOI (2014). Integrating remote-sensing and ground-based observations for
estimation of emissions and removals of greenhouse gases in forests: Meth-
ods and Guidance from the Global Forest Observations Initiative. Group on
Earth Observations, Geneva, Switzerland.

Gleason, C. J., & Im, J. (2012). Forest biomass estimation from airborne lidar
data using machine learning approaches. Remote Sensing of Environment,
125, 80–91.

Gunn, S. R. et al. (1998). Support vector machines for classification and regres-
sion. ISIS technical report, 14, 5–16.

Hame, T., Rauste, Y., Antropov, O., Ahola, H. A., & Kilpi, J. (2013). Im-
proved mapping of tropical forests with optical and sar imagery, part ii:
Above ground biomass estimation. IEEE Journal of Selected Topics in Ap-
plied Earth Observations and Remote Sensing, 6, 92–101. doi:10.1109/
JSTARS.2013.2241020.

Hethcoat, M. G., Carreiras, J. M., Edwards, D. P., Bryant, R. G., & Quegan, S.
(2021). Detecting tropical selective logging with c-band sar data may require
a time series approach. Remote Sensing of Environment, 259, 112411.

Huang, X., Ziniti, B., Torbick, N., & Ducey, M. J. (2018). Assessment of forest
above ground biomass estimation using multi-temporal c-band sentinel-1
and polarimetric l-band palsar-2 data. Remote Sensing, 10. URL: https:
//www.mdpi.com/2072-4292/10/9/1424. doi:10.3390/rs10091424.
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Stelmaszczuk-Górska, M. A., Urbazaev, M., Schmullius, C., & Thiel, C.

(2018). Estimation of above-ground biomass over boreal forests in siberia
using updated in situ, alos-2 palsar-2, and radarsat-2 data. Remote Sensing,
10. URL: https://www.mdpi.com/2072-4292/10/10/1550.

Tomppo, E. (2000). National forest inventory of finland and its role estimating
the carbon balance of forests. Biotechnol. Agron. Soc. Environ., 4, 281–284.

Tomppo, E., Antropov, O., & Praks, J. (2019). Boreal forest snow dam-
age mapping using multi-temporal sentinel-1 data. Remote Sensing, 11.
URL: https://www.mdpi.com/2072-4292/11/4/384. doi:10.3390/
rs11040384.

Tomppo, E., Haakana, M., Katila, M., & Peräsaari, J. (2008a). Multi-source na-
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