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#### Abstract

To determine whether the walking pattern of an organism is a Lévy walk or a Brownian walk, it has been compared whether the frequency distribution of linear step lengths follows a power law distribution or an exponential distribution. However, there are many cases where actual data cannot be classified into either of these categories. In this paper, we propose a general distribution that includes the power law and exponential distributions as special cases. This distribution has two parameters: One represents the exponent, similar to the power law and exponential distributions, and the other is a shape parameter representing the shape of the distribution. By introducing this distribution, an intermediate distribution model can be interpolated between the power law and exponential distributions. In this study, the proposed distribution was fitted to the frequency distribution of the step length calculated from the walking data of pill bugs. The autocorrelation coefficients were also calculated from the time-series data of the step length, and the relationship between the shape parameter and time dependency was investigated. The results showed that individuals whose steplength frequency distributions were closer to the power law distribution had stronger time dependence.
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## Introduction

Lévy walks are found in the migratory behavior of organisms at various levels, from bacteria and T cells to humans [1-6]. Lévy walks are a type of random walk in which the frequency of occurrence of a linear step length $l$ follows a power law distribution $p(l) \sim l^{-\mu}, 1<\mu \leq 3$. Compared to the Brownian walk, which is also a type of random walk (characterized by an exponential distribution $p(l) \sim e^{-\lambda l}$ of the frequency of occurrence of step length $l$ ), the Lévy walk is characterized by the occasional appearance of linear movements over very long distances, and why such patterns occur in biological migration has attracted attention [7].

To determine whether the gait pattern is a Lévy walk or a Brownian walk, a comparison is made concerning whether the frequency distribution of the linear step length follows a power law distribution or an exponential distribution [5,8-12]. In the comparison, the range of step lengths to be analyzed and the parameters of the model that best fit the data in that range, that is, the exponents $\mu$ and $\lambda$, are first calculated. The maximum likelihood estimation method is generally used to estimate the parameters. Next, a comparison is made to determine which model fits better, the power law distribution model, or the exponential distribution model. For comparison, Akaike information criteria weights (AICw), which considers the likelihood and number of parameters, are often used [11,12]. To verify whether the model fits the observed data, Clauset et al. [10] proposed goodness-of-fit tests based on the Kolmogorov-Smirnov (KS) statistic. In this way, judgments have been made as to whether the observed data follow a power law distribution or an exponential distribution model, but many actual data cannot be classified as either [3].

In this paper, we propose a general distribution such that the power law and exponential distributions are included as special cases. This distribution has two parameters: One represents the exponent, similar to the power law and exponential distributions, and the other is a shape parameter representing the shape of the distribution. In this distribution, if the shape parameter is set to a specific value, it represents the power law distribution, and if it is set to another specific value, it represents an exponential distribution. By introducing
this distribution, distributions that are intermediate between the power law and exponential distributions can be modeled. In this study, the proposed distribution was fitted to the walking data of pill bugs collected by Shokaku et al. [3] as specific observation data. Differently expressed, we estimated the exponent and shape parameters that best fit the observed data.

It has been asserted that there is a time dependency in the time series of the step length in human mobility behavior. For example, Wang et al. [13], Rhee et al. [14], and Zhao et al. [15] demonstrated that the temporal variation of step length is autocorrelated, which means that there is a trend in the time variation of step length, such that short (long) steps are followed by short (long) steps. In addition, it has been emphasized that the time dependence of step length is related to the frequency distribution of the step length following a power law distribution [13].

In this study, to investigate the time dependence of the walking data of the pill bugs described above, we calculated the autocorrelation coefficient between the time series $l_{t}$ of the step length and the time series $l_{t+\tau}$ with time lag $\tau$. When $\tau=0$, the autocorrelation coefficient is 1 because the two time series are identical. Conversely, when $\tau>0$, any random walk such as the Lévy walk or Brownian walk is theoretically uncorrelated. We investigated the relationship between the autocorrelation coefficient calculated from the time-series data of the linear step length and the shape parameter of the frequency distribution of the linear step length. The results showed that individuals whose frequency distributions were closer to the power law distribution than to the exponential distribution tended to show stronger time dependence.

## Methods

## A distribution interpolated between the exponential and power law

## distributions

In this section, we propose a general distribution that includes exponential and power-law distributions as
special cases. First, let us consider the process of elongating the persistence length. This length can be a spatial distance or a time interval. For example, consider a process in which an organism continues to move in a straight line and reaches a distance of $l$, and then moves in the same straight line by a $d l$, for the total straight-line distance to increase to $l+d l$. As a discrete example, consider the process of tossing a coin and getting "heads" $l$ times, then getting "heads" again, and extending the period of consecutive "heads" to $l+1$ times.

Suppose that the probability of length $l$ occurring is represented by $p(l)$. Because $l$ is a length, let $l \geq 0$. Because $p(l)$ is a probability distribution, it satisfies $\int_{0}^{\infty} p(l) d l=1$. Let us also denote by $P(l)$ the complementary cumulative frequency distribution (CCDF) in which lengths greater than or equal to $l$ occur. That is,

$$
\begin{equation*}
P(l)=\int_{l}^{\infty} p(x) d x \tag{1}
\end{equation*}
$$

Based on this definition, $P(0)=\int_{0}^{\infty} p(x) d x=1$ is valid. Similarly, from the definition, the following relationship holds between $p(l)$ and $P(l)$.

$$
\begin{equation*}
p(l)=-\frac{d P(l)}{d l} \tag{2}
\end{equation*}
$$

We denote $f(l)$ the probability that the length $l$ will extend to $l+d l . f(l)$ can be expressed by:

$$
\begin{equation*}
f(l)=\frac{P(l+d l)}{P(l)} \tag{3}
\end{equation*}
$$

In contrast, the probability that length $l$ is reached and ends at $l$ is denoted by $g(l) . g(l)$ can be expressed using $p(l)$ and, $P(l)$ as follows:

$$
\begin{equation*}
g(l)=\frac{p(l)}{P(l)} d l \tag{4}
\end{equation*}
$$

Here, an interval of length $l$ can either extend further from $l$ or end at $l$, therefore, $f(l)+g(l)=1$ holds. To consider the elongation process in the discrete case, that is, when $d l=1$, let us consider a situation in which a
coin is tossed repeatedly. We assume a situation in which the probability of "heads" in a coin toss is not constant, but varies depending on the number of times the same side appears consecutively. For example, after three consecutive "heads", the probability that the next is also "heads" is represented by $f(3)$. Conversely, the probability that the next is "tails" is expressed as $g(3)=1-f(3)$.

The CCDF that the same side will continue for $l+1$ or more consecutively is expressed as follows:

$$
\begin{equation*}
P(l+1)=\prod_{i=1}^{l} f(i)=f(l) \prod_{i=1}^{l-1} f(i)=f(l) P(l) \tag{5}
\end{equation*}
$$

The probability that the same side continues consecutively for $l$ times, that is, the probability of length $l$ occurring, is expressed as follows:

$$
\begin{equation*}
p(l)=g(l) \prod_{i=1}^{l-1} f(i)=g(l) P(l) \tag{6}
\end{equation*}
$$

Now, let us consider Brownian and Lévy walks. For the Brownian walk, the probability of a step length $l$ occurring and its CCDF is represented by the following exponential distribution with an exponent $\beta$.

$$
\left\{\begin{array}{l}
p(l) \propto \beta e^{-\beta l}  \tag{7}\\
P(l) \propto e^{-\beta l}
\end{array}\right.
$$

Conversely, for the Lévy walk, the probability of the occurrence of a step length $l$ and the CCDF is expressed by the following power law distribution with the exponent $\beta$.

$$
\left\{\begin{array}{l}
p(l) \propto \beta l^{-(\beta+1)}  \tag{8}\\
P(l) \propto l^{-\beta}
\end{array}\right.
$$

If the change rate at length $l$ is defined as $\gamma(l)=\frac{g(l)}{d l}=\frac{p(l)}{P(l)}$, the change rates of the Brownian walk and the Lévy walk can be expressed as follows:

$$
\begin{gather*}
\gamma(l)=\frac{p(l)}{P(l)}=\frac{\beta e^{-\beta l}}{e^{-\beta l}}=\beta=\beta l^{-0}  \tag{9}\\
\gamma(l)=\frac{p(l)}{P(l)}=\frac{\beta l^{-(\beta+1)}}{l^{-\beta}}=\beta l^{-1} \tag{10}
\end{gather*}
$$

We now define the generalized rate of change to include the Brownian and Lévy walk as a special case, as follows:

$$
\begin{equation*}
\gamma(l)=\frac{p(l)}{P(l)}=\beta l^{-\alpha} \tag{11}
\end{equation*}
$$

The case of $\alpha=0$ corresponds to the change rate of the Brownian walk, and the case of $\alpha=1$ corresponds to the change rate of the Lévy walk.

Equation (11) can be written as $\gamma(l)=-\frac{d P(l)}{d l} / P(l)=\beta l^{-\alpha}$, and solving it for $P(l)$ yields the following solution:

$$
\begin{equation*}
P(l)=\exp \left(-\frac{\beta}{-\alpha+1} l^{-\alpha+1}\right) \tag{12}
\end{equation*}
$$

If we put $m=-\alpha+1$, then $P(l)$ is expressed as follows:

$$
\begin{equation*}
P(l)=\exp \left(-\frac{\beta}{m} l^{m}\right) \tag{13}
\end{equation*}
$$

The probability $p(l)$ of step length $l$ occurring can be written as follows, using equation (2).

$$
\begin{align*}
& p(l)=-\frac{d P(l)}{d l} \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right)
\end{align*}
$$

In addition, because $-\alpha=m-1$, the change rate in equation (11) can be written as follows:

$$
\begin{equation*}
\gamma(l)=\beta l^{m-1} \tag{15}
\end{equation*}
$$

Let us consider the meanings of $m$ and $\beta$. As can be seen from equation (15), the change rate becomes smaller as the value of $l$ increases, since $m-1<0$ holds in the range of $m<1$. Conversely, the longer this persists, the greater the probability that it will continue the next time. When $m>1$, the change rate increases as $l$ increases. Differently put, the longer the value of $l$, the higher is the change rate. When $m=1$, the change rate is a constant value $\beta$, regardless of the value of $l$. Thus, $m$ is a parameter that controls how the length of $l$, or
the past history of how long the same condition has lasted, is taken into account.
Conversely, for $\beta$, if $l$ and $m$ are fixed, the larger $\beta$ becomes, the higher the change rate becomes. Otherwise expressed, $\beta$ is a parameter that controls the magnitude of the change rate.

For $m=1$, equation (14) is expressed as follows:

$$
\begin{equation*}
p(l)=\beta \exp (-\beta l) \tag{16}
\end{equation*}
$$

Put differently, it represents an exponential distribution of the exponent $-\beta$. Conversely, when $m=0$, equation (14) cannot be defined because it involves division by zero. However, when $m$ is sufficiently close to zero, this distribution can be approximated using the Maclaurin expansion, $l^{m} \approx 1+m \log l$ as follows:

$$
\begin{align*}
& p(l)=\beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right) \\
& \approx \beta l^{m-1} \exp \left(-\frac{\beta}{m}(1+m \log l)\right) \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m}-\beta \log l\right) \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m}\right) \exp (-\beta \log l) \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m}\right) \exp \left(\log l^{-\beta}\right) \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m}\right) l^{-\beta} \\
& =\beta \exp \left(-\frac{\beta}{m}\right) l^{-(\beta-m+1)} \\
& \approx \beta \exp \left(-\frac{\beta}{m}\right) l^{-(\beta+1)} \tag{17}
\end{align*}
$$

If we set $Z=\frac{1}{\beta} \exp \left(\frac{\beta}{m}\right)$ as the normalization constant, equation (17) can be rewritten as follows:

$$
\begin{equation*}
p(l) \approx \frac{1}{Z} l^{-(\beta+1)} \tag{18}
\end{equation*}
$$

Otherwise expressed, equation (14) represents the power law distribution of the exponent $-(\beta+1)$ as an approximation. Thus, equation (14) can be said to be a distribution that includes not only the exponential
distribution but also the power law distribution as a special case, albeit as an approximation. Therefore, in this study, for convenience, the distribution of equation (14) is named the generalized distribution (GE). Furthermore, parameter $m$ is called the shape parameter in the sense that it represents the shape of the distribution.

## Relationship between the generalized distribution (GE) and Weibull

## distribution

We discuss the relationship between the GE and the Weibull distribution [16]. The Weibull distribution is used to describe the degradation phenomenon and lifetime of a component statistically, and is expressed as follows:

$$
\begin{equation*}
p(l)=\frac{m}{\eta}\left(\frac{l}{\eta}\right)^{m-1} \exp \left(-\left(\frac{l}{\eta}\right)^{m}\right) \tag{19}
\end{equation*}
$$

Here, $\eta$ is the scale parameter. Conversely, $m$ is a parameter that determines the shape of the distribution and is called the shape parameter. The CCDF of the Weibull distribution is expressed as

$$
\begin{equation*}
P(l)=\exp \left(-\left(\frac{l}{\eta}\right)^{m}\right) \tag{20}
\end{equation*}
$$

In the Weibull distribution, if we set $m=1$ and $\eta=1 / \lambda$, an exponential distribution with an exponent $\lambda$ is obtained as follows:

$$
\begin{equation*}
p(l)=\frac{m}{\eta}\left(\frac{l}{\eta}\right)^{m-1} \exp \left(-\left(\frac{l}{\eta}\right)^{m}\right)=\frac{1}{\eta} \exp \left(-\frac{l}{\eta}\right)=\lambda \exp (-\lambda l) \tag{21}
\end{equation*}
$$

In addition, if $m=2$ and $\eta=\sqrt{2} \sigma$, the Weibull distribution represents the Rayleigh distribution as shown below:

$$
\begin{equation*}
p(l)=\frac{m}{\eta}\left(\frac{l}{\eta}\right)^{m-1} \exp \left(-\left(\frac{l}{\eta}\right)^{m}\right)=\frac{2}{\eta}\left(\frac{l}{\eta}\right) \exp \left(-\left(\frac{l}{\eta}\right)^{2}\right)=\frac{l}{\sigma^{2}} \exp \left(-\frac{l^{2}}{2 \sigma^{2}}\right) \tag{22}
\end{equation*}
$$

Thus, the Weibull distribution includes exponential and Rayleigh distributions as special cases. Let us consider the relationship between the Weibull distribution and GE. If we set $\eta=(m / \beta)^{\frac{1}{m}}$, equation (19) can be transformed as follows:

$$
\begin{align*}
& p(l)=\frac{m}{\eta}\left(\frac{l}{\eta}\right)^{m-1} \exp \left(-\left(\frac{l}{\eta}\right)^{m}\right) \\
& =\frac{m}{\eta^{m}} l^{m-1} \exp \left(-\frac{l^{m}}{\eta^{m}}\right) \\
& =\frac{m}{\left((m / \beta)^{\frac{1}{m}}\right)^{m}} l^{m-1} \exp \left(-\frac{l^{m}}{\left((m / \beta)^{\frac{1}{m}}\right)^{m}}\right)  \tag{23}\\
& =\frac{m}{(m / \beta)} l^{m-1} \exp \left(-\frac{l^{m}}{(m / \beta)}\right) \\
& =\beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right)
\end{align*}
$$

Expressed differently, it is consistent with GE. However, these two are not equivalent. As shown in equation (16), when $m=1$, GE represents an exponential distribution. In addition, if $m=2$ and $\beta=1 / \sigma^{2}$, then GE represents the Rayleigh distribution.

$$
\begin{equation*}
p(l)=\beta l \exp \left(-\frac{\beta}{2} l^{2}\right)=\frac{l}{\sigma^{2}} \exp \left(-\frac{l^{2}}{2 \sigma^{2}}\right) \tag{24}
\end{equation*}
$$

Thus, for $m=1$ and $m=2$, the GE is similar to the Weibull distribution. However, when $m$ is close to zero, a difference is observed. When $m$ is close to zero, the Weibull distribution can be approximated using the Maclaurin expansion $l^{m} \approx 1+m \log l$ as follows:

$$
\begin{align*}
& p(l)=\frac{m}{\eta}\left(\frac{l}{\eta}\right)^{m-1} \exp \left(-\left(\frac{l}{\eta}\right)^{m}\right) \\
& \approx \frac{m}{\eta^{m}} m^{m-1} \exp \left(-\frac{1+m \log l}{\eta^{m}}\right) \\
& =\frac{m}{\eta^{m}} m^{m-1} \exp \left(-\frac{1}{\eta^{m}}-\frac{m}{\eta^{m}} \log l\right) \\
& =\frac{m}{\eta^{m}} m^{m-1} \exp \left(-\frac{1}{\eta^{m}}\right) \exp \left(-\frac{m}{\eta^{m}} \log l\right) \\
& =\frac{m}{\eta^{m}} m^{m-1} \exp \left(-\frac{1}{\eta^{m}}\right) \exp \left(\log l^{-\frac{m}{\eta^{m}}}\right) \\
& =\frac{m}{\eta^{m}} l^{m-1} \exp \left(-\frac{1}{\eta^{m}}\right) l^{-\frac{m}{\eta^{m}}} \\
& =\frac{m}{\eta^{m}} \exp \left(-\frac{1}{\eta^{m}}\right) l^{m-1-\frac{m}{\eta^{m}}} \\
& \approx \frac{m}{\eta^{m}} \exp \left(-\frac{1}{\eta^{m}}\right) l^{-1} \tag{25}
\end{align*}
$$

If we set $Z=\frac{\eta^{m}}{m} \exp \left(\frac{1}{\eta^{m}}\right)$ as the normalization constant, equation (25) can be rewritten as follows:

$$
\begin{equation*}
p(l) \approx \frac{1}{Z} l^{-1} \tag{26}
\end{equation*}
$$

When $m$ is sufficiently close to zero, the Weibull distribution can be approximated as a power law distribution with an exponent of -1 . Put differently, the Weibull distribution only represents the power law distribution with the exponent -1 , regardless of the value of $\eta$. Conversely, GE can approximate the power law distribution of any exponent with $-(\beta+1)$ as a parameter, as shown in equation (18).

## Parameter Estimation

The GE has two parameters: $m$ and $\beta$. In this section, we describe a method for estimating these parameters from the observed data. The first objective of this section is to find the minimum $\hat{l}_{\text {min }}$ and maximum $\hat{l}_{\max }$ of the observed data that should be fitted to the GE model. The second objective is to find the parameters
$\widehat{m}$ and $\hat{\beta}$ of the GE model that best fit the data in the range $\hat{l}_{\text {min }} \leq l \leq \hat{l}_{\text {max }}$. Suppose we are given $N$ observed data $D=\left\{l_{1}, l_{2}, \cdots, l_{N}\right\}$ in the range of $l_{\text {min }} \leq l \leq l_{\text {max }}$. The model for the data must be satisfied $\int_{l_{\text {min }}}^{l_{\text {max }}} p(l) d l=1$. For this reason, we multiply equation (14) by a constant term and redefine the GE model as follows:

$$
\begin{align*}
& p\left(l ; \beta, m, l_{\min }, l_{\max }\right)=\frac{1}{\int_{l_{\min }}^{l_{\max }} p(x) d x} p(l) \\
& =\frac{1}{\int_{l_{\min }}^{l_{\max }} \beta x^{m-1} \exp \left(-\frac{\beta}{m} x^{m}\right) d x} \beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right)  \tag{27}\\
& =\frac{1}{\exp \left(-\frac{\beta}{m} l_{\min }^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }^{m}\right)} \beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right)
\end{align*}
$$

When the observed data are discrete, such as natural numbers, they are defined as follows:

$$
\begin{align*}
& p\left(l ; \beta, m, l_{\min }, l_{\max }\right)=\frac{1}{\sum_{i=l_{\text {min }}}^{l_{\text {max }}} p(i)} p(l) \\
& =\frac{1}{\sum_{i=l_{\text {min }}}^{l_{\text {max }}} \beta i^{m-1} \exp \left(-\frac{\beta}{m} i^{m}\right)} \beta l^{m-1} \exp \left(-\frac{\beta}{m} l^{m}\right) \tag{28}
\end{align*}
$$

In addition, because the CCDF of $p\left(l ; \beta, m, l_{\min }, l_{\max }\right)$ must satisfy $P\left(l_{\text {min }}\right)=1$, we redefine it as follows:

$$
\begin{equation*}
P\left(l ; \beta, m, l_{\min }, l_{\max }\right)=\frac{\exp \left(-\frac{\beta}{m} l^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }{ }^{m}\right)}{\exp \left(-\frac{\beta}{m} l_{\min }{ }^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }{ }^{m}\right)} \tag{29}
\end{equation*}
$$

When the observed data is discrete, the CCDF is defined as follows:

$$
\begin{equation*}
P\left(l ; \beta, m, l_{\min }, l_{\max }\right)=\frac{\sum_{i=l}^{l_{\max }} \beta i^{m-1} \exp \left(-\frac{\beta}{m} i^{m}\right)}{\sum_{i=l_{\min }}^{l_{\text {max }}} \beta i^{m-1} \exp \left(-\frac{\beta}{m} i^{m}\right)} \tag{30}
\end{equation*}
$$

The log-likelihood of the observed data $D$ was calculated using the following equation (27) as follows:
$\ln L\left(\beta, m ; l_{\min }, l_{\max }\right)=\sum_{i=1}^{N} \ln p\left(l_{i} ; \beta, m, l_{\text {min }}, l_{\text {max }}\right)$
$=\sum_{i=1}^{N}\left(-\ln \left(\exp \left(-\frac{\beta}{m} l_{\min }{ }^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }{ }^{m}\right)\right)+\ln \beta+\ln l_{i}^{m-1}+\ln \exp \left(-\frac{\beta}{m} l_{i}^{m}\right)\right)$
$=\sum_{i=1}^{N}\left(-\ln \left(\exp \left(-\frac{\beta}{m} l_{\min }{ }^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }{ }^{m}\right)\right)+\ln \beta+(m-1) \ln l_{i}-\frac{\beta}{m} l_{i}^{m}\right)$
$=\sum_{i=1}^{N}\left(C+(m-1) \ln l_{i}-\frac{\beta}{m} l_{i}^{m}\right)$
$=N C+\sum_{i=1}^{N}\left((m-1) \ln l_{i}-\frac{\beta}{m} l_{i}^{m}\right)$

Here $C=-\ln \left(\exp \left(-\frac{\beta}{m} l_{\min }^{m}\right)-\exp \left(-\frac{\beta}{m} l_{\max }^{m}\right)\right)+\ln \beta$. The log-likelihood when the observed data are discrete can be replaced by $C=-\ln \left(\sum_{i=l_{\min }}^{l_{\max }} \beta i^{m-1} \exp \left(-\frac{\beta}{m} i^{m}\right)\right)+\ln \beta$.

The model parameters that best fit the observed data are $\widehat{m}$ and $\widehat{\beta}$, which maximize the log-likelihood. In this paper, $m$ varies from 0.01 to 1.0 and $\beta$ from 0.01 to 4.0 in increments of 0.01 , and the parameters $\widehat{m}$ and $\hat{\beta}$ for which equation (31) is maximized are obtained numerically. When $m=0$, equation (31) cannot be defined; therefore, we set the number sufficiently close to $0, m=0.01$.

To evaluate the model's goodness of fit to the observed data, we used the Kolmogorov-Smirnov statistic $D\left(l_{\min }, l_{\max }\right)$, which represents the distance between the CCDF, $S\left(l ; l_{\min }, l_{\max }\right)$, calculated from the observed data $D$ and the theoretical CCDF expressed in equation (29) or equation (30).

$$
\begin{equation*}
D\left(l_{\min }, l_{\max }\right)=\max _{l_{\min } l \leq \leq l_{\max }}\left|S\left(l ; l_{\min }, l_{\max }\right)-P\left(l ; \hat{\beta}, \widehat{m}, l_{\min }, l_{\max }\right)\right| \tag{32}
\end{equation*}
$$

In this paper, let $\hat{l}_{\max }$ be the maximum $l_{\max }$ of the observed data.

If $l_{\max }=\hat{l}_{\max }$, then $D\left(l_{\min }, \hat{l}_{\max }\right)$ can be considered as a function of $l_{\min } \cdot \hat{l}_{\min }$, which minimizes $D\left(l_{\min }, \hat{l}_{\max }\right)$, is numerically calculated from within the observed data. That is,

$$
\begin{equation*}
\hat{l}_{\min }=\underset{l \in D}{\arg \min } D\left(l, \hat{l}_{\max }\right) \tag{33}
\end{equation*}
$$

As shown above, $\hat{l}_{\text {min }}, \widehat{m}$, and $\widehat{\beta}$ can be obtained numerically using equations (31) and (33).

## Autocorrelation coefficient

Suppose we are given $T$ time-series data $\left(l_{1}, l_{2}, \cdots, l_{T}\right)$. In this case, the autocorrelation coefficient $r(\tau)$ with time $\operatorname{lag} \tau$ is expressed as follows:

$$
\begin{align*}
& r(\tau)=\frac{\sum_{t=1}^{T-\tau}\left(l_{t}-\bar{l}_{1, T-\tau}\right)\left(l_{t+\tau}-\bar{l}_{1+\tau, T}\right)}{\sqrt{\sum_{t=1}^{T-\tau}\left(l_{t}-\bar{l}_{1, T-\tau}\right)^{2}} \sqrt{\sum_{t=1}^{T-\tau}\left(l_{t+\tau}-\bar{l}_{1+\tau, T}\right)^{2}}} \\
& \bar{l}_{1, T-\tau}=\frac{\sum_{t=1}^{T-\tau} l_{t}}{T-\tau}  \tag{34}\\
& \bar{l}_{1+\tau, T}=\frac{\sum_{t=1}^{T-\tau} l_{t+\tau}}{T-\tau}
\end{align*}
$$

When $\tau=0$, we take the correlation coefficient between the same time-series data $r(0)=1$. We calculated the autocorrelation coefficients of the time-series data of linear step length to investigate the time dependence of the pill bugs' walking data. In this study, the autocorrelation coefficient was obtained in the range of $\tau=1-$ 100. The autocorrelation coefficients for every individual are averaged from $r(1)$ to $r(100)$ and are expressed as $\bar{r}$.

$$
\begin{equation*}
\bar{r}=\frac{\sum_{\tau=1}^{100} r(\tau)}{100} \tag{35}
\end{equation*}
$$

The programs for the parameter estimation and autocorrelation coefficient calculation described above were developed using C++. The compiler was MinGW 8.1.0 64-bit for $\mathrm{C}++$ [17]. The Qt library ( Qt version

Qt 5.15.2 MinGW 64-bit) was also used for development [18].

## Statistical analyses

Wilcoxon's rank sum test was used to test the difference in means. For all analyses statistical significance was set at $\mathrm{p}<0.01$. The following analysis was performed using the R 3.6 .1 statistical software (2019-07-05) [19] unless otherwise specified. We used the R packages of exactRankTests version 0.8.31 for the Wilcoxon rank sum test. The operating system used was Windows 10 .

## Application

We applied the method described above to the pill bug's gait data. It is known that pill bugs have a habit termed turn alternation, following which they turn to the right (left), left (right), and so on [20]. The mechanism underlying turn alternation is assumed to be based primarily on proprioceptive information from the previous turn and arises from bilaterally asymmetrical leg movements that occur when turning [21]. During one turn, the outer-side legs travel further than the inner ones. After completing the turn, the relatively rested inner-side legs exert more influence on subsequent movements than the outer-side ones and bias the animal to turn in the opposite direction at the next step.

By alternating turns, pill bugs can maintain a straight course to avoid an obstacle. Moving in a straight course is considered the most adaptive strategy when precise information about environmental resources or hazards is absent [22]. However, when pill bugs were examined in successive T-mazes, they sometimes turned in the same direction as they had at the previous junction (turn repetition). For example, in an experiment on 12 pill bugs using 200 successive T-mazes (for approximately 30 min ), three individuals maintained a high rate of turn alternation, four a low rate, and the remaining five spontaneously increased
and decreased the rate [23]. Why some pill bugs did not maintain a high rate of turn alternation, that is, generate turn repetition at a rate other than low, is still unclear.

Shokaku et al. developed an automatic turntable-type multiple T-maze device to observe the appearance of turn alternation and turn repetition in pill bugs over a long period and to investigate the effects of these turns on gait patterns [3]. This is a virtually infinite T-maze that uses a turntable. The pill bug turns to the left or right at a T-junction, goes straight ahead, and then crosses another T-junction, and so on. Using this device, Shokaku et al. observed 34 pill bugs for more than 6 h each. An example of a walking pattern in the T-maze is shown in Fig. 1.

## Fig. 1 Trajectory of an individual's gait.

When the turns are repeated regularly, alternating left and right, the pill bug is considered to move straight. Conversely, if the same turn is repeated, such as right and right, it is considered to have changed direction.

In this classification of gait patterns, the pill bug is considered to decide whether to continue or abort straight-ahead movement each time it encounters a T-intersection. The straight-line distance $l$ was calculated using the method shown in Fig. 2. Using this method, time-series data of the straight-line distance $l$ for each individual were obtained.

Fig. 2 Sample calculation of step length $l$. The black polygonal line with the arrow represents a turn; L represents a left turn, R a right turn. The red line represents an approximate linear movement. The L-R-L-R pattern shown in this figure represents linear movement with a step length of $4(l=4)$.

## Results

Figure 3 shows an example of a discrete case, that is, the GE represented by equation (28). Figure 3(a) and 3(b) show the cases of $m=1.0$, and $m=0.01$, respectively. Figure 3(a) shows a single logarithmic graph with the vertical axis on a logarithmic scale and Figure 3(b) shows a double logarithmic graph with both axes on a logarithmic scale. In these figures, the GE for the case $\beta=0.5,1.0,2.0$ is shown. In Fig. 3(a), the exponential approximation curve is shown, and in Fig. 3(b), the power approximation curve is shown. From the figure, we can see that the GE for $m=1.0$, can be approximated by an exponential distribution with an exponent $-\beta$. Conversely, the GE for $m=0.01$ can be approximated by the power law distribution with exponent $-(\beta+1)$.

Fig. 3 Examples of GE. (a) For $m=1.0$, the GEs are shown for $\beta=0.5,1.0$ and 2.0. The vertical axis is shown logarithmically. The exponential approximation curves are also shown. (b) For $m=0.01$, the GE for $\beta=0.5$, 1.0 and 2.0 are shown. Both axes are shown logarithmically. The power approximation curves are also shown.

Figure 4 shows examples of walking data for three individual pill bugs. Figure 4(a) shows the time series of the step length of subject 4 in the experiment of Shokaku et al [3]. Figure 4(b) shows the CCDF of the step length. Figures 4(c) and 4(d) show the data for subject 15, and Figures 4(e) and 4(f) show the data for subject 14. Figures 4(b), (d), and (f) also show the results of fitting the CCDF of the GE model expressed in equation (30) to the observed data. Figures 4(b), 4(d), and 4(f) are double logarithmic graphs with both axes displayed in logarithmic form. Note that in these figures, $P\left(\hat{l}_{\text {min }}\right)=1$ is based on the definition of equation (30).

Fig. 4 Step length data for three individuals. (a) Step length time series for individuals of subject 4. (b) CCDF of subject 4. $\hat{l}_{\text {min }}=3, \hat{l}_{\text {max }}=30, m=0.01, \beta=1.68$ (c) Step length time series for individuals of
subject 15. (d) CCDF of subject 15. $\hat{l}_{\text {min }}=10, \hat{l}_{\text {max }}=81, m=0.24, \beta=0.82$ (e) Step length time series for individuals of subject 14. (f) CCDF of subject 14. $\hat{l}_{\min }=7, \hat{l}_{\max }=127, m=0.44, \beta=0.42$

Figure 5 shows the relationship between the autocorrelation coefficient $\bar{r}$ of the time-series data of step length and the shape parameter $m$ when the GE fits the frequency distribution of each individual's step length.

Fig. 5 Relationship between shape parameters and autocorrelation coefficients. (a) Scatter plots between shape parameters and autocorrelation coefficients. The regression line is also shown. (b) Box plot for the case of grouping individuals with $m=0.01$ and $m>0.01$. (c) Correlogram for each group. The vertical axis represents the mean value of the autocorrelation coefficient of the individuals in the group. The error bars represent the standard errors.

The autocorrelation coefficient shown on the vertical axis represents the average value from $r(1)$ to $r(100)$. In calculating the shape parameter $m$, only individuals with $\hat{l}_{\text {max }}-\hat{l}_{\text {min }}$ value of 5 or higher were included in the analysis. The autocorrelation coefficients were calculated from 1 to 100 for the time lag, and only individuals with more than 200 time-series data were included in the analysis. A total of 27 individuals were analyzed. The mean $\pm$ standard deviation (SD) of the number of time-series data of the step lengths of these individuals was $601.22 \pm 285.77$. The minimum and maximum values of the data were 213 and 1244, respectively. Figure 5(a) shows a scatter plot of the shape parameters and autocorrelation coefficient. There was no significant correlation between the two parameters ( $\mathrm{r}=-0.47, \mathrm{p}=0.014$, $\mathrm{n}=27$ ). Figure $5(\mathrm{~b})$ is a box plot showing the autocorrelation coefficients for each group when the population was divided into two groups: Group $1(\mathrm{n}=19)$ with $m=0.01$ and Group $2(\mathrm{n}=8)$ with $m>0.01$. The Wilcoxon rank-sum test revealed a significant difference between the two groups $\left(p=4.05 \times 10^{-5}, \mathrm{~W}=145\right)$. Figure 5(c) shows the correlogram for each group. The horizontal axis represents the time lag $\tau$. The vertical axis represents the average
autocorrelation coefficient for the $\tau$ of each individual in each group. The error bars represent the standard error.

Figure 6 shows the relationship between the GE shape parameter $m$ and exponent $\beta$ for the 27 individuals described above. Figure 6(a) shows a scatter plot for both. There was a significant negative correlation between the two ( $r=-0.67, p=1.2 \times 10^{-4}, n=27$ ). Figure $6(b)$ contains a box plot showing the exponent of the GE for each group. The Wilcoxon rank-sum test showed that there was a significant difference between them $\left(p=9.2 \times 10^{-4}, W=135\right)$.

Fig. 6 Relation between shape parameters and exponent parameters. (a) Scatter plot of the shape parameter and the exponent parameter. The regression line is also shown. (b) Box plot for the case of grouping individuals with $m=0.01$ and $m>0.01$.

## Discussion

This paper proposes a generalized distribution that includes exponential and power law distributions as special cases. By using this approach, a model can be created that better fits the observed data than the exponential or power law distributions, that is, a model with a higher likelihood. However, this distribution contains two parameters while the exponential and power law distributions only have one parameter. The model most suitable for the relevant data must be determined comparatively by using AICw that considers both likelihood and the number of parameters of the model.

The proposed model handles the intermediate distribution between the exponential and power law distributions. We defined the change rate $\gamma(l)=\beta l^{m-1}$ as shown in equation (15) to connect the exponential and power law distributions. However, the change rate has countless definitions. Therefore, it is necessary to
verify the validity and suitability of this definition in the future
In this study, the proposed GE was applied to the walking data of pill bugs. A significant difference resulted between the autocorrelation coefficients of Group 1, which followed an approximate power law distribution with a shape parameter of $m=0.01$, and Group 2 , which followed the other distributions with shape parameters of $m>0.01$, as shown in Fig. 5(b). However, this difference is nontrivial. For example, if we randomly shuffle the order of the time-series data as shown in Fig. 4 (a), the time dependence disappears, but the value of the shape parameter is unchanged because the probability distribution, as shown in Fig. 4 (b), is not affected by the shuffling.

As equation (15) shows, the smaller $m$ is, the smaller the change rate becomes as the step length increases. Conversely, the smaller the value of $m$, the higher is the probability that the step length will be further elongated when the step length increases. This means that when $m$ is small, the occurrence of a long step length becomes more frequent.

As shown in Fig. 6(a), there is a negative correlation between the shape parameter and the exponent parameter of the GE. Otherwise expressed, the exponent parameter tends to increase as the shape parameter decreases. As equation (15) shows, when the exponent parameter increases, the overall change rate increases, and the frequency of the short step length increases. Thus, individuals with small shape parameter values can be said to have a relatively higher frequency of short and long step lengths than those with intermediate step lengths.

Ross et al. [24] demonstrated that in human hunting behavior, the mode of exploration changes depending on encounters with prey. In particular, they indicated that in response to encounters, hunters more tortuously search areas of higher prey density and spend more of their search time in such areas; however, they adopt more efficient unidirectional, inter-patch movements after failing to encounter prey soon enough. This type of search behavior is called an area-restricted search (ARS) [24,25]. In ARS, searches with short travel distances within patches are combined with searches with long travel distances between patches, so there may be a tendency for relatively short and long straight distances to appear more frequently than intermediate
straight distances, that is, distributions with small shape parameters may be more likely to appear. In addition, the time dependence of the step length may appear because the search within a patch continues for a while after encountering the food, or conversely, the search between patches continues for a while when the food is not found. It may be that the power law distribution and time dependence tend to appear simultaneously when the search between different levels is combined hierarchically, such as intra-patch and inter-patch searches.

The result of the significant difference between the autocorrelation coefficients of Group 1 and Group 2 is consistent with the result of Wang et al. [13], who found time dependence in the time-series data of step length when the frequency distribution of the step length follows a power law distribution. However, it is unclear why the shape parameter is associated with the time dependence. The shape parameter of the distribution takes into account the history of the distance traveled in a straight line, that is, how long the same process has lasted when elongating the straight-line distance, and is related to the process within single straight-line behavior. Conversely, the time dependence of the time-series data of straight-line distance is associated with the relationship between multiple straight-line behaviors. In the future, why this correlation is observed between the two, must be clarified theoretically and experimentally.

It is also unclear why this association was observed in pill bugs and may have a completely different cause than in humans. The question whether this relationship also manifests in the migratory behavior of animals other than pill bugs requires further research.
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