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Abstract1

Speech production is a complex human function requiring continu-2

ous feedforward commands together with reafferent feedback processing.3

These processes are carried out by distinct frontal and posterior cortical4

networks, but the degree and timing of their recruitment and dynam-5

ics remain unknown. We present a novel deep learning architecture that6

translates neural signals recorded directly from cortex to an interpretable7

representational space that can reconstruct speech. We leverage state-of-8

the-art learnt decoding networks to disentangle feedforward vs. feedback9

processing. Unlike prevailing models, we find a mixed cortical architec-10

ture in which frontal and temporal networks each process both feedfor-11

ward and feedback information in tandem. We elucidate the timing of12

feedforward and feedback related processing by quantifying the derived13

receptive fields. Our approach provides evidence for a surprisingly mixed14

cortical architecture of speech circuitry together with decoding advances15

that have important implications for neural prosthetics.16

1 INTRODUCTION17

The central sulcus divides the human frontal from the posterior temporal, pari-18

etal, and occipital neocortices [34]. Traditionally, this divide separates high19

order planning and motor execution from sensation. Feedforward execution lies20

in the frontal cortices in contrast to feedback sensory processing across posterior21

cortices for the various sensory modalities (e.g., auditory, visual, somatosensory,22

etc.) [17]. Higher order capacities such as working memory, cognitive control,23

and decision making are often viewed as initiated by frontal cortices with direct24

influence on sensory cortices [19,38,44].25

Human higher order cognitive functions include planning and executing com-26

plex speech sequences that carry semantic and linguistic meaning [7,29]. Speech27
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production is a complex human motor behavior requiring precise coordination of28

multiple oral, laryngeal and respiratory muscles [42]. These finely tuned motor29

actions then produce reafferent feedback in the auditory, tactile, and proprio-30

ceptive domains as we process our own speech.31

The dynamic influence of feedforward commands on sensory feedback is a32

hallmark of sensory motor systems across the animal kingdom [10]. For exam-33

ple, motor neurons in cricket both drive the generation of chirping sounds as34

well as inhibit the auditory system to filter out the loud noise produced by its35

wings [49]. Similarly, auditory neurons in the marmoset monkey are suppressed36

during vocalization to provide increased sensitivity to vocal feedback [50]. Pre-37

vailing models in human speech motor control propose a feedforward system38

that predicts and generates actions and a feedback system responding to the39

vocal auditory and somatosensory effects [22, 23, 26–28, 30]. There is a con-40

sensus that the two systems are anatomically separated, with the feedforward41

system mainly supported by ventral frontal cortices, while posterior cortices42

support feedback processing. During feedback processing, frontal cortices need43

to update new actions dynamically, and it remains unclear which subregions44

are involved in this process. Moreover, the exact timing of feedforward and45

feedback engagement across the cortex remains unknown.46

A growing literature has leveraged unique human electrocorticographic (ECoG)47

recordings from patients undergoing neurosurgical procedures to obtain a com-48

bined spatial and temporal resolution critical for investigating speech produc-49

tion. Studies have detailed the signatures of feedforward speech planning [16]50

and organization of execution [5,8] in frontal cortices as well as the subsequent51

auditory feedback architecture in temporal cortices [15,20,21]. To date, evidence52

of feedback processing has mainly focused on artificially altering the acoustic53

feedback to create a mismatch in the perceived pitch, providing evidence for en-54
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hanced responses in posterior cortices as well as frontal cortex (i.e., ventral sen-55

sorimotor cortex) [6]. However, the acoustic perturbation also causes speakers56

to compensate and change their produced pitch, leading to motor enhancement57

confounded with the feedback. Recently, the unprecedented signal-to-noise ratio58

offered by ECoG recordings has ushered deep neural network approaches to de-59

code speech represented in auditory accurately [1,3,46,47] and sensorimotor [4]60

cortices. Nevertheless, these approaches have not been able to disentangle feed-61

forward and feedback contributions during speech production as the motor and62

sensory responses co-occur.63

We directly disentangle feedback and feedforward processing during speech64

production by applying a novel deep learning architecture on human neurosurgi-65

cal recordings to decode speech (Figure 1). Our approach decodes interpretable66

speech parameters from cortical signals, which drives a rule-based differentiable67

speech synthesizer. By learning neural network architectures which apply either68

casual (predicting using only the past), anticausal (predicting using the future69

feedback), or both (noncausal), spatial-temporal convolutions, we are able to70

analyze the overall feedforward and feedback contributions, respectively, as well71

as to elucidate the temporal receptive fields of recruited cortical regions. In72

contrast to current models that separate feedback and feedforward cortical net-73

works, our analyses reveal a surprisingly mixed architecture of feedback and74

feedforward processing both in frontal and temporal cortices while achieving75

speech decoding performance on-par or better than previously reported.76

2 RESULTS77

We report speech decoding of ECoG data obtained from five participants that78

took part in a battery of speech production tasks: Auditory Repetition (AR),79

Auditory Naming (AN), Sentence Completion (SC), Word Reading (WR) and80
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Picture Naming (PN).These were designed to elicit the same set of spoken words81

across tasks while varying the stimulus modality [41] and provided 50 repeated82

unique words (400-800 total trials per participant) all of which were analyzed83

locked to the onset of speech production. We start with an overview of our84

speech decoding approach.85

2.1 Speech Decoding Approach86

• ECoG Decoder. The decoder maps the ECoG signals to a set of speech87

parameters (describing both the voiced and unvoiced components) which88

are then synthesized to speech spectrograms (Figure 1). The ECoG de-89

coder architecture is based on recent advances in convolutional neural90

networks leveraging the ResNet approach [24]. We construct a modified91

ResNet model with nine layers that treat the cortical input as a spatiotem-92

poral three-dimensional tensor (two dimensions for the electrode array and93

one for time, see Methods for details). The decoder is trained such that its94

output parameters match the reference parameters derived from a speech95

encoder (which is learnt separately in an unsupervised manner). Further-96

more, our approach ensures that the speech spectrogram derived from97

these parameters and constructed by the speech synthesizer matches with98

the actual speech spectrogram. We use this approach to be more data-99

efficient and allow us to train on a small set of samples for each patient.100

• Speech Parameters. Our speech representation is motivated by the101

vocoders used for low-bit-rate speech compression dating back to the102

1980s. We model speech signals as a mixture of voiced and unvoiced com-103

ponents, with the voiced component described by a source-filter model104

(dynamically filtered harmonic signals) [13] and the unvoiced component105

generated by white noise broadband filtering. In addition to the mixing106
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parameter, our representation includes speech formant information (fre-107

quency, bandwidth, etc.) and loudness (i.e., the energy of speech). See108

Methods Figure 6 for details.109

• Synthesizer. We use a set of signal processing equations (such as har-110

monic oscillation, noise generation, filtering, etc.) to synthesize the spec-111

trogram from our proposed speech parameters. We can train the ECoG112

decoder with a limited amount of training data by limiting the number113

of speech parameters and using differentiable signal processing equations.114

It is noteworthy that the equations we use are differentiable (see Dif-115

ferentiable Speech Synthesizer in Extended Data A.1), which allows for116

backpropagation from the spectrogram to the actual learning of the de-117

coder.118

• Speech Encoder. The speech encoder is pre-trained using an indepen-119

dent unsupervised approach before the ECoG decoder training. The en-120

coder is trained to generate a set of speech parameters from a given spec-121

trogram, from which the aforementioned speech synthesizer can reproduce122

the spectrogram. This pre-trained encoder generates reference speech pa-123

rameters from actual speech signals used for the training of the ECoG124

decoder. The unsupervised process can be easily used to train the speech125

encoder from any set of speech signals, including patient-specific speech126

(see details in the Method section 4.4 and Extended Data A.1). Impor-127

tantly, this process constrains the speech parameter space to optimize the128

training of our ECoG decoder, and the parameters can directly drive a129

speech synthesizer based on differential equations.130

We trained three separate models using the proposed pipeline, varying in the131

causality of the temporal convolution used in the ECoG decoder. The causal132

model uses only past (up to the current) neural signals to produce the current133
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Figure 1: The overall structure of the decoding pipeline. ECoG amplitude
signals are extracted in the high gamma range (i.e., 70-150 Hz). The ECoG
Decoder translates neural signals from the electrode array to a set of speech
parameters. This parameter representation is used to drive a speech synthesizer
which creates a spectrogram (and associated waveform). During the training of
the ECoG decoder, the speech parameters are matched to a reference derived by
a speech encoder pre-trained using an unsupervised approach (without costly
manual annotations). This approach constrains the learnt speech parameters
and provides naturalistic decoded speeches.

speech sample, which reflects feedforward processes. The anticausal model only134

uses current and future neural signals, reflecting feedback processes. And finally,135

the non-causal model uses both the past, current, and future neural signals,136

which are typically used in previous literature and confounds feedforward and137

feedback processing. The causal and anticausal models allow us to directly assess138

and tease apart the feedforward and feedback contributions of different cortical139

regions. It is important to recognize that only causal models are appropriate140

for real-time speech prosthetic applications.141

2.2 Speech decoding performance142

We first demonstrate that our approach produces accurate speech decoding143

with detailed acoustic features. The model’s decoded spectrogram preserves144

the spectro-temporal structure of the original speech. It reconstructs both vow-145

els, consonants (Figure 2a) as well as the overall spectral energy distribution146
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(Extended Data Figure E1). These acoustic details result in a reconstruction147

that preserves the speakers’ timbre (see Supplementary Video) and leads to148

naturalistic voice decoding. Our model’s speech parameters which include loud-149

ness, formant frequency, and the mixing parameter (i.e., the relative weighting150

between voiced and unvoiced components), are decoded accurately with the151

correct temporal alignment of each word onset and offset (Figure 2b, c). The152

overall accuracy of the fundamental frequency (i.e., pitch), the first two modeled153

formants (i.e., F1, F2), and the transition between voiced and unvoiced sounds154

are a major driving force for accurate speech decoding as well as naturalistic155

reconstruction that mimics the patient’s voice.156

In order to evaluate the performance and quality of speech, we used sev-157

eral objective metrics, including the correlation coefficient (CC) between the158

decoded spectrogram and actual produced speech [2, 3, 25], an objective mea-159

sure for speech intelligibility known as the Short-Time Objective Intelligibility160

(STOI) [3, 45], and a measure of spectral distortion, Mel-cepstral distortion161

(MCD) [4, 35]. Across all participants and metrics, our neural decoding re-162

sults performed well above chance (Figure 2d in grey; estimated using shuffled163

data, see Methods section 4.6) and approached an upper bound of performance164

based on the unsupervised autoencoder (i.e., speech-to-speech) which did not165

use neural data. The performance range across metrics, and our participants166

were equal to and often better than the current literature [2–4, 25]. Critically,167

all these models represent the non-causal case (Figure 2d) that uses data both168

from the past (feedforward) and the future (feedback), as is currently a common169

practice [1–4,37] except a nominal few models [25].170

In order to directly assess the performance of the causal (predicting using171

only the past) and anticausal (predicting using the future feedback) models172

and compare them with the non-causal (using past and future) model, which173
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is standard in the field, we trained three separate models varying the tempo-174

ral convolution direction. Our results (Figure 2e) show a slight decrease in175

performance with the causal model. However, it performs close to the other176

models while providing a causal interpretation, which only uses past signals to177

predict future speech. This is encouraging, as it suggests that, with additional178

improvement in the decoder design and training, it is possible to design practi-179

cally applicable neuroprosthetic speech synthesizers. Also, comparable perfor-180

mance between causal, anticausal and non-causal approaches indicates a similar181

amount of information contained by feedforward and feedback signals. Both182

causal and anticausal models are appropriate for feedforward-feedback analysis183

and comparison.184

2.3 Feedforward and feedback cortical contributions to185

speech production186

To elucidate the feedforward and feedback contribution of different cortical re-187

gions to speech production, we examined the relative contribution of each elec-188

trode to decoding speech in our models. We derived the relative contribution189

by quantifying how the input signal at a particular electrode affects the over-190

all accuracy (measured by the CC) of the reconstructed speech in the causal191

and anticausal models, respectively (see Methods 4.5). In both the causal and192

anticausal models, peri-sylvian electrodes were important for speech decoding;193

however, there was a surprising recruitment of frontal regions when decoding194

speech based on the feedback (anticausal model, Figure 3b) as well as recruit-195

ment of temporal sites when decoding speech based on the feedforward signals196

(causal model, Figure 3c). We only show significant contributions that are197

above a threshold derived from the shuffled model (depicted in Figure 3d). In198

order to quantify the prevalence of feedforward or feedback processing, we di-199
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Figure 2: Comparison of original and decoded speech produced by the model.
(a) Spectrograms of decoded (left) and original (right) speech exemplar words.
(b) Decoded loudness parameter with the voiced (mostly vowel) or unvoiced
(mostly consonant) mixing parameter color-coded over the loudness curves. The
same color spread and amplitude trend between decoded (dashed) and reference
(solid) curves reflect accurate decoding of voice and unvoiced phonemes with
correct energy and temporal alignment. (c) Frequencies of the first two formants
(F1, F2) and the pitch (F0). The matching between decoded (dashed) curves
and reference (solid) curves in both frequencies during each phoneme and the
overall temporal dynamic leads to intelligible and naturalistic decoding of voiced
sounds. (d) Evaluation of the decoded speech quality in objective metrics. The
correlation coefficient of spectrograms (CC, left), short-time objective intelligi-
bility (STOI, middle), and Mel cepstral distortion (MCD, right) are used for the
evaluation. Note that lower MCD values represent better performance. Both
the reconstructed speech from the speech auto-encoder (yellow) and the speech
decoded by the ECoG decoder (green) are reported. Additionally, the perfor-
mance of a model trained on shuffled data (trained by matching the decoded
spectrogram from the neural signal in a given duration to a randomly selected
segment of spectrograms during the entire recording session) is also reported as
a control. (e) Comparison of the CC metric among noncausal (green), causal
(blue), and anticausal (red) models. Compared to the shuffled model (the same
shuffled model as in Figure 2d), the comparable performance across noncausal,
causal, and anticausal models demonstrates sufficient information for decoding
speech from both feedforward and feedback signals during speech production.
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rectly contrasted the two and projected the results onto the cortex (Figure 3e).200

To ascertain regions that contribute significantly more to feedback or feedfor-201

ward processing, we conducted a region of interest analysis, based on within-202

subject anatomical labels of each electrode (see Methods section 4.3), testing for203

an increase in causal or anticausal contributions across trials (non-parametric204

paired Wilcoxon test; Figure 3f). We found a surprisingly mixed distribution of205

causal and anticausal contributions within both temporal and frontal cortices.206

A majority of temporal cortex were predominantly anticausal, including caudal207

superior temporal gyrus (STG; Wilcoxon sign rank, P=1.607E-15, Z=9.6234)208

and portions of middle temporal gyrus (MTG; rostral MTG: Wilcoxon sign209

rank test P=2.5108E-04, Z=4.9359, and middle MTG: Wilcoxon sign rank test210

P=1.5257E-13, Z=9.0185) as well as supramarginal cortex (Wilcoxon sign rank211

test P=1.1144E-04, Z=5.3919), implicating it in processing the auditory feed-212

back signals for speech production. However, there was also a significant causal213

contribution in rostral STG (Wilcoxon sign rank test P=0.0332, Z=-2.9628).214

Similarly, the majority of sensorimotor cortex was predominantly casual, impli-215

cating it in processing the motor speech commands including ventral precentral216

(Wilcoxon sign rank, P=4.9511E-08, Z=-7.1409) and postcentral gyri (Wilcoxon217

sign rank, P=6.419E-04, Z=-4.9612). However, the dorsal division of precen-218

tral gyrus was equally causal and anticausal (Wilcoxon sign rank, P=0.4349,219

Z=0.6525), implicating it in processing both feedforward and feedback informa-220

tion equally. Within the inferior frontal cortex, we found a striking division of221

function wherein pars opercularis was significantly causal (Wilcoxon sign rank222

test, P=8.0693E-15, Z=-9.6185) while pars triangularis was significantly an-223

ticausal (Wilcoxon sign rank test, P=2.6715E-06, Z=6.3518). Overall, these224

findings provide evidence for a mixed feedforward and feedback processing of225

speech commands and their reafference across temporal and frontal cortices, in226
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Figure 3: (a) averaged signal of input ECoG projected on the standardized
MNI anatomical map. The colors reflect the percentage change of high gamma
compared to the baseline level during the pre-stimulus baseline period. (b)
shows the anticausal contribution of different cortical locations (red indicates
higher contribution), while (c) illustrates the causal contribution. (d) noise
level of the contribution analysis evaluated by the contributions from the shuf-
fled model. Contributions below noise level are not shown in (b) and (c). (e) the
contrast obtained by taking the difference of the anticausal and causal contribu-
tion maps (red means higher anticausal contribution, while blue means higher
causal contribution). The boxplots (f) show the average difference in each cor-
tical region (*: P-value<0.05, **: P-value<0.01,***: P-value<0.001,****: P-
value<0.0001).

contrast to a dichotomous view.227

2.4 Temporal dynamics and receptive fields of speech pro-228

duction229

Speech production includes articulatory planning and executing the motor com-230

mands, processes that recruit distinct regions of frontal cortex [16]. However,231

their exact temporal receptive fields remain poorly understood. Earlier, we232

examined the causal and anticausal cortical contributions during speech artic-233

ulation. Next, we examine articulatory planning and articulation of speech234
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production stages and derive the related temporal receptive fields across the235

cortex. We leverage the receptive fields to test how cortical regions contribute236

differently to speech decoding with time and how frontal cortex dynamics change237

when feedback is introduced (after articulation starts). Both feedforward and238

feedback information is processed in tandem.239

We employed a similar occlusion approach to derive the temporal receptive240

fields as in the previous section. However, we quantified how the input signal241

at a particular electrode affects the accuracy of the reconstructed speech across242

varying delays (see Methods section 4.7). This approach allowed us to quan-243

tify the contribution of a specific electrode in the model as a function of delay244

relative to speech decoding, similarly to classical temporal receptive fields (i.e.,245

TRF). We conducted this analysis for both causal and anticausal models during246

two epochs – one prior to production (-512ms ∼ 0 ms; Figure 4a) and the other247

during production, which included both causal and anticausal components (0ms248

∼ 512ms; Figure 4b, c). The projection of all the temporal receptive fields onto249

the cortex, which were significantly above a threshold derived from the shuffled250

model, are plotted in Figure 4 as a function of delay. We found an increased251

frontal and MTG contribution prior to production (Figure 4a) compared with252

during production (Figure 4b). These processes are likely related to articulatory253

planning and lexical retrieval prior to speech production. During production,254

there was a prominent sharpening of ventral precentral gyrus receptive fields255

marked by a significant increase in contribution compared with pre-production256

(Wilcoxon sign rank test, P=8.3979E-05, Z=5.4203). While a majority of pre-257

frontal regions engaged prior to production, there was a significant decrease in258

contribution across pars triangularis (Wilcoxon sign rank test, P=1.8493E-32,259

Z=-13.6074), middle frontal gyri (MFG; Wilcoxon sign rank test, P=3.9177E-09,260

Z=-7.6103 for caudal and P=4.1581E-04, Z=-4.8311 for rostral) except for pars261

13

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted December 7, 2021. ; https://doi.org/10.1101/2021.12.06.471521doi: bioRxiv preprint 

https://doi.org/10.1101/2021.12.06.471521


an
tic

au
sa

l
ca

us
al

(d
ur
in
g-
pr
od

uc
tio

n)
ca

us
al

(p
re
-p
ro
du

ct
io
n)

a

b

c

0ms 64ms 128ms 192ms 256ms 320ms 448ms

-448ms -320ms -256ms -192ms -128ms -64ms 0ms

-448ms -320ms -256ms -192ms -128ms -64ms 0ms
0

1

0 0.5 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
a.u.

delay

Figure 4: Spatial-temporal receptive fields based on decoding contribution. The
contribution to decoding the current speech from cortical neural responses with
certain temporal delays. (a) and (b) are the feedforward spatial-temporal re-
ceptive fields derived from the causal model by evaluating the contribution of
past (negative delays) neural signals during a period before production onset
(a) and after onset (b). (c) represents the feedback spatial-temporal recep-
tive fields derived from the anticausal models that evaluate the contribution of
future (positive delays) neural signals during feedback after articulation. Con-
tributions below significance (p¡0.05) representing the noise level are clipped
and not shown in the plots.

opercularis (Wilcoxon sing rank test, P=0.4819, Z=0.2066). Similarly, to our262

previous results (Figure 3e,f), during production, we found a significant increase263

in anticausal contribution for caudal STG (Wilcoxon sign rank test, P=2.6789E-264

17, Z=9.6711), pars triangularis (Wilcoxon sign rank test, P=0.0162, Z=3.9003)265

and caudal MFG (Wilcoxon sign rank test, P=0.0045, Z=3.9862) compared with266

causal contributions. This confirms the anatomical-functional division of the in-267

ferior and middle frontal gyri as well as caudal (Wilcoxon sign rank test, P =268

2.6789E-17, Z = 9.6711) and rostral separation of STG (Wilcoxon sign rank269

test, p= 0.0343, Z= -2.9457).270

Next, we conducted a region of interest analysis, based on within-subject271

anatomical labels of each electrode, in order to derive the temporal receptive272

curves per region (Figure 5). This approach provides critical insight as to the273

temporal tuning and peak recruitment of various regions to feedforward process-274

ing prior to (Figure 5a) and during production (Figure 5b) as well as feedback275
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processing (Figure 5c). We found a shift in receptive field tuning for the two276

subdivisions of precentral gyrus. Prior to production, dorsal and ventral pre-277

central gyri were not significantly different from each other (Wilcoxon sign rank278

test, P=0.454, Z=-0.36103), and had close peak times (-196ms, -192ms prior279

to speech for ventral and dorsal precentral gyri, respectively). However, dur-280

ing production, these dynamics shifted and we found a significant decrease in281

dorsal precentral causal contribution (Wilcoxon sign rank test, P=4.7575E-05,282

Z=-5.6272) accompanied by a temporal separation of peaks (-208ms, -184ms283

for ventral and dorsal precentral gyri, respectively; Figure 5a,b). Within the284

inferior frontal gyrus, we found pars opercularis was recruited similarly both285

prior to production and during production for feedforward processing (Wilcoxon286

sign rank test, P=0.5922, Z=1.7462) at a peak delay of -248ms and -280ms,287

respectively. During production, pars triangularis had a selective increase in288

recruitment for anticausal compared with causal contributions (Wilcoxon sign289

rank test, P=0.0162, Z=3.9003), implicating it in increased feedback processing290

(Figure 4c, Extended Data Tables 2, 3). The anticausal receptive fields during291

production provide evidence for feedback processing most strongly contributed292

by caudal STG, with the earliest peak in contributions seen in dorsal precentral293

gyrus (144 ms) and caudal STG (168 ms) followed by parietal (supramarginal294

184ms, postcentral 192ms) and ventral precentral (280 ms) gyri ( Extended Data295

Table 3). These findings suggest a preferential recruitment of prefrontal cortices296

in feedforward processing prior to production followed by a shift in dynamics297

during production when feedforward and feedback signals are jointly processed298

with anatomical divisions of labor.299
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Figure 5: The temporal receptive field across anatomical regions. The contribu-
tion to decoding the current speech from cortical neural responses with certain
temporal delays. (a) and (b) are the feedforward temporal receptive fields de-
rived from the causal model by evaluating the contribution of past (negative
delays) neural signals during a period before production onset (a) and after on-
set (b). (c) represents the feedback temporal receptive fields derived from the
anticausal models that evaluate the contribution of future (positive delays) neu-
ral signals during feedback after articulation. The temporal propagation of the
shuffled model estimates the noise level dynamics (grey curves in plots). Only
regions significantly above noise level (Wilcoxon sign rank test on across-time
averaged data, P<0.05) are reported.

16

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted December 7, 2021. ; https://doi.org/10.1101/2021.12.06.471521doi: bioRxiv preprint 

https://doi.org/10.1101/2021.12.06.471521


3 DISCUSSION300

Our study leverages a novel deep learning approach together with neurosurgical301

recordings and, to our knowledge, is the first to dissociate direct feedforward and302

feedback cortical contributions during speech production. Our neural network303

architecture achieves state-of-the-art decoding of speech production, by tapping304

an interpretable compact speech representation and can be altered to focus on305

causal, anticausal and non-causal decoding. Our analyses of the cortical contri-306

butions driving the performance of these models reveal a mixed distribution of307

feedforward and feedback processing during speech production. This was promi-308

nent in inferior, middle frontal, and superior temporal gyri which exhibited an309

anatomical division between feedforward and feedback processing. Lastly, we310

show a change in the temporal dynamics of frontal recruitment during speech311

planning through production, characterized by a shift of inferior frontal and pre-312

central gyri recruitment, processing both feedforward and feedback information313

at different time points and spatial locations.314

A growing number of studies have leveraged deep neural networks for cor-315

tical speech decoding. Convolutional neural networks (CNN) [1, 3, 46, 47] and316

recurrent neural networks (RNN) [4] have mapped ECoG signals into speech and317

text [37]. However, our approach diverges from these studies. Firstly, we develop318

a novel differentiable speech synthesizer that can generate natural speech from a319

compact set of interpretable speech parameters based on several signal process-320

ing equations. This rule-based synthesizer allows for unsupervised pre-training321

of meaningful encoded representations (reference speech parameters), as well as322

reduces the capacity of the entire model and increases training data efficiency.323

Our approach provides a direct mapping to a patient’s voice. It eliminates the324

need for labeled articulatory data that maps speech to articulatory dynamics as325

proposed by Anumanchipalli et al. [4]. Secondly, our compact speech representa-326
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tion leverages an interpretable decomposition of speech into voiced and unvoiced327

components. This decomposition is biologically necessary, has been reported in328

neural representations across frontal and temporal cortices [8, 31] and stands329

in contrast to other traditional speech synthesizing approaches [13, 14]. Lastly,330

the speech neural decoding models to date mostly employ non-causal operations.331

Since such decoders require both past and future information for decoding, they332

are not applicable for real-time speech prosthetic application. Further, mixed333

operations hinder disentangling feedforward and feedback cortical contributions.334

In addition to providing a causal model which directly translates to practical335

speech prosthetics, our approach provides one of the first reports that can disso-336

ciate feedforward and feedback cortical contributions during speech production.337

During speech production, we process feedforward and feedback signals in338

tandem. It was previously impossible to disentangle the two. Attempts have339

focused on experimental manipulations which change the feedback by shifting340

frequency [6] or time [39]. However, these manipulations change the cortical dy-341

namics and introduce other cognitive processes due to hearing one’s own voice342

altered as well as induced motor compensation. We applied convolution filters343

with different causality to directly train models to disentangle feedforward (i.e.,344

causal models) and feedback (i.e., anticausal models) contributions of cortical345

regions. Feedforward and feedback processes are critical for driving articulatory346

vocal tract movement. The feedforward pathway generates an initial articula-347

tory command and predicts sensory (auditory and somatosensory) targets; the348

feedback pathway compares the targets with the perceived sensory feedback349

and updates subsequent feedforward commands. The exact mapping between350

anatomical regions and their contribution to specific functional roles differ across351

speech motor control models ( [23], [30]). Further, these findings have been de-352

veloped based mostly on non-invasive studies which have low temporal (e.g.,353
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fMRI) or spatial resolution (e.g., M/EEG). Our high spatio-temporal resolution354

ECoG data together with advanced deep neural networks provides a fine-grained355

mapping of the cortical feedforward and feedback speech networks.356

Consistent with the predominant speech motor control models, our results357

showed a dominant feedforward process in the ventral motor and pars opercu-358

laris of the inferior frontal gyrus, while posterior superior temporal and supra-359

marginal gyri in the parietal lobe showed feedback. However, in contrast to these360

models, we found that cortices in the frontal lobe, including pars triangularis361

and caudal middle frontal, are predominantly feedback in nature, while ros-362

tral STG appears feedforward. This feedback processing across frontal cortices363

became even stronger when we limited our analyses to the speech production364

epoch (Figure 4c, Extended Data Table 3). Additionally, most gyri (inferior365

frontal, caudal middle frontal, superior temporal, precentral, and postcentral366

cortices, see Extended Data Table 2) had both feedforward and feedback con-367

tributions above the noise level derived from the shuffled model, suggesting the368

feedforward and feedback processing can mix in these regions.369

Our results highlight the anticausal feedback signature exhibited by senso-370

rimotor and frontal cortices. While this goes against the canonical model of371

the frontal cortex in an action-perception loop [18], our findings complement372

a growing body of evidence showing specific responses in the frontal cortex to373

auditory stimuli during perception. Cheung et al. [9] found distinct auditory374

receptive fields as well as robust passive listening responses in ventral precentral375

gyrus. Similarly, the dorsal division of precentral gyrus has recently been im-376

plicated in processing auditory feedback of altered speech as well as responding377

robustly during passive listening [39]. However, this begs the question as to why378

the speech motor cortex is processing auditory information. Our feedback con-379

tribution analysis suggests that the auditory processing is specifically leveraged380
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for anticausal processing of the reafferent signals during production. Indeed, our381

results show that dorsal precentral gyrus decreases feedforward processing while382

engaged in actual speech production (Figure 5b) and is recruited for feedback383

at an early time point together with temporal cortices (Figure 5c). Under this384

view, the auditory frontal responses seen during passive listening may constitute385

a representation dedicated to feedback processing when speech is produced.386

To summarize, we provided a new approach to decode speech production and387

interrogate the recalcitrant problem of mixed feedforward and feedback process-388

ing during speech production. We were able to leverage feedforward processing389

only in causal models to drive neural speech prosthetics (as opposed to the lit-390

erature using non-causal processing [1–4, 37]) as well as provide insights into391

the underpinning cortical drivers. Our results suggest a mixed cortical archi-392

tecture in frontal and temporal cortices that dynamically shifts and processes393

both feedforward and feedback signals across the cortex in contrast to previous394

views associating feedforward or feedback processing of speech with primarily395

anterior and posterior cortices, respectively.396

4 METHODS397

4.1 Participants and experiments398

The brain activity data were obtained from five patients, including three fe-399

male and two male native English speakers, undergoing treatment for refrac-400

tory Epilepsy at NYU Langone hospital, with implanted electrocorticographic401

(ECoG) subdural electrode grids. All experimental procedures were approved402

by the NYU Grossman School of Medicine Institutional Review Board. Pa-403

tients were provided written and oral consent at least one week prior to surgery404

by a research team member after separate consultation with the clinical care405
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provider. The subjects were instructed to complete five tasks to pronounce the406

target words in response to certain auditory or visual stimuli. The five tasks407

were:408

• Auditory Repetition (AR, i.e., to repeat the auditory words).409

• Auditory Naming (AN, i.e., name a word based on an auditory presented410

definition sentence).411

• Sentence Completion (SC, i.e., complete the last word of an auditorily412

presented sentence).413

• Visual Reading (VR, i.e., read aloud visually presented word in written414

form).415

• Picture Naming (PN, i.e., naming a word based on a visually presented416

color line drawing).417

Each task contained the same 50 unique target words while varying stimulus418

modalities (auditory, visual, etc.). Each word appeared once in the AN and SC419

tasks and twice in the other tasks. For Participants 1-3, the five tasks included420

400 trials of the produced words and the corresponding ECoG recordings. The421

produced speech in each trial has an average duration of 500 ms. We repeated422

the same five tasks twice for Participant 4 and collected data from 800 trials.423

For Participant 5, we collected 800 trials by repeating the tasks twice, and we424

also ran an additional AR task (200 trials) which provided 1000 trials in total.425

4.2 Data collection and preprocessing426

A microphone recorded the subject’s speech during the tasks and was synchro-427

nized to the clinical Neuroworks Quantum Amplifier (Natus Biomedical, Ap-428

pleton, WI), which records ECoG. The recordings sampled peri-sylvian cortex,429
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including STG, IFG, pre-central, and postcentral gyri. The ECoG implanted430

array included standard 64 clinical 8×8 macro contacts (10 mm spacing) as well431

as 64 additional interspersed smaller electrodes (1 mm) between the macro con-432

tacts (providing 10 mm center-to-center spacing between macro contacts and 5433

mm center-to-center spacing between micro/macro contacts, PMT corporation,434

Chanassen, MN). This FDA-approved array was manufactured for the study,435

and a member of the research team explained to patients that the additional436

contacts were for research purposes during consent. The ECoG arrays were im-437

planted on the left hemisphere in all participants’ brains and placement location438

was solely dictated by clinical care. We trained separate sets of decoding mod-439

els for each participant. We randomly selected 50 out of all trials from the five440

tasks for testing and used the remaining data for training. The results reported441

are for testing data.442

Each electrode sampled ECoG signals at 2048 Hz, which was decimated443

to 512 Hz prior to processing. After rejecting electrodes with artifacts (i.e.,444

line noise, poor contact with cortex, and high amplitude shifts), we subtracted445

a common average reference (across all valid electrodes and time) from each446

individual electrode. Electrodes with inter-ictal and epileptiform activity were447

removed from the analysis (note that the large number of temporal electrodes448

were removed from patients 4 and 5 for this reason). We then extracted the449

envelope of the high gamma (70-150 Hz) component from the raw signal with450

the Hilbert transform and further downsampled it to 125 Hz. The signal of451

each electrode over the silent baseline of 250 ms before the stimulus was used as452

the reference signal, and each electrode’s signal was normalized to the reference453

mean and variance (i.e., z-score).454
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4.3 Electrode localization455

Electrode localization in subject space, as well as MNI space, was based on456

coregistering a preoperative (no electrodes) and postoperative (with electrodes)457

structural MRI (in some cases, a postoperative CT was employed depending458

on clinical requirements) using a rigid-body transformation. Electrodes were459

then projected to the surface of the cortex (preoperative segmented surface) to460

correct for edema-induced shifts following previous procedures [48] (registration461

to MNI space was based on a non-linear DARTEL algorithm). Based on the462

subject’s preoperative MRI, the automated FreeSurfer segmentation (Destrieux)463

is used for labeling within subject anatomical locations of electrodes.464

4.4 Speech decoding framework465

The backbone of our neural decoding framework is constructed by an ECoG466

decoder and a speech synthesizer (Figure 6a or Figure 1). During testing, from467

the high gamma components of the ECoG signal, the decoder generates a set468

of speech parameters that drive a differentiable speech synthesizer to gener-469

ate speech spectrograms (and corresponding waveforms by the Griffin-Lim al-470

gorithm). Besides being trained to work with the speech synthesizer to out-471

put spectrograms matching the target spectrograms, the ECoG decoder is also472

trained to match its output with a set of reference speech parameters. This ref-473

erence matching training strategy provides a more direct gradient to the ECoG474

decoder such that it converges faster and is less prone to overfitting.475

The reference speech parameters are derived from a pre-trained speech en-476

coder. During pre-training, the speech encoder and the speech synthesizer ful-477

fill an auto-encoding task (i.e., mapping the input spectrogram to the speech478

parameters and back to the spectrogram) (Figure 6b). When such speech-479

to-speech reconstruction is accurate, the parameters generated by the speech480
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encoder should provide physically meaningful speech parameters. Since the481

pre-training is unsupervised and the subject speech audio data is easy to col-482

lect, obtaining the reference speech parameters is straightforward. Note that483

the speech-to-speech autoencoder and the reference parameters are only used484

for the training of the ECoG decoder. Once the ECoG decoder is trained, the485

trained decoder and the speech synthesizer can be used to convert ECoG signals486

to speech without the need for reference parameters.487

More details of the structure of the speech synthesizer (Figure 6e), ECoG488

decoder (Figure 6c), Speech encoder (Figure 6d), and loss can be found in489

Extended Data A.1.3.490

4.5 Revealing delay-dependent contribution of different491

cortical regions from the trained ECoG to speech model492

Before formally defining the various contribution scores, we introduce the fol-

lowing notations: Aref [s]: the reference spectrogram over a time duration S

centered at time s, i.e., from s−S/2 to s+S/2, derived by the speech-to-speech

autoencoder. Aintact[s]: the model output with “intact” input (i.e, all ECoG

signals are used). Ai
occlude[s|t]: the model output at time duration centered at

s when the ith ECoG electrode signal in the time duration centered at t from

t − T
2 to t + T

2 is occluded. r(·, ·): correlation coefficient between two signals.

We define the contribution of ith electrode in time duration centered at t to the

output over duration centered at s by the reduction in the correlation coefficient

between the output signal with the reference signal over the duration s when

the ith electrode signal in duration t is occluded. Specifically:

Ci[s, t] = Mean{r(Aref [s],Aintact[s])− r(Aref [s],A
i
occlude[s|t])}

where Mean{·} denotes averaging across all testing samples.493
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↵ t<latexit sha1_base64="XGUQ56jTyGcpQcUMELrfcdd8JGs=">AAAB/nicdVDLSgMxFL1TX7W+RsWVm2AVXJUZEWpXFty4rGAf0NaSyWTa0MxkSDJCGQr+Rne6EVTErd/hzr8xfQhV9EDI4Zx7uYfjxZwp7TifVmZhcWl5JbuaW1vf2Nyyt3dqSiSS0CoRXMiGhxXlLKJVzTSnjVhSHHqc1r3+xdiv31KpmIiu9SCm7RB3IxYwgrWROvZeyxPcV4PQfGkL87iHb/SwY+fdgjMBcgolg+LpjJRc9G3lz59Go3sAqHTsj5YvSBLSSBOOlWq6TqzbKZaaEU6HuVaiaIxJH3dp09AIh1S100n8IToyio8CIc2LNJqo8xspDtU4oZkMse6p395Y/MtrJjo4a6csihNNIzI9FCQcaYHGXSCfSUo0HxiCiWQmKyI9LDHRprHcfAn/k9pJwXUK7pWbLx/CFFnYhwM4BheKUIZLqEAVCKTwAM/wYt1Zj9ar9TYdzViznV34Aev9C1DTmTM=</latexit><latexit sha1_base64="mQO21bn+x/YBXCL25x22yY7KxfA=">AAAB/nicdVDLSgMxFM34rPU1Kq7cBKvgapgRoXZlwY3LCvYBnVoymUwbmkmGJCOUoeBv6M6NoCJu/Q53/o2ZtkIVPRByOOde7uEECaNKu+6nNTe/sLi0XFgprq6tb2zaW9sNJVKJSR0LJmQrQIowykldU81IK5EExQEjzWBwnvvNGyIVFfxKDxPSiVGP04hipI3UtXf9QLBQDWPzZT5iSR9d61HXLnmOOwZ0nYpB+WRKKh78tkpnT3c57mtd+8MPBU5jwjVmSKm25ya6kyGpKWZkVPRTRRKEB6hH2oZyFBPVycbxR/DQKCGMhDSPazhWZzcyFKs8oZmMke6r314u/uW1Ux2ddjLKk1QTjieHopRBLWDeBQypJFizoSEIS2qyQtxHEmFtGivOlvA/aRw7nut4l16pegAmKIA9sA+OgAfKoAouQA3UAQYZeADP4MW6tR6tV+ttMjpnTXd2wA9Y71+uEJr4</latexit><latexit sha1_base64="mQO21bn+x/YBXCL25x22yY7KxfA=">AAAB/nicdVDLSgMxFM34rPU1Kq7cBKvgapgRoXZlwY3LCvYBnVoymUwbmkmGJCOUoeBv6M6NoCJu/Q53/o2ZtkIVPRByOOde7uEECaNKu+6nNTe/sLi0XFgprq6tb2zaW9sNJVKJSR0LJmQrQIowykldU81IK5EExQEjzWBwnvvNGyIVFfxKDxPSiVGP04hipI3UtXf9QLBQDWPzZT5iSR9d61HXLnmOOwZ0nYpB+WRKKh78tkpnT3c57mtd+8MPBU5jwjVmSKm25ya6kyGpKWZkVPRTRRKEB6hH2oZyFBPVycbxR/DQKCGMhDSPazhWZzcyFKs8oZmMke6r314u/uW1Ux2ddjLKk1QTjieHopRBLWDeBQypJFizoSEIS2qyQtxHEmFtGivOlvA/aRw7nut4l16pegAmKIA9sA+OgAfKoAouQA3UAQYZeADP4MW6tR6tV+ttMjpnTXd2wA9Y71+uEJr4</latexit><latexit sha1_base64="QieuP7lm8FodJQo1pYvwW0J9PfM=">AAAB/nicdVBPS8MwHE3nvzn/VcWTl+AUPJVWhLnbwIvHCW4O1jrSNN3C0qQkqTDKwK/ixYMiXv0c3vw2pluFKfog5PHe78fv8cKUUaVd99OqLC2vrK5V12sbm1vbO/buXleJTGLSwYIJ2QuRIoxy0tFUM9JLJUFJyMhtOL4s/Nt7IhUV/EZPUhIkaMhpTDHSRhrYB34oWKQmiflyH7F0hO70dGDXPcedAbpO06BxXpKmB7+tOijRHtgffiRwlhCuMUNK9T031UGOpKaYkWnNzxRJER6jIekbylFCVJDP4k/hiVEiGAtpHtdwpi5u5ChRRUIzmSA9Ur+9QvzL62c6vghyytNME47nh+KMQS1g0QWMqCRYs4khCEtqskI8QhJhbRqrLZbwP+meOZ7reNdevXVc1lEFh+AInAIPNEALXIE26AAMcvAInsGL9WA9Wa/W23y0YpU7++AHrPcvoeWWeQ==</latexit>

1-
↵
t

<latexit sha1_base64="X/ybR/k2m6kGW64LIWS9osLW0DI=">AAACCXicdVC7SgNBFL0bXzG+Vi1tBqNgY9gVIaYyYGMZwTwgG8Ps7GwyZPbBzKwYlrQ2fkE6W8HGQhFb/8DOv3HyEKLogeEezrmXe+e4MWdSWdankZmbX1hcyi7nVlbX1jfMza2ajBJBaJVEPBINF0vKWUiriilOG7GgOHA5rbu9s5Ffv6ZCsii8VP2YtgLcCZnPCFZaapvIcSPuyX6gS2o7utykhwOUczCPu/hKDdpm3i5YYyCrUNIoHk9JyUbfVv70YTi8B4BK2/xwvIgkAQ0V4VjKpm3FqpVioRjhdJBzEkljTHq4Q5uahjigspWOfzJA+1rxkB8J/UKFxursRIoDOTpWdwZYdeVvbyT+5TUT5Z+0UhbGiaIhmSzyE45UhEaxII8JShTva4KJYPpWRLpYYKJ0eLnZEP4ntaOCbRXsCztf3oMJsrADu3AANhShDOdQgSoQuIVHeIYX4854Ml6Nt0lrxpjObMMPGO9fv0KdMw==</latexit><latexit sha1_base64="3I5Ikz/EpVdPzYKzIrs2IxaI8pk=">AAACCXicdVDLSsNAFJ34rPEVdelmsApuDIkItSsLblxWsA9oYplMJu3QyYOZiVhCtm78Av0DwY0LRdz6B+78GydthSp6YLiHc+7l3jlewqiQlvWpzczOzS8slpb05ZXVtXVjY7Mp4pRj0sAxi3nbQ4IwGpGGpJKRdsIJCj1GWt7gtPBbV4QLGkcXcpgQN0S9iAYUI6mkrgEdL2a+GIaqZLajynV2kEPdQSzpo0uZd42ybVojQMusKlSOJqRqw2+rfPJwV+C+3jU+HD/GaUgiiRkSomNbiXQzxCXFjOS6kwqSIDxAPdJRNEIhEW42+kkO95TiwyDm6kUSjtTpiQyFojhWdYZI9sVvrxD/8jqpDI7djEZJKkmEx4uClEEZwyIW6FNOsGRDRRDmVN0KcR9xhKUKT58O4X/SPDRty7TP7XJtF4xRAttgB+wDG1RADZyBOmgADG7AI3gGL9qt9qS9am/j1hltMrMFfkB7/wIcjp74</latexit><latexit sha1_base64="3I5Ikz/EpVdPzYKzIrs2IxaI8pk=">AAACCXicdVDLSsNAFJ34rPEVdelmsApuDIkItSsLblxWsA9oYplMJu3QyYOZiVhCtm78Av0DwY0LRdz6B+78GydthSp6YLiHc+7l3jlewqiQlvWpzczOzS8slpb05ZXVtXVjY7Mp4pRj0sAxi3nbQ4IwGpGGpJKRdsIJCj1GWt7gtPBbV4QLGkcXcpgQN0S9iAYUI6mkrgEdL2a+GIaqZLajynV2kEPdQSzpo0uZd42ybVojQMusKlSOJqRqw2+rfPJwV+C+3jU+HD/GaUgiiRkSomNbiXQzxCXFjOS6kwqSIDxAPdJRNEIhEW42+kkO95TiwyDm6kUSjtTpiQyFojhWdYZI9sVvrxD/8jqpDI7djEZJKkmEx4uClEEZwyIW6FNOsGRDRRDmVN0KcR9xhKUKT58O4X/SPDRty7TP7XJtF4xRAttgB+wDG1RADZyBOmgADG7AI3gGL9qt9qS9am/j1hltMrMFfkB7/wIcjp74</latexit><latexit sha1_base64="4IFhzmdGsQPklqUio/CR8MQ6NUA=">AAACCXicdVDLSsNAFJ34rPEVdelmsApuDIkItbuCG5cV7AOaWCaTSTt0MgkzE7GEbN34K25cKOLWP3Dn3zhpK1TRA8M9nHMv984JUkalcpxPY2FxaXlltbJmrm9sbm1bO7ttmWQCkxZOWCK6AZKEUU5aiipGuqkgKA4Y6QSji9Lv3BIhacKv1TglfowGnEYUI6WlvgW9IGGhHMe65K6ny11+UkDTQywdohtV9K2qazsTQMeua9TOZqTuwm+rCmZo9q0PL0xwFhOuMENS9lwnVX6OhKKYkcL0MklShEdoQHqachQT6eeTnxTwSCshjBKhH1dwos5P5CiW5bG6M0ZqKH97pfiX18tUdO7nlKeZIhxPF0UZgyqBZSwwpIJgxcaaICyovhXiIRIIKx2eOR/C/6R9aruO7V651cbhLI4K2AcH4Bi4oAYa4BI0QQtgcA8ewTN4MR6MJ+PVeJu2LhizmT3wA8b7FxBjmnk=</latexit>

Lt
<latexit sha1_base64="y6SPKtNiPag/xCLDwLR0vNcs5LA=">AAAB+XicdVDLSgMxFL1TX7W+Rl26CVbB1TAjQu3KghsXLirYB7RjyWTSNjTzIMkUytAPKbjQhaJu/RN3/o2ZtkIVPRByOOde7uF4MWdS2fankVtaXlldy68XNja3tnfM3b26jBJBaI1EPBJND0vKWUhriilOm7GgOPA4bXiDy8xvDKmQLApv1SimboB7IesygpWWOqbZ9iLuy1Ggv/T6To07ZtGx7CmQbZU1SmdzUnbQt1W8eJ1MHgCg2jE/2n5EkoCGinAsZcuxY+WmWChGOB0X2omkMSYD3KMtTUMcUOmm0+RjdKwVH3UjoV+o0FRd3EhxILNwejLAqi9/e5n4l9dKVPfcTVkYJ4qGZHaom3CkIpTVgHwmKFF8pAkmgumsiPSxwETpsgqLJfxP6qeWY1vOjVOsHMEMeTiAQzgBB0pQgSuoQg0IDOEenuDZSI1H48V4m43mjPnOPvyA8f4FSCKW6w==</latexit><latexit sha1_base64="9h8EfV0s57+cb9Mf0UbHbGS87dU=">AAACHnicjVBLSwMxGMzWV62vVY9eglXwtOyKUHuy4MWDBwX7gLaWbDbbhmaTJckWytIfonjw4sE/4kVE8KT/xmxboYqCAyHDzHwk8/kxo0q77oeVm5tfWFzKLxdWVtfWN+zNrZoSicSkigUTsuEjRRjlpKqpZqQRS4Iin5G63z/N/PqASEUFv9LDmLQj1OU0pBhpI3Vsu+ULFqhhZK70/FqPOnbRc9wxoOuUDUpHU1L24JdVPHm8yXD7v3jHfmsFAicR4RozpFTTc2PdTpHUFDMyKrQSRWKE+6hLmoZyFBHVTsf1RnDfKAEMhTSHazhWZydSFKmsgUlGSPfUTy8Tf/OaiQ6P2ynlcaIJx5OHwoRBLWC2KxhQSbBmQ0MQltT8FeIekghrs9HCbPW/Se3Q8VzHu/SKlT0wQR7sgF1wADxQAhVwBi5AFWAwAHfgATxb99aT9WK9TqI5azqzDb7Bev8ELueghw==</latexit><latexit sha1_base64="9h8EfV0s57+cb9Mf0UbHbGS87dU=">AAACHnicjVBLSwMxGMzWV62vVY9eglXwtOyKUHuy4MWDBwX7gLaWbDbbhmaTJckWytIfonjw4sE/4kVE8KT/xmxboYqCAyHDzHwk8/kxo0q77oeVm5tfWFzKLxdWVtfWN+zNrZoSicSkigUTsuEjRRjlpKqpZqQRS4Iin5G63z/N/PqASEUFv9LDmLQj1OU0pBhpI3Vsu+ULFqhhZK70/FqPOnbRc9wxoOuUDUpHU1L24JdVPHm8yXD7v3jHfmsFAicR4RozpFTTc2PdTpHUFDMyKrQSRWKE+6hLmoZyFBHVTsf1RnDfKAEMhTSHazhWZydSFKmsgUlGSPfUTy8Tf/OaiQ6P2ynlcaIJx5OHwoRBLWC2KxhQSbBmQ0MQltT8FeIekghrs9HCbPW/Se3Q8VzHu/SKlT0wQR7sgF1wADxQAhVwBi5AFWAwAHfgATxb99aT9WK9TqI5azqzDb7Bev8ELueghw==</latexit><latexit sha1_base64="rn2FLxJCCYdzjOnmu4E5InPG9mM=">AAACHnicjVDNS8MwHE3n15xfVY9eglPwVFoR5m4DLx48KLgP2OpI03QLS5OSpINR9p948OK/4kVE8KT/jelWYYqCD0Ie7/1+JO8FCaNKu+6HVVpaXlldK69XNja3tnfs3b2WEqnEpIkFE7ITIEUY5aSpqWakk0iC4oCRdjC6yP32mEhFBb/Vk4T4MRpwGlGMtJH6tt0LBAvVJDZXdnWnp3276jnuDNB16ga1s4LUPfhlVUGB/4337bdeKHAaE64xQ0p1PTfRfoakppiRaaWXKpIgPEID0jWUo5goP5vFm8Jjo4QwEtIcruFMXdzIUKzyBGYyRnqofnq5+JvXTXV07meUJ6kmHM8filIGtYB5VzCkkmDNJoYgLKn5K8RDJBHWptHKYvS/SevU8VzHu/GqjaOiszI4AIfgBHigBhrgElyDJsBgDO7BI3i2Hqwn68V6nY+WrGJnH3yD9f4JfFKcCA==</latexit>

f t
i , at

i<latexit sha1_base64="iUUKzfZn43MJnO0YJCJpuNpXx38=">AAACAXicjVC7TsMwFL0pr1JeARYkFouCxICqhAU2KrEwFok+pLZEjuO0Vh0nsh2kKioLX9GNgaUDCLHyF2z8DU7LAAgkjmTfo3Pula+Pn3CmtOO8W4W5+YXFpeJyaWV1bX3D3txqqDiVhNZJzGPZ8rGinAla10xz2kokxZHPadMfnOd+84ZKxWJxpYcJ7Ua4J1jICNZG8uydjh/zQA0jU7LQY9f6COf3yLPLbsWZAv1NymeT8fgeAGqe/dYJYpJGVGjCsVJt10l0N8NSM8LpqNRJFU0wGeAebRsqcERVN5v+YIQOjBKgMJbmCI2m6teJDEcqX9J0Rlj31U8vF3/z2qkOT7sZE0mqqSCzh8KUIx2jPA4UMEmJ5kNDMJHM7IpIH0tMtAmt9L8QGscV16m4l265ug8zFGEX9uAQXDiBKlxADepA4BYe4BGerDtrYj1bL7PWgvU5sw3fYL1+AMgtmek=</latexit><latexit sha1_base64="kmrsjxbLOSMQzwWIyseSOgkrxcQ=">AAACAXicjVC7TsMwFL3hWcorwILEYlGQGFCVsMBGJRbGItGH1IbIcZzWquNEtoNURWXhK2Bm6QBCrPwFG3+D0zIAAokj2ffonHvl6xOknCntOO/WzOzc/MJiaam8vLK6tm5vbDZVkklCGyThiWwHWFHOBG1opjltp5LiOOC0FQzOCr91TaViibjUw5R6Me4JFjGCtZF8e7sbJDxUw9iUPPLZlT7ExT3y7YpbdSZAf5PK6fiuwH3dt9+6YUKymApNOFaq4zqp9nIsNSOcjsrdTNEUkwHu0Y6hAsdUefnkByO0b5QQRYk0R2g0Ub9O5DhWxZKmM8a6r356hfib18l0dOLlTKSZpoJMH4oyjnSCijhQyCQlmg8NwUQysysifSwx0Sa08v9CaB5VXafqXriV2h5MUYId2IUDcOEYanAOdWgAgRt4gEd4sm6tsfVsvUxbZ6zPmS34Buv1AyV5m64=</latexit><latexit sha1_base64="kmrsjxbLOSMQzwWIyseSOgkrxcQ=">AAACAXicjVC7TsMwFL3hWcorwILEYlGQGFCVsMBGJRbGItGH1IbIcZzWquNEtoNURWXhK2Bm6QBCrPwFG3+D0zIAAokj2ffonHvl6xOknCntOO/WzOzc/MJiaam8vLK6tm5vbDZVkklCGyThiWwHWFHOBG1opjltp5LiOOC0FQzOCr91TaViibjUw5R6Me4JFjGCtZF8e7sbJDxUw9iUPPLZlT7ExT3y7YpbdSZAf5PK6fiuwH3dt9+6YUKymApNOFaq4zqp9nIsNSOcjsrdTNEUkwHu0Y6hAsdUefnkByO0b5QQRYk0R2g0Ub9O5DhWxZKmM8a6r356hfib18l0dOLlTKSZpoJMH4oyjnSCijhQyCQlmg8NwUQysysifSwx0Sa08v9CaB5VXafqXriV2h5MUYId2IUDcOEYanAOdWgAgRt4gEd4sm6tsfVsvUxbZ6zPmS34Buv1AyV5m64=</latexit><latexit sha1_base64="r4YtlvJLPxZDvN5zXO2mpFP/27E=">AAACAXicjVDLSgMxFM3UV62vUTeCm2AVXEiZcaPLghuXFewD2jpkMpk2NJMMyR2hDHXjr7hxoYhb/8Kdf2Om7UJFwQPJPZxzL7k5YSq4Ac/7cEoLi0vLK+XVytr6xuaWu73TMirTlDWpEkp3QmKY4JI1gYNgnVQzkoSCtcPRReG3b5k2XMlrGKesn5CB5DGnBKwUuHu9UInIjBNb8jjgN3BCinsSuFW/5k2B/yZVNEcjcN97kaJZwiRQQYzp+l4K/Zxo4FSwSaWXGZYSOiID1rVUkoSZfj79wQQfWSXCsdL2SMBT9etEThJTLGk7EwJD89MrxN+8bgbxeT/nMs2ASTp7KM4EBoWLOHDENaMgxpYQqrndFdMh0YSCDa3yvxBapzXfq/lXfrV+OI+jjPbRATpGPjpDdXSJGqiJKLpDD+gJPTv3zqPz4rzOWkvOfGYXfYPz9gkZTpcv</latexit>

f t
n̂, bt

n̂, at
n̂<latexit sha1_base64="ZCybRqW+QFkgkaf92jsIoThxcg4=">AAACH3icjVDLSsNAFJ34rPUVdekmWAUXUhIRdVlw47KCfUATw2QyaYdOJmHmRighf+LGX3HjQhFx179x0nbRioIHhjn3nHuZuSdIOVNg22NjaXlldW29slHd3Nre2TX39tsqySShLZLwRHYDrChngraAAafdVFIcB5x2guFN6XceqVQsEfcwSqkX475gESMYtOSbl26Q8FCNYn3lkZ+7Awy5KIoHOAsWKjxfFb5Zc+r2BNbfpIZmaPrmlxsmJIupAMKxUj3HTsHLsQRGOC2qbqZoiskQ92lPU4Fjqrx8sl9hnWgltKJE6iPAmqjzEzmOVbmC7owxDNRPrxR/83oZRNdezkSaARVk+lCUcQsSqwzLCpmkBPhIE0wk03+1yABLTEBHWv1fCO3zumPXnbuLWuN4FkcFHaIjdIocdIUa6BY1UQsR9IRe0Bt6N56NV+PD+Jy2LhmzmQO0AGP8DcnppTA=</latexit><latexit sha1_base64="ZCybRqW+QFkgkaf92jsIoThxcg4=">AAACH3icjVDLSsNAFJ34rPUVdekmWAUXUhIRdVlw47KCfUATw2QyaYdOJmHmRighf+LGX3HjQhFx179x0nbRioIHhjn3nHuZuSdIOVNg22NjaXlldW29slHd3Nre2TX39tsqySShLZLwRHYDrChngraAAafdVFIcB5x2guFN6XceqVQsEfcwSqkX475gESMYtOSbl26Q8FCNYn3lkZ+7Awy5KIoHOAsWKjxfFb5Zc+r2BNbfpIZmaPrmlxsmJIupAMKxUj3HTsHLsQRGOC2qbqZoiskQ92lPU4Fjqrx8sl9hnWgltKJE6iPAmqjzEzmOVbmC7owxDNRPrxR/83oZRNdezkSaARVk+lCUcQsSqwzLCpmkBPhIE0wk03+1yABLTEBHWv1fCO3zumPXnbuLWuN4FkcFHaIjdIocdIUa6BY1UQsR9IRe0Bt6N56NV+PD+Jy2LhmzmQO0AGP8DcnppTA=</latexit><latexit sha1_base64="ZCybRqW+QFkgkaf92jsIoThxcg4=">AAACH3icjVDLSsNAFJ34rPUVdekmWAUXUhIRdVlw47KCfUATw2QyaYdOJmHmRighf+LGX3HjQhFx179x0nbRioIHhjn3nHuZuSdIOVNg22NjaXlldW29slHd3Nre2TX39tsqySShLZLwRHYDrChngraAAafdVFIcB5x2guFN6XceqVQsEfcwSqkX475gESMYtOSbl26Q8FCNYn3lkZ+7Awy5KIoHOAsWKjxfFb5Zc+r2BNbfpIZmaPrmlxsmJIupAMKxUj3HTsHLsQRGOC2qbqZoiskQ92lPU4Fjqrx8sl9hnWgltKJE6iPAmqjzEzmOVbmC7owxDNRPrxR/83oZRNdezkSaARVk+lCUcQsSqwzLCpmkBPhIE0wk03+1yABLTEBHWv1fCO3zumPXnbuLWuN4FkcFHaIjdIocdIUa6BY1UQsR9IRe0Bt6N56NV+PD+Jy2LhmzmQO0AGP8DcnppTA=</latexit><latexit sha1_base64="ZCybRqW+QFkgkaf92jsIoThxcg4=">AAACH3icjVDLSsNAFJ34rPUVdekmWAUXUhIRdVlw47KCfUATw2QyaYdOJmHmRighf+LGX3HjQhFx179x0nbRioIHhjn3nHuZuSdIOVNg22NjaXlldW29slHd3Nre2TX39tsqySShLZLwRHYDrChngraAAafdVFIcB5x2guFN6XceqVQsEfcwSqkX475gESMYtOSbl26Q8FCNYn3lkZ+7Awy5KIoHOAsWKjxfFb5Zc+r2BNbfpIZmaPrmlxsmJIupAMKxUj3HTsHLsQRGOC2qbqZoiskQ92lPU4Fjqrx8sl9hnWgltKJE6iPAmqjzEzmOVbmC7owxDNRPrxR/83oZRNdezkSaARVk+lCUcQsSqwzLCpmkBPhIE0wk03+1yABLTEBHWv1fCO3zumPXnbuLWuN4FkcFHaIjdIocdIUa6BY1UQsR9IRe0Bt6N56NV+PD+Jy2LhmzmQO0AGP8DcnppTA=</latexit>

voice filter

f t
i , at

i<latexit sha1_base64="iUUKzfZn43MJnO0YJCJpuNpXx38=">AAACAXicjVC7TsMwFL0pr1JeARYkFouCxICqhAU2KrEwFok+pLZEjuO0Vh0nsh2kKioLX9GNgaUDCLHyF2z8DU7LAAgkjmTfo3Pula+Pn3CmtOO8W4W5+YXFpeJyaWV1bX3D3txqqDiVhNZJzGPZ8rGinAla10xz2kokxZHPadMfnOd+84ZKxWJxpYcJ7Ua4J1jICNZG8uydjh/zQA0jU7LQY9f6COf3yLPLbsWZAv1NymeT8fgeAGqe/dYJYpJGVGjCsVJt10l0N8NSM8LpqNRJFU0wGeAebRsqcERVN5v+YIQOjBKgMJbmCI2m6teJDEcqX9J0Rlj31U8vF3/z2qkOT7sZE0mqqSCzh8KUIx2jPA4UMEmJ5kNDMJHM7IpIH0tMtAmt9L8QGscV16m4l265ug8zFGEX9uAQXDiBKlxADepA4BYe4BGerDtrYj1bL7PWgvU5sw3fYL1+AMgtmek=</latexit><latexit sha1_base64="kmrsjxbLOSMQzwWIyseSOgkrxcQ=">AAACAXicjVC7TsMwFL3hWcorwILEYlGQGFCVsMBGJRbGItGH1IbIcZzWquNEtoNURWXhK2Bm6QBCrPwFG3+D0zIAAokj2ffonHvl6xOknCntOO/WzOzc/MJiaam8vLK6tm5vbDZVkklCGyThiWwHWFHOBG1opjltp5LiOOC0FQzOCr91TaViibjUw5R6Me4JFjGCtZF8e7sbJDxUw9iUPPLZlT7ExT3y7YpbdSZAf5PK6fiuwH3dt9+6YUKymApNOFaq4zqp9nIsNSOcjsrdTNEUkwHu0Y6hAsdUefnkByO0b5QQRYk0R2g0Ub9O5DhWxZKmM8a6r356hfib18l0dOLlTKSZpoJMH4oyjnSCijhQyCQlmg8NwUQysysifSwx0Sa08v9CaB5VXafqXriV2h5MUYId2IUDcOEYanAOdWgAgRt4gEd4sm6tsfVsvUxbZ6zPmS34Buv1AyV5m64=</latexit><latexit sha1_base64="kmrsjxbLOSMQzwWIyseSOgkrxcQ=">AAACAXicjVC7TsMwFL3hWcorwILEYlGQGFCVsMBGJRbGItGH1IbIcZzWquNEtoNURWXhK2Bm6QBCrPwFG3+D0zIAAokj2ffonHvl6xOknCntOO/WzOzc/MJiaam8vLK6tm5vbDZVkklCGyThiWwHWFHOBG1opjltp5LiOOC0FQzOCr91TaViibjUw5R6Me4JFjGCtZF8e7sbJDxUw9iUPPLZlT7ExT3y7YpbdSZAf5PK6fiuwH3dt9+6YUKymApNOFaq4zqp9nIsNSOcjsrdTNEUkwHu0Y6hAsdUefnkByO0b5QQRYk0R2g0Ub9O5DhWxZKmM8a6r356hfib18l0dOLlTKSZpoJMH4oyjnSCijhQyCQlmg8NwUQysysifSwx0Sa08v9CaB5VXafqXriV2h5MUYId2IUDcOEYanAOdWgAgRt4gEd4sm6tsfVsvUxbZ6zPmS34Buv1AyV5m64=</latexit><latexit sha1_base64="r4YtlvJLPxZDvN5zXO2mpFP/27E=">AAACAXicjVDLSgMxFM3UV62vUTeCm2AVXEiZcaPLghuXFewD2jpkMpk2NJMMyR2hDHXjr7hxoYhb/8Kdf2Om7UJFwQPJPZxzL7k5YSq4Ac/7cEoLi0vLK+XVytr6xuaWu73TMirTlDWpEkp3QmKY4JI1gYNgnVQzkoSCtcPRReG3b5k2XMlrGKesn5CB5DGnBKwUuHu9UInIjBNb8jjgN3BCinsSuFW/5k2B/yZVNEcjcN97kaJZwiRQQYzp+l4K/Zxo4FSwSaWXGZYSOiID1rVUkoSZfj79wQQfWSXCsdL2SMBT9etEThJTLGk7EwJD89MrxN+8bgbxeT/nMs2ASTp7KM4EBoWLOHDENaMgxpYQqrndFdMh0YSCDa3yvxBapzXfq/lXfrV+OI+jjPbRATpGPjpDdXSJGqiJKLpDD+gJPTv3zqPz4rzOWkvOfGYXfYPz9gkZTpcv</latexit>
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<latexit sha1_base64="oQIdFYTZOP2pRl38u85ft87SG60=">AAACF3icdVBNSyNBEK3R9St+bNSjl2aj4EGaGVnQ3AJePHhQMDGQxFDT6TGNPR901whhyL/w4l/x4kERr3rz39iZuODK7oOufrxXRVe/MNPKku+/ezOzP+bmFxaXKssrq2s/q+sbLZvmRsimSHVq2iFaqVUim6RIy3ZmJMahlhfh9dHEv7iRxqo0OadRJnsxXiUqUgLJSf0q74apHthR7K6iizob4iXtRX2/rMpVLOvJJXHOx/1qLeB+CebzusNBfUoOfwfsj1VrzNU5A4DTfvWtO0hFHsuEhEZrO4GfUa9AQ0poOa50cyszFNd4JTuOJhhL2yvKf43ZjlMGLEqNOwmxUv06UWBsJ6u7zhhpaL97E/FfXien6LBXqCTLSSZi+lCUa0Ypm4TEBspIQXrkCAqj3K5MDNGgIBdl5WsI/yetfR74PDgLao1tmGIRtuAX7EIAB9CAYziFJgi4hXt4hCfvznvwnr2XaeuM9zmzCX/Be/0A2vWgWA==</latexit><latexit sha1_base64="YjNru1nDhbHLE7KSkUf5V0b+Fik=">AAACF3icdVDLSgMxFM34rPVVdSlIsAouJMyIoAUXBTcuXFSwKrS13EkzNjTzILkjlKF/4cZfceNCEbe680vcmk4VVPRAbg7n3Etujp8oadB135yx8YnJqenCTHF2bn5hsbS0fGbiVHNR57GK9YUPRigZiTpKVOIi0QJCX4lzv3c49M+vhTYyjk6xn4hWCFeRDCQHtFK7xJp+rDqmH9ora4JKunCJ20Hbzau0FfJ6fImMsUG7VPaYm4O6rGKxVxmR/V2Pflnl6mSFrb0fzNXapddmJ+ZpKCLkCoxpeG6CrQw0Sq7EoNhMjUiA9+BKNCyNIBSmleX/GtBNq3RoEGt7IqS5+n0ig9AMV7edIWDX/PaG4l9eI8Vgv5XJKElRRHz0UJAqijEdhkQ7UguOqm8JcC3trpR3QQNHG2Xxewj/k7Md5rnMO/HK1Q0yQoGsknWyRTyyR6rkiNRInXByQ+7IA3l0bp1758l5HrWOOZ8zK+QHnJcPg3ihlQ==</latexit><latexit sha1_base64="YjNru1nDhbHLE7KSkUf5V0b+Fik=">AAACF3icdVDLSgMxFM34rPVVdSlIsAouJMyIoAUXBTcuXFSwKrS13EkzNjTzILkjlKF/4cZfceNCEbe680vcmk4VVPRAbg7n3Etujp8oadB135yx8YnJqenCTHF2bn5hsbS0fGbiVHNR57GK9YUPRigZiTpKVOIi0QJCX4lzv3c49M+vhTYyjk6xn4hWCFeRDCQHtFK7xJp+rDqmH9ora4JKunCJ20Hbzau0FfJ6fImMsUG7VPaYm4O6rGKxVxmR/V2Pflnl6mSFrb0fzNXapddmJ+ZpKCLkCoxpeG6CrQw0Sq7EoNhMjUiA9+BKNCyNIBSmleX/GtBNq3RoEGt7IqS5+n0ig9AMV7edIWDX/PaG4l9eI8Vgv5XJKElRRHz0UJAqijEdhkQ7UguOqm8JcC3trpR3QQNHG2Xxewj/k7Md5rnMO/HK1Q0yQoGsknWyRTyyR6rkiNRInXByQ+7IA3l0bp1758l5HrWOOZ8zK+QHnJcPg3ihlQ==</latexit><latexit sha1_base64="xs2aynl5RayWHJ9QfeNY8E5jkOI=">AAACF3icdVDLSgMxFM34rPU16tJNsAouZJgRoboruHHhQsGq0I7lTpppQzMPkjtCGfoXbvwVNy4Ucas7/8bMtIKKHsjN4Zx7yc0JUik0uu6HNTU9Mzs3X1moLi4tr6zaa+uXOskU402WyERdB6C5FDFvokDJr1PFIQokvwoGx4V/dcuVFkl8gcOU+xH0YhEKBmikju20g0R29TAyV94GmfbhBvfCjltWYSqU9fQGHccZdeya57glqOscGdSPxuTwwKNfVo1McNax39vdhGURj5FJ0LrluSn6OSgUTPJRtZ1pngIbQI+3DI0h4trPy3+N6I5RujRMlDkx0lL9PpFDpIvVTWcE2Ne/vUL8y2tlGB76uYjTDHnMxg+FmaSY0CIk2hWKM5RDQ4ApYXalrA8KGJooq99D+J9c7jue63jnXq2xPYmjQjbJFtklHqmTBjkhZ6RJGLkjD+SJPFv31qP1Yr2OW6esycwG+QHr7RPHF5+M</latexit>
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↵t
<latexit sha1_base64="PTqycLEqHTLokQb8CwqxEjvKwzg=">AAAB/nicdVDLSsNAFL3xWeurKq7cDBahq5CI0HZlwY3LKvYBTSyTyaQdOnkwMxFKKPgrblwo6rbf4c6/cdooVNEDwxzOuZd7OF7CmVSW9WEsLa+srq0XNoqbW9s7u6W9/baMU0Foi8Q8Fl0PS8pZRFuKKU67iaA49DjteKOLmd+5o0KyOLpR44S6IR5ELGAEKy31S4eOF3NfjkP9ZQ7myRDfqkm/VLZNaw5kmXWNaj0ntTMbfVvl89fpNWg0+6V3x49JGtJIEY6l7NlWotwMC8UIp5Oik0qaYDLCA9rTNMIhlW42jz9BJ1rxURAL/SKF5uriRoZDOUuoJ0OshvK3NxP/8nqpCmpuxqIkVTQi+aEg5UjFaNYF8pmgRPGxJpgIprMiMsQCE6UbKy6W8D9pn5q2ZdpXdrlRgRwFOIJjqIANVWjAJTShBQQyeIAneDbujUfjxXjLR5eMr50D+AFj+glKtZhz</latexit><latexit sha1_base64="I2DoSNWzIv9tUxlOGaGP7z4LQA4=">AAAB/nicdVDLSsNAFJ3UV62vqLgSZLAIXYVEhLYrC25ctmAf0MQymUzaoZMHMxOhhIIbP8SNC0Xd9jvc+Q3+hJNGoYoeGOZwzr3cw3FjRoU0zXetsLS8srpWXC9tbG5t7+i7ex0RJRyTNo5YxHsuEoTRkLQllYz0Yk5Q4DLSdccXmd+9IVzQKLySk5g4ARqG1KcYSSUN9APbjZgnJoH6UhuxeISu5XSgly3DnAOaRl2hWs9J7cyC31b5/GXW+rg7mjUH+pvtRTgJSCgxQ0L0LTOWToq4pJiRaclOBIkRHqMh6SsaooAIJ53Hn8ITpXjQj7h6oYRzdXEjRYHIEqrJAMmR+O1l4l9eP5F+zUlpGCeShDg/5CcMyghmXUCPcoIlmyiCMKcqK8QjxBGWqrHSYgn/k86pYZmG1bLKjQrIUQSH4BhUgAWqoAEuQRO0AQYpuAeP4Em71R60Z+01Hy1oXzv74Ae02SdUsJq4</latexit><latexit sha1_base64="I2DoSNWzIv9tUxlOGaGP7z4LQA4=">AAAB/nicdVDLSsNAFJ3UV62vqLgSZLAIXYVEhLYrC25ctmAf0MQymUzaoZMHMxOhhIIbP8SNC0Xd9jvc+Q3+hJNGoYoeGOZwzr3cw3FjRoU0zXetsLS8srpWXC9tbG5t7+i7ex0RJRyTNo5YxHsuEoTRkLQllYz0Yk5Q4DLSdccXmd+9IVzQKLySk5g4ARqG1KcYSSUN9APbjZgnJoH6UhuxeISu5XSgly3DnAOaRl2hWs9J7cyC31b5/GXW+rg7mjUH+pvtRTgJSCgxQ0L0LTOWToq4pJiRaclOBIkRHqMh6SsaooAIJ53Hn8ITpXjQj7h6oYRzdXEjRYHIEqrJAMmR+O1l4l9eP5F+zUlpGCeShDg/5CcMyghmXUCPcoIlmyiCMKcqK8QjxBGWqrHSYgn/k86pYZmG1bLKjQrIUQSH4BhUgAWqoAEuQRO0AQYpuAeP4Em71R60Z+01Hy1oXzv74Ae02SdUsJq4</latexit><latexit sha1_base64="ETH/NdlxdGasObZjdyTV02AaqEk=">AAAB/nicdVDLSgMxFM3UV62vUXHlJliEroYZEdruCm5cVrAP6Iwlk8m0oZlkSDJCGQr+ihsXirj1O9z5N2baClX0QMjhnHu5hxOmjCrtup9WaW19Y3OrvF3Z2d3bP7APj7pKZBKTDhZMyH6IFGGUk46mmpF+KglKQkZ64eSq8Hv3RCoq+K2epiRI0IjTmGKkjTS0T/xQsEhNE/PlPmLpGN3p2dCueo47B3SdpkG9uSCNSw9+W1WwRHtof/iRwFlCuMYMKTXw3FQHOZKaYkZmFT9TJEV4gkZkYChHCVFBPo8/g+dGiWAspHlcw7m6upGjRBUJzWSC9Fj99grxL2+Q6bgR5JSnmSYcLw7FGYNawKILGFFJsGZTQxCW1GSFeIwkwto0Vlkt4X/SvXA81/FuvGqrtqyjDE7BGagBD9RBC1yDNugADHLwCJ7Bi/VgPVmv1ttitGQtd47BD1jvX6HYlnw=</latexit>

f t
0

<latexit sha1_base64="sFfhH1V2C2oy5qP0RMxg8awFcLo=">AAAB+3icdVDLSsNAFL3xWeur1qWbwSJ0VRIR2u4KblxJBfuANobJZNIOnWTCzEQsob/ixoUibv0Rd/0bp41CFT0wzOGce7mH4yecKW3bc2ttfWNza7uwU9zd2z84LB2Vu0qkktAOEVzIvo8V5SymHc00p/1EUhz5nPb8yeXC791TqZiIb/U0oW6ERzELGcHaSF6pPPQFD9Q0Ml8WevadnnmlilOzl0B2rWlQb+akceGgb6vSKlzPwaDtlT6GgSBpRGNNOFZq4NiJdjMsNSOczorDVNEEkwke0YGhMY6ocrNl9hk6M0qAQiHNizVaqqsbGY7UIp6ZjLAeq9/eQvzLG6Q6bLgZi5NU05jkh8KUIy3QoggUMEmJ5lNDMJHMZEVkjCUm2tRVXC3hf9I9rzl2zblxKq0q5CjACZxCFRyoQwuuoA0dIPAAj/AML9bMerJerbd8dM362jmGH7DePwHgs5Zg</latexit><latexit sha1_base64="XDvp8O642Aq3hDczNcJRgJuThaY=">AAAB+3icdVDLSsNAFJ3UV62vWMGNm8EiFISQiNB2V3DjSirYB7QxTCaTdujkwcxELCFr/8KNC0Xc+iPu+jdOGoUqemCYwzn3cg/HjRkV0jTnWmlldW19o7xZ2dre2d3T96s9ESUcky6OWMQHLhKE0ZB0JZWMDGJOUOAy0nenF7nfvyNc0Ci8kbOY2AEah9SnGEklOXp15EbME7NAfanvmLcyc/SaZZgLQNNoKTRaBWmeW/DbqrXLV/PDh9NSx9E/Rl6Ek4CEEjMkxNAyY2mniEuKGckqo0SQGOEpGpOhoiEKiLDTRfYMnijFg37E1QslXKjLGykKRB5PTQZITsRvLxf/8oaJ9Jt2SsM4kSTExSE/YVBGMC8CepQTLNlMEYQ5VVkhniCOsFR1VZZL+J/0zgzLNKxrq9augwJlcASOQR1YoAHa4BJ0QBdgcA8ewTN40TLtSXvV3orRkva1cwB+QHv/BO9Plyo=</latexit><latexit sha1_base64="XDvp8O642Aq3hDczNcJRgJuThaY=">AAAB+3icdVDLSsNAFJ3UV62vWMGNm8EiFISQiNB2V3DjSirYB7QxTCaTdujkwcxELCFr/8KNC0Xc+iPu+jdOGoUqemCYwzn3cg/HjRkV0jTnWmlldW19o7xZ2dre2d3T96s9ESUcky6OWMQHLhKE0ZB0JZWMDGJOUOAy0nenF7nfvyNc0Ci8kbOY2AEah9SnGEklOXp15EbME7NAfanvmLcyc/SaZZgLQNNoKTRaBWmeW/DbqrXLV/PDh9NSx9E/Rl6Ek4CEEjMkxNAyY2mniEuKGckqo0SQGOEpGpOhoiEKiLDTRfYMnijFg37E1QslXKjLGykKRB5PTQZITsRvLxf/8oaJ9Jt2SsM4kSTExSE/YVBGMC8CepQTLNlMEYQ5VVkhniCOsFR1VZZL+J/0zgzLNKxrq9augwJlcASOQR1YoAHa4BJ0QBdgcA8ewTN40TLtSXvV3orRkva1cwB+QHv/BO9Plyo=</latexit><latexit sha1_base64="agt61A+OBwJS+hN1CBZqO6fM9Uw=">AAAB+3icdVDLSgMxFM3UV62vsS7dBIvQ1TAjQttdwY3LCvYBbR0ymUwbmkmGJCOWYX7FjQtF3Poj7vwbM22FKnog5HDOvdzDCRJGlXbdT6u0sbm1vVPereztHxwe2cfVnhKpxKSLBRNyECBFGOWkq6lmZJBIguKAkX4wuyr8/j2Rigp+q+cJGcdowmlEMdJG8u3qKBAsVPPYfFnku3c69+2a57gLQNdpGTRaS9K89OC3VQMrdHz7YxQKnMaEa8yQUkPPTfQ4Q1JTzEheGaWKJAjP0IQMDeUoJmqcLbLn8NwoIYyENI9ruFDXNzIUqyKemYyRnqrfXiH+5Q1THTXHGeVJqgnHy0NRyqAWsCgChlQSrNncEIQlNVkhniKJsDZ1VdZL+J/0LhzPdbwbr9aur+oog1NwBurAAw3QBtegA7oAgwfwCJ7Bi5VbT9ar9bYcLVmrnRPwA9b7F/DglPE=</latexit>

f t
i

<latexit sha1_base64="hCfxWTOcuiKsDEYzr1HlACr1AQw=">AAAB+3icdVDLSsNAFL3x2dZXrEs3g0XoqiQitN0V3LisYB/Q1jCZTtqhkwczE7WE/IoILhRx60e4deffOGkUquiBYQ7n3Ms9HDfiTCrL+jBWVtfWNzYLxdLW9s7unrlf7sowFoR2SMhD0XexpJwFtKOY4rQfCYp9l9OeOzvL/N41FZKFwaWaR3Tk40nAPEaw0pJjloduyMdy7usv8Rx2pVLHrNg1awFk1Zoa9WZOGqc2+rYqreLN2z0AtB3zfTgOSezTQBGOpRzYVqRGCRaKEU7T0jCWNMJkhid0oGmAfSpHySJ7io61MkZeKPQLFFqoyxsJ9mUWT0/6WE3lby8T//IGsfIao4QFUaxoQPJDXsyRClFWBBozQYnic00wEUxnRWSKBSZK11VaLuF/0j2p2VbNvrArrSrkKMAhHEEVbKhDC86hDR0gcAt38AhPRmo8GM/GSz66YnztHMAPGK+fMhWXUw==</latexit><latexit sha1_base64="wfriH1xEzxyhuOik68mgpIXuv4c=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl3gjeiHTkV61DHMOaBpNhXozJ41jC35b1Vbp6uXm/eCjPdJfh26IY58EEjMkxMAyI2kniEuKGUnLw1iQCOEpGpOBogHyibCTefYUHirFhV7I1QsknKuLGwnyRRZPTfpITsRvLxP/8gax9Bp2QoMoliTA+SEvZlCGMCsCupQTLNlMEYQ5VVkhniCOsFR1lRdL+J90jwzLNKwzq9qqgRxFsAf2QQ1YoA5a4BS0QQdgcA1uwT140FLtTnvUnvLRgva1swt+QHv+BNTEmUw=</latexit><latexit sha1_base64="wfriH1xEzxyhuOik68mgpIXuv4c=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl3gjeiHTkV61DHMOaBpNhXozJ41jC35b1Vbp6uXm/eCjPdJfh26IY58EEjMkxMAyI2kniEuKGUnLw1iQCOEpGpOBogHyibCTefYUHirFhV7I1QsknKuLGwnyRRZPTfpITsRvLxP/8gax9Bp2QoMoliTA+SEvZlCGMCsCupQTLNlMEYQ5VVkhniCOsFR1lRdL+J90jwzLNKwzq9qqgRxFsAf2QQ1YoA5a4BS0QQdgcA1uwT140FLtTnvUnvLRgva1swt+QHv+BNTEmUw=</latexit><latexit sha1_base64="FFHHR60s/0iBeLC7w6UzndAPBPY=">AAAB+3icdVDLSgMxFM3UV62vsS7dBIvQ1TAjQttdwY3LCvYBbR0ymUwbmkmGJCOWYX7FjQtF3Poj7vwbM22FKnog5HDOvdzDCRJGlXbdT6u0sbm1vVPereztHxwe2cfVnhKpxKSLBRNyECBFGOWkq6lmZJBIguKAkX4wuyr8/j2Rigp+q+cJGcdowmlEMdJG8u3qKBAsVPPYfFnk0zud+3bNc9wFoOu0DBqtJWleevDbqoEVOr79MQoFTmPCNWZIqaHnJnqcIakpZiSvjFJFEoRnaEKGhnIUEzXOFtlzeG6UEEZCmsc1XKjrGxmKVRHPTMZIT9VvrxD/8oapjprjjPIk1YTj5aEoZVALWBQBQyoJ1mxuCMKSmqwQT5FEWJu6Kusl/E96F47nOt6NV2vXV3WUwSk4A3XggQZog2vQAV2AwQN4BM/gxcqtJ+vVeluOlqzVzgn4Aev9C0f+lSo=</latexit>

at
i

<latexit sha1_base64="3eoy4WJjCp8FtBROSVc0XtvK4e4=">AAAB+3icdVDLSsNAFL3x2dZXrEs3g0XoqiQitN0V3LisYB/QxjCZTtuhkwczE7WE/IoILhRx60e4deffOGkUquiBYQ7n3Ms9HC/iTCrL+jBWVtfWNzYLxdLW9s7unrlf7sowFoR2SMhD0fewpJwFtKOY4rQfCYp9j9OeNzvL/N41FZKFwaWaR9Tx8SRgY0aw0pJrlodeyEdy7usvwS67UqlrVuyatQCyak2NejMnjVMbfVuVVvHm7R4A2q75PhyFJPZpoAjHUg5sK1JOgoVihNO0NIwljTCZ4QkdaBpgn0onWWRP0bFWRmgcCv0ChRbq8kaCfZnF05M+VlP528vEv7xBrMYNJ2FBFCsakPzQOOZIhSgrAo2YoETxuSaYCKazIjLFAhOl6yotl/A/6Z7UbKtmX9iVVhVyFOAQjqAKNtShBefQhg4QuIU7eIQnIzUejGfjJR9dMb52DuAHjNdPKmiXTg==</latexit><latexit sha1_base64="jLiYMxwY4loB0yj7YHJGiyKG87g=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl6ARvZDpSK9ahjkHNI2mQr2Zk8axBb+taqt09XLzfvDRHumvQzfEsU8CiRkSYmCZkbQTxCXFjKTlYSxIhPAUjclA0QD5RNjJPHsKD5XiQi/k6gUSztXFjQT5IounJn0kJ+K3l4l/eYNYeg07oUEUSxLg/JAXMyhDmBUBXcoJlmymCMKcqqwQTxBHWKq6yosl/E+6R4ZlGtaZVW3VQI4i2AP7oAYsUActcAraoAMwuAa34B48aKl2pz1qT/loQfva2QU/oD1/As0XmUc=</latexit><latexit sha1_base64="jLiYMxwY4loB0yj7YHJGiyKG87g=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl6ARvZDpSK9ahjkHNI2mQr2Zk8axBb+taqt09XLzfvDRHumvQzfEsU8CiRkSYmCZkbQTxCXFjKTlYSxIhPAUjclA0QD5RNjJPHsKD5XiQi/k6gUSztXFjQT5IounJn0kJ+K3l4l/eYNYeg07oUEUSxLg/JAXMyhDmBUBXcoJlmymCMKcqqwQTxBHWKq6yosl/E+6R4ZlGtaZVW3VQI4i2AP7oAYsUActcAraoAMwuAa34B48aKl2pz1qT/loQfva2QU/oD1/As0XmUc=</latexit><latexit sha1_base64="F7yoHnWww4snstOSPSv2uA7ClcU=">AAAB+3icdVDLSgMxFM3UV62vsS7dBIvQ1TAjQttdwY3LCvYBbR0ymUwbmkmGJCOWYX7FjQtF3Poj7vwbM22FKnog5HDOvdzDCRJGlXbdT6u0sbm1vVPereztHxwe2cfVnhKpxKSLBRNyECBFGOWkq6lmZJBIguKAkX4wuyr8/j2Rigp+q+cJGcdowmlEMdJG8u3qKBAsVPPYfBny6Z3OfbvmOe4C0HVaBo3WkjQvPfht1cAKHd/+GIUCpzHhGjOk1NBzEz3OkNQUM5JXRqkiCcIzNCFDQzmKiRpni+w5PDdKCCMhzeMaLtT1jQzFqohnJmOkp+q3V4h/ecNUR81xRnmSasLx8lCUMqgFLIqAIZUEazY3BGFJTVaIp0girE1dlfUS/ie9C8dzHe/Gq7XrqzrK4BScgTrwQAO0wTXogC7A4AE8gmfwYuXWk/VqvS1HS9Zq5wT8gPX+BUBRlSU=</latexit>

Lt
<latexit sha1_base64="MHbLNp+feF4Tc8RwQQm/ZipRwzQ=">AAAB+XicdVC7SgNBFL3rM8bXqqXNYBBSLbsiJKkM2FhYRDEPSNYwOzubDJl9MDMbCEv+xMZCEQsbG7/Dzr9xklWIogeGOZxzL/dwvIQzqWz7w1haXlldWy9sFDe3tnd2zb39loxTQWiTxDwWHQ9LyllEm4opTjuJoDj0OG17o/OZ3x5TIVkc3ahJQt0QDyIWMIKVlvqm2fNi7stJqL/s8lZN+2bJsew5kG3VNCq1nFRPHfRtlc5e3q5Bo9E333t+TNKQRopwLGXXsRPlZlgoRjidFnuppAkmIzygXU0jHFLpZvPkU3SsFR8FsdAvUmiuLm5kOJSzcHoyxGoof3sz8S+vm6qg6mYsSlJFI5IfClKOVIxmNSCfCUoUn2iCiWA6KyJDLDBRuqziYgn/k9aJ5diWc+WU6mXIUYBDOIIyOFCBOlxAA5pAYAx38ACPRmbcG0/Gcz66ZHztHMAPGK+fQgSWKw==</latexit><latexit sha1_base64="2JM8zsAIjAZ2ve7l+bE/EY5ELbs=">AAAB+XicdVDLSsNAFJ34rPUVdSnIYBG6CokIbVcW3Lhw0YJ9QBvLZDJph04mYWZSKKFL/8KNC0VcuHHT73DnN/gTThuFKnpgmMM593IPx4sZlcq2342l5ZXVtfXcRn5za3tn19zbb8ooEZg0cMQi0faQJIxy0lBUMdKOBUGhx0jLG17M/NaICEkjfq3GMXFD1Oc0oBgpLfVMs+tFzJfjUH/p1Y2a9MyCY9lzQNuqaJQqGSmfOfDbKpy/TOsft0fTWs986/oRTkLCFWZIyo5jx8pNkVAUMzLJdxNJYoSHqE86mnIUEumm8+QTeKIVHwaR0I8rOFcXN1IUylk4PRkiNZC/vZn4l9dJVFB2U8rjRBGOs0NBwqCK4KwG6FNBsGJjTRAWVGeFeIAEwkqXlV8s4X/SPLUc23LqTqFaBBly4BAcgyJwQAlUwSWogQbAYATuwAN4NFLj3ngynrPRJeNr5wD8gPH6CUv/mHA=</latexit><latexit sha1_base64="2JM8zsAIjAZ2ve7l+bE/EY5ELbs=">AAAB+XicdVDLSsNAFJ34rPUVdSnIYBG6CokIbVcW3Lhw0YJ9QBvLZDJph04mYWZSKKFL/8KNC0VcuHHT73DnN/gTThuFKnpgmMM593IPx4sZlcq2342l5ZXVtfXcRn5za3tn19zbb8ooEZg0cMQi0faQJIxy0lBUMdKOBUGhx0jLG17M/NaICEkjfq3GMXFD1Oc0oBgpLfVMs+tFzJfjUH/p1Y2a9MyCY9lzQNuqaJQqGSmfOfDbKpy/TOsft0fTWs986/oRTkLCFWZIyo5jx8pNkVAUMzLJdxNJYoSHqE86mnIUEumm8+QTeKIVHwaR0I8rOFcXN1IUylk4PRkiNZC/vZn4l9dJVFB2U8rjRBGOs0NBwqCK4KwG6FNBsGJjTRAWVGeFeIAEwkqXlV8s4X/SPLUc23LqTqFaBBly4BAcgyJwQAlUwSWogQbAYATuwAN4NFLj3ngynrPRJeNr5wD8gPH6CUv/mHA=</latexit><latexit sha1_base64="Ohomwrq0xYJMmvIw8d9Dig7xg9g=">AAAB+XicdVDLSsNAFL2pr1pfUZduBovQVUhEaLsruHHhooJ9QBvLZDJth04mYWZSKKF/4saFIm79E3f+jZO2QhU9MMzhnHu5hxMknCntup9WYWNza3unuFva2z84PLKPT9oqTiWhLRLzWHYDrChngrY005x2E0lxFHDaCSbXud+ZUqlYLO71LKF+hEeCDRnB2kgD2+4HMQ/VLDJfdvug5wO77DnuAsh16gbV+pLUrjz0bZVhhebA/uiHMUkjKjThWKme5ybaz7DUjHA6L/VTRRNMJnhEe4YKHFHlZ4vkc3RhlBANY2me0Gihrm9kOFJ5ODMZYT1Wv71c/MvrpXpY8zMmklRTQZaHhilHOkZ5DShkkhLNZ4ZgIpnJisgYS0y0Kau0XsL/pH3peK7j3XnlRmVVRxHO4Bwq4EEVGnADTWgBgSk8wjO8WJn1ZL1ab8vRgrXaOYUfsN6/AJknlDQ=</latexit>

…
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↵t
<latexit sha1_base64="PTqycLEqHTLokQb8CwqxEjvKwzg=">AAAB/nicdVDLSsNAFL3xWeurKq7cDBahq5CI0HZlwY3LKvYBTSyTyaQdOnkwMxFKKPgrblwo6rbf4c6/cdooVNEDwxzOuZd7OF7CmVSW9WEsLa+srq0XNoqbW9s7u6W9/baMU0Foi8Q8Fl0PS8pZRFuKKU67iaA49DjteKOLmd+5o0KyOLpR44S6IR5ELGAEKy31S4eOF3NfjkP9ZQ7myRDfqkm/VLZNaw5kmXWNaj0ntTMbfVvl89fpNWg0+6V3x49JGtJIEY6l7NlWotwMC8UIp5Oik0qaYDLCA9rTNMIhlW42jz9BJ1rxURAL/SKF5uriRoZDOUuoJ0OshvK3NxP/8nqpCmpuxqIkVTQi+aEg5UjFaNYF8pmgRPGxJpgIprMiMsQCE6UbKy6W8D9pn5q2ZdpXdrlRgRwFOIJjqIANVWjAJTShBQQyeIAneDbujUfjxXjLR5eMr50D+AFj+glKtZhz</latexit><latexit sha1_base64="I2DoSNWzIv9tUxlOGaGP7z4LQA4=">AAAB/nicdVDLSsNAFJ3UV62vqLgSZLAIXYVEhLYrC25ctmAf0MQymUzaoZMHMxOhhIIbP8SNC0Xd9jvc+Q3+hJNGoYoeGOZwzr3cw3FjRoU0zXetsLS8srpWXC9tbG5t7+i7ex0RJRyTNo5YxHsuEoTRkLQllYz0Yk5Q4DLSdccXmd+9IVzQKLySk5g4ARqG1KcYSSUN9APbjZgnJoH6UhuxeISu5XSgly3DnAOaRl2hWs9J7cyC31b5/GXW+rg7mjUH+pvtRTgJSCgxQ0L0LTOWToq4pJiRaclOBIkRHqMh6SsaooAIJ53Hn8ITpXjQj7h6oYRzdXEjRYHIEqrJAMmR+O1l4l9eP5F+zUlpGCeShDg/5CcMyghmXUCPcoIlmyiCMKcqK8QjxBGWqrHSYgn/k86pYZmG1bLKjQrIUQSH4BhUgAWqoAEuQRO0AQYpuAeP4Em71R60Z+01Hy1oXzv74Ae02SdUsJq4</latexit><latexit sha1_base64="I2DoSNWzIv9tUxlOGaGP7z4LQA4=">AAAB/nicdVDLSsNAFJ3UV62vqLgSZLAIXYVEhLYrC25ctmAf0MQymUzaoZMHMxOhhIIbP8SNC0Xd9jvc+Q3+hJNGoYoeGOZwzr3cw3FjRoU0zXetsLS8srpWXC9tbG5t7+i7ex0RJRyTNo5YxHsuEoTRkLQllYz0Yk5Q4DLSdccXmd+9IVzQKLySk5g4ARqG1KcYSSUN9APbjZgnJoH6UhuxeISu5XSgly3DnAOaRl2hWs9J7cyC31b5/GXW+rg7mjUH+pvtRTgJSCgxQ0L0LTOWToq4pJiRaclOBIkRHqMh6SsaooAIJ53Hn8ITpXjQj7h6oYRzdXEjRYHIEqrJAMmR+O1l4l9eP5F+zUlpGCeShDg/5CcMyghmXUCPcoIlmyiCMKcqK8QjxBGWqrHSYgn/k86pYZmG1bLKjQrIUQSH4BhUgAWqoAEuQRO0AQYpuAeP4Em71R60Z+01Hy1oXzv74Ae02SdUsJq4</latexit><latexit sha1_base64="ETH/NdlxdGasObZjdyTV02AaqEk=">AAAB/nicdVDLSgMxFM3UV62vUXHlJliEroYZEdruCm5cVrAP6Iwlk8m0oZlkSDJCGQr+ihsXirj1O9z5N2baClX0QMjhnHu5hxOmjCrtup9WaW19Y3OrvF3Z2d3bP7APj7pKZBKTDhZMyH6IFGGUk46mmpF+KglKQkZ64eSq8Hv3RCoq+K2epiRI0IjTmGKkjTS0T/xQsEhNE/PlPmLpGN3p2dCueo47B3SdpkG9uSCNSw9+W1WwRHtof/iRwFlCuMYMKTXw3FQHOZKaYkZmFT9TJEV4gkZkYChHCVFBPo8/g+dGiWAspHlcw7m6upGjRBUJzWSC9Fj99grxL2+Q6bgR5JSnmSYcLw7FGYNawKILGFFJsGZTQxCW1GSFeIwkwto0Vlkt4X/SvXA81/FuvGqrtqyjDE7BGagBD9RBC1yDNugADHLwCJ7Bi/VgPVmv1ttitGQtd47BD1jvX6HYlnw=</latexit>

f t
0

<latexit sha1_base64="sFfhH1V2C2oy5qP0RMxg8awFcLo=">AAAB+3icdVDLSsNAFL3xWeur1qWbwSJ0VRIR2u4KblxJBfuANobJZNIOnWTCzEQsob/ixoUibv0Rd/0bp41CFT0wzOGce7mH4yecKW3bc2ttfWNza7uwU9zd2z84LB2Vu0qkktAOEVzIvo8V5SymHc00p/1EUhz5nPb8yeXC791TqZiIb/U0oW6ERzELGcHaSF6pPPQFD9Q0Ml8WevadnnmlilOzl0B2rWlQb+akceGgb6vSKlzPwaDtlT6GgSBpRGNNOFZq4NiJdjMsNSOczorDVNEEkwke0YGhMY6ocrNl9hk6M0qAQiHNizVaqqsbGY7UIp6ZjLAeq9/eQvzLG6Q6bLgZi5NU05jkh8KUIy3QoggUMEmJ5lNDMJHMZEVkjCUm2tRVXC3hf9I9rzl2zblxKq0q5CjACZxCFRyoQwuuoA0dIPAAj/AML9bMerJerbd8dM362jmGH7DePwHgs5Zg</latexit><latexit sha1_base64="XDvp8O642Aq3hDczNcJRgJuThaY=">AAAB+3icdVDLSsNAFJ3UV62vWMGNm8EiFISQiNB2V3DjSirYB7QxTCaTdujkwcxELCFr/8KNC0Xc+iPu+jdOGoUqemCYwzn3cg/HjRkV0jTnWmlldW19o7xZ2dre2d3T96s9ESUcky6OWMQHLhKE0ZB0JZWMDGJOUOAy0nenF7nfvyNc0Ci8kbOY2AEah9SnGEklOXp15EbME7NAfanvmLcyc/SaZZgLQNNoKTRaBWmeW/DbqrXLV/PDh9NSx9E/Rl6Ek4CEEjMkxNAyY2mniEuKGckqo0SQGOEpGpOhoiEKiLDTRfYMnijFg37E1QslXKjLGykKRB5PTQZITsRvLxf/8oaJ9Jt2SsM4kSTExSE/YVBGMC8CepQTLNlMEYQ5VVkhniCOsFR1VZZL+J/0zgzLNKxrq9augwJlcASOQR1YoAHa4BJ0QBdgcA8ewTN40TLtSXvV3orRkva1cwB+QHv/BO9Plyo=</latexit><latexit sha1_base64="XDvp8O642Aq3hDczNcJRgJuThaY=">AAAB+3icdVDLSsNAFJ3UV62vWMGNm8EiFISQiNB2V3DjSirYB7QxTCaTdujkwcxELCFr/8KNC0Xc+iPu+jdOGoUqemCYwzn3cg/HjRkV0jTnWmlldW19o7xZ2dre2d3T96s9ESUcky6OWMQHLhKE0ZB0JZWMDGJOUOAy0nenF7nfvyNc0Ci8kbOY2AEah9SnGEklOXp15EbME7NAfanvmLcyc/SaZZgLQNNoKTRaBWmeW/DbqrXLV/PDh9NSx9E/Rl6Ek4CEEjMkxNAyY2mniEuKGckqo0SQGOEpGpOhoiEKiLDTRfYMnijFg37E1QslXKjLGykKRB5PTQZITsRvLxf/8oaJ9Jt2SsM4kSTExSE/YVBGMC8CepQTLNlMEYQ5VVkhniCOsFR1VZZL+J/0zgzLNKxrq9augwJlcASOQR1YoAHa4BJ0QBdgcA8ewTN40TLtSXvV3orRkva1cwB+QHv/BO9Plyo=</latexit><latexit sha1_base64="agt61A+OBwJS+hN1CBZqO6fM9Uw=">AAAB+3icdVDLSgMxFM3UV62vsS7dBIvQ1TAjQttdwY3LCvYBbR0ymUwbmkmGJCOWYX7FjQtF3Poj7vwbM22FKnog5HDOvdzDCRJGlXbdT6u0sbm1vVPereztHxwe2cfVnhKpxKSLBRNyECBFGOWkq6lmZJBIguKAkX4wuyr8/j2Rigp+q+cJGcdowmlEMdJG8u3qKBAsVPPYfFnku3c69+2a57gLQNdpGTRaS9K89OC3VQMrdHz7YxQKnMaEa8yQUkPPTfQ4Q1JTzEheGaWKJAjP0IQMDeUoJmqcLbLn8NwoIYyENI9ruFDXNzIUqyKemYyRnqrfXiH+5Q1THTXHGeVJqgnHy0NRyqAWsCgChlQSrNncEIQlNVkhniKJsDZ1VdZL+J/0LhzPdbwbr9aur+oog1NwBurAAw3QBtegA7oAgwfwCJ7Bi5VbT9ar9bYcLVmrnRPwA9b7F/DglPE=</latexit>

f t
i

<latexit sha1_base64="hCfxWTOcuiKsDEYzr1HlACr1AQw=">AAAB+3icdVDLSsNAFL3x2dZXrEs3g0XoqiQitN0V3LisYB/Q1jCZTtqhkwczE7WE/IoILhRx60e4deffOGkUquiBYQ7n3Ms9HDfiTCrL+jBWVtfWNzYLxdLW9s7unrlf7sowFoR2SMhD0XexpJwFtKOY4rQfCYp9l9OeOzvL/N41FZKFwaWaR3Tk40nAPEaw0pJjloduyMdy7usv8Rx2pVLHrNg1awFk1Zoa9WZOGqc2+rYqreLN2z0AtB3zfTgOSezTQBGOpRzYVqRGCRaKEU7T0jCWNMJkhid0oGmAfSpHySJ7io61MkZeKPQLFFqoyxsJ9mUWT0/6WE3lby8T//IGsfIao4QFUaxoQPJDXsyRClFWBBozQYnic00wEUxnRWSKBSZK11VaLuF/0j2p2VbNvrArrSrkKMAhHEEVbKhDC86hDR0gcAt38AhPRmo8GM/GSz66YnztHMAPGK+fMhWXUw==</latexit><latexit sha1_base64="wfriH1xEzxyhuOik68mgpIXuv4c=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl3gjeiHTkV61DHMOaBpNhXozJ41jC35b1Vbp6uXm/eCjPdJfh26IY58EEjMkxMAyI2kniEuKGUnLw1iQCOEpGpOBogHyibCTefYUHirFhV7I1QsknKuLGwnyRRZPTfpITsRvLxP/8gax9Bp2QoMoliTA+SEvZlCGMCsCupQTLNlMEYQ5VVkhniCOsFR1lRdL+J90jwzLNKwzq9qqgRxFsAf2QQ1YoA5a4BS0QQdgcA1uwT140FLtTnvUnvLRgva1swt+QHv+BNTEmUw=</latexit><latexit sha1_base64="wfriH1xEzxyhuOik68mgpIXuv4c=">AAAB+3icdVDLSsNAFJ3UV1tfsS7dDFahq5CI0HZXcOOygn1AG8tkMmmHTh7MTNQS8iMu3LhQxK0f4dadn+DWL3DSKFTRA8MczrmXezhOxKiQpvmmFZaWV1bXiqXy+sbm1ra+U+mKMOaYdHDIQt53kCCMBqQjqWSkH3GCfIeRnjM9yfzeJeGChsG5nEXE9tE4oB7FSCpppFeGTshcMfPVl3gjeiHTkV61DHMOaBpNhXozJ41jC35b1Vbp6uXm/eCjPdJfh26IY58EEjMkxMAyI2kniEuKGUnLw1iQCOEpGpOBogHyibCTefYUHirFhV7I1QsknKuLGwnyRRZPTfpITsRvLxP/8gax9Bp2QoMoliTA+SEvZlCGMCsCupQTLNlMEYQ5VVkhniCOsFR1lRdL+J90jwzLNKwzq9qqgRxFsAf2QQ1YoA5a4BS0QQdgcA1uwT140FLtTnvUnvLRgva1swt+QHv+BNTEmUw=</latexit><latexit sha1_base64="FFHHR60s/0iBeLC7w6UzndAPBPY=">AAAB+3icdVDLSgMxFM3UV62vsS7dBIvQ1TAjQttdwY3LCvYBbR0ymUwbmkmGJCOWYX7FjQtF3Poj7vwbM22FKnog5HDOvdzDCRJGlXbdT6u0sbm1vVPereztHxwe2cfVnhKpxKSLBRNyECBFGOWkq6lmZJBIguKAkX4wuyr8/j2Rigp+q+cJGcdowmlEMdJG8u3qKBAsVPPYfFnk0zud+3bNc9wFoOu0DBqtJWleevDbqoEVOr79MQoFTmPCNWZIqaHnJnqcIakpZiSvjFJFEoRnaEKGhnIUEzXOFtlzeG6UEEZCmsc1XKjrGxmKVRHPTMZIT9VvrxD/8oapjprjjPIk1YTj5aEoZVALWBQBQyoJ1mxuCMKSmqwQT5FEWJu6Kusl/E96F47nOt6NV2vXV3WUwSk4A3XggQZog2vQAV2AwQN4BM/gxcqtJ+vVeluOlqzVzgn4Aev9C0f+lSo=</latexit>

at
i
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Figure 6: Structure of the decoding framework. (a) The overall network ar-
chitecture (same as in Figure 1, repeated here for ease of understanding of the
architecture). (b) The auto-encoder used to pretrain the speech encoder. The
speech encoder is trained to generate proper speech parameters that can recon-
struct input spectrograms through the speech synthesizer. (c) The ECoG de-
coder is a modified spatio-temporal residual network. After an initial temporal
convolutional layer and eight residual blocks (constructed by three-dimensional
convolution layers), multiple subnetworks (using one or two fully connected lay-
ers) generate speech parameters separately. (d) The speech encoder in (b) has
three convolutional layers followed by the same multi-head output structure as
in (c). (e) Illustrates the processes within the speech synthesizer. The harmon-
ics (in voice pathway) and white noise (unvoice pathway) are generated and
filtered (multiplication in spectrogram domain) by voice and unvoice filters, re-
spectively. The filtered results are then weighted averaged according to the
mixing parameter and then amplified by the loudness parameter.

25

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted December 7, 2021. ; https://doi.org/10.1101/2021.12.06.471521doi: bioRxiv preprint 

https://doi.org/10.1101/2021.12.06.471521


To generate the contribution map, we first determine the contribution of494

each electrode (with a corresponding location in the MNI coordinate), which is495

then diffused into the surrounding area in the same anatomical region using a496

Gaussian kernel. Since our ECoG grid has hybrid density, to remove the effect497

of non-uniform density on the diffused result, we normalize the result of each498

region by the local grid density. The results shown in Figures 3,4, and 5 are499

obtained by averaging the contribution maps obtained for all test samples for500

all participants.501

4.6 Visualizing spatial contribution map502

The contribution of the entire signal at the i-th electrode to the entire output503

signal, Ci, is obtained by using the method in Section 4.5 with S and T cov-504

ering the entire input and output signal duration. The causal and anticausal505

contribution plots in Figure 3 are generated by applying such analysis to the506

learned anticausal model (Figure 3b) and causal model (Figure 3c), respectively.507

The contrast of the anticausal and causal contribution (Figure 3e) for each is508

the difference between the causal and anticausal contribution map. The noise509

level for the contribution analysis (Figure 3d) is generated from the shuffled510

model using non-causal processing (the shuffled model is trained on an artificial511

dataset with temporal misaligned input-output, and hence models of different512

causality are equivalent). To generate per region feedback-feedforward box plot513

(Figure 3f), we calculate the contrast contributions averaged over electrodes of514

the same within-subject anatomical labels corresponding to each region.515

The contrast of the anticausal and causal contribution (as is shown in Figure

3e) of electrode i is defined as

C̃i
contrast = C̃i

anticausal − C̃i
causal
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In order to examine electrode polarization to anticausal or causal contribution,

we calculate the normalized version of anticausal and causal contribution con-

trast:

C̃i
polar =

C̃i
anticausal − C̃i

causal

C̃i
anticausal + C̃i

causal

By normalizing the contrast of anticausal and causal contribution, C̃i
polar em-516

phasize the angle of contribution directing towards anticausal or causal, rather517

than their contrast. This is what is visualized in Figure E2 a,b in Extended518

Data (only for those electrodes with either anticausal contribution attribute519

(C̃i
anticausal) or causal contribution attribute (C̃i

causal) above noise level deter-520

mined by the shuffled model). This is what is shown in Extended Data Figure521

E2.522

4.7 Visualizing spatial-temporal contribution receptive field523

When evaluating the contribution over a finite duration we use small temporal

scope S = T = 64ms. To Evaluate the contribution of an electrode signal to the

output with various delay, denoted by τ , we average Ci[s, s + τ ] for all s in a

certain duration leading to

C̃i(τ) =
1

s1 − s0

s1∑
s=s0

Ci[s, s+ τ ]

Here we assume the effect of delay is independent of actual output time s.524

When τ ≤ 0, C̃i
causal(τ) reveals the causal contribution of electrode i to the525

output (Figure 4 a,b). To investigate pre-production contribution, we restrict526

s + τ and s to be no later than the onset of production (vise-versa for during-527

production analysis). When τ ≥ 0 the C̃i
anticausal(τ) reveals the anticausal528

contribution (Figure 4c). This is how the results in Figure 4 were generated,529

where the causal (resp. anticausal) contribution is derived from the causal (resp.530
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anticausal) model.531

4.7.1 Visualizing per region temporal contribution receptive field532

Similar to the per region plot in Figure 3f, to generate a temporal contribution533

curve for each region (Figure 5), we average the spatial-temporal receptive field534

data (Figure 4) over to the same within-subject anatomical region labels. The535

control curve is generated by applying the same method for the shuffled model536

(grey curves in Figure 4). We omit those curves that are not significantly above537

noise level by Wilcoxon sign rank testing between averaged (over time) region538

contribution curves and the averaged (over time) noise level curve (see Extended539

Data Table 2).540
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A Extended Data714

A.1 Additional Decoding Framework Details715

A.1.1 Differentiable speech synthesizer716

In a traditional vocoder, speech is generated by switching between voiced and717

unvoiced content. Each content comes from an autoregressive system driven by718

a certain excitation signal that is either a harmonic signal or a white noise sig-719

nal [11]. Inspired by such a process, we construct our speech synthesizer shown720

in Fig. 6. It consists of two pathways. The voice pathway generates a voiced721

component by driving a harmonic excitation with time-varying fundamental fre-722

quency (i.e., pitch) f t
0 through a voice filter consisting of N formant filters, each723

described by a center frequency f t
i and an amplitude ati, i = 1, 2, ..., N . Note724

that we parameterize the bandwidth bti as a function of the center frequency f t
i ,725

as discussed later. The unvoice pathway generates an unvoiced component by726

driving a white noise through an unvoice filter described as a center frequency727

f t
n, bandwidth btn and amplitude atn (in addition to the N formant filters for728

the voice pathway). These two components are adaptively combined with a729

time-varying mixing factor αt, controlling the relative contribution between730

voiced sounds (for sonorant phonemes including vowels and nasals) and un-731

voiced sounds (for voiceless plosives and fricatives such as /p/, /s/). The voiced732

plosives and fricatives (such as /b/, /z/) can be generated as a combination of733

voiced and unvoiced components. Finally, the combined signal is amplified by a734

loudness parameter Lt. In our study, we used N = 6 formants. The synthesizer735

is driven by a total of 18 time-varying speech parameters, including the fun-736

damental (or pitch) frequency f t
0, the mixing factor between the two pathways737

αt, the 12 parameters for the voice filter (f t
i , a

t
i) and the three parameters for738

the unvoice filter f t
n, b

t
n, a

t
n, and the loudness Lt. Given the parameter values739
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at each time sample, the synthesizer can generate a spectrogram sample. The740

spectrogram is a differentiable function of the speech parameters so that we can741

back-propagate the gradient of the training loss in terms of the predicted spec-742

trogram to the speech parameters, which can then be backpropagated to either743

the speech encoder or the ECoG decoder parameters. Specifically, let the V t(f)744

represent the spectrogram of the voicing component, U t(f) that of the unvoicing745

component, and αt ∈ [0, 1] the mixing factor. The combined spectrogram can746

be written as St(f) = αtV t(f) + (1−αt)U t(f). Finally, the synthesized speech747

spectrogram is S̃t(f) = LtSt(f), where Lt is the loudness that modulates the748

signal cross time.749

Formant filters in the voice pathway The filter in the voice pathway750

consists of multiple formant filters, corresponding to the multiple formants as-751

sociated with vowels. The formant filter shape over frequency, which is related752

to the resonance property of the vocal tract, is closely related to the timbre753

of speakers’ voice [32]. We have found that a predefined analytic form such as754

generalized Gaussian cannot cover all feasible filter shapes. Instead, we learn755

a speaker-dependent prototype filter for each formant based on the speaker’s756

natural speech. We represent the prototype filter (Gi(f) for the i-th formant757

as a piecewise linear function, linearly interpolated from gi[m],m = 1...M , the758

amplitudes of the filter at M uniformly sampled frequencies up to fmax. We759

restrict the resulting filter Gi(f) to be unimodal (with a single peak of value760

1) by properly constraining g[m]. Given g[m],m = 1...M , the peak frequency761

fproto
i and the half-power bandwidth bprotoi can be determined. The actual for-762

mant filter at any time can be written as a shifted and scaled version of Gi(f).763

Specifically, at time t, given an amplitude (ati), a center frequency (f t
i ), and a764
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bandwidth (bti), the i-th formant filter is given by765

F t
i (f) = ati ·Gi

(
bprotoi

bti
· (f − f t

i ) + fproto
i

)
(1)

Then the filter for the voice pathway with N formant filters can be written766

as F t
h(f) =

∑N
i=1 F

t
i (f). We learn the parameters g[m],m = 1...M for Gi(f)767

during the unsupervised pre-training of the speech encoder, which does not768

require neural data. Fitting such a prototype filter is not data-hungry even769

with a relatively large M . We used M = 20 in our experiment. Although two770

formants (N=2) have been shown to suffice for intelligible reconstruction [7],771

we use N=6 in our experiments for more accurate synthesis. We denote the772

parameter set for the voice filter at time t by St = {(f t
i , a

t
i, b

t
i)|i ∈ {1, · · · , N}}.773

As explained later, the bandwidth bti parameters are not independent speech774

parameters, rather functions of the center frequencies f t
i .775

Unvoice filter For the unvoice pathway, we add a broadband filter described776

by {(f t
n̂, a

t
n̂, b

t
n̂)}. The shape of this filter F t

n̂(f) follows equation (1) but with777

the filter coefficients (αt
i, f

t
i , b

t
i) replaced by (αt

n̂, f
t
n̂, b

t
n̂). The bandwidth is778

constrained to satisfy btn̂ > 2000Hz, following the broadband nature of obstruent779

phonemes. We also keep the multiple formant filters in the voice filter described780

by St. This is motivated by the fact that human beings differentiate consonants781

with similar sounds such as /p/ and /d/, not only by the immediate burst782

of these sounds, but also the development of the following formant frequency783

until the next vowel [33]. To encode such formant transitions, we use the same784

formant filter parameters for modeling the narrow passbands in both the voiced785

component and the unvoiced component. The parameter set for the unvoiced786

component is thus T t = St ∪ {(f t
n̂, a

t
n̂, b

t
n̂)}. The overall filter for the unvoice787

pathway is: F t
n(f) = F t

n̂(f) +
∑N

i=1 F
t
i (f).788
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To further reduce the parameter space dimension, we model the bandwidth789

bti of a formant filter as a piecewise linear function of the center frequency f t
i .790

We assume791

bti =


a(f t

i − fθ) + b0, if f t
i > fθ

b0, otherwise

where threshold frequency fθ, slope a, and baseline bandwidth b0 are three792

parameters that can be learnt during unsupervised pre-training, shared among793

all formant filters.794

Harmonic excitation In the voice pathway, the voice filter is applied on795

the harmonic excitation. This pathway models the human production of vowels796

and nasals, which results from the voice excited by the vocal cord shaped by the797

vocal tract. The excitation is constructed by sinusoidal harmonic oscillations798

with a time varying fundamental frequency f t
0. Inspired by the formulation799

in [12], we define the harmonic excitation ht as: ht =
∑K

k=1 h
t
k, where K is the800

total number of harmonics ( K=80 in our experiment). Assuming the initial801

phase is 0, each harmonic resonance ht
k at time step t has an instant phase that802

is the accumulation of resonance frequency in the past. Specifically, the k-th803

resonance at time step t is ht
k = sin(2π

∑t
τ=0 f

(τ)
k ), where f

(t)
k = kf

(t)
0 . Denoting804

the spectrogram of ht as Ht(f), the spectrogram of the voice component is the805

multiplication of Ht(f) and the voice filter, i.e., V t(f) = Ht(f) ◦ F t
h(f).806

Noise excitation The unvoice pathway models consonants like plosives and807

fricatives, where the vocal tract and human mouth filter the airflow through808

the mouth. It follows a similar process as in the harmonic counterpart. The809

major difference is that the excitation being filtered becomes stationary white810

Gaussian distributed noise n̂(t) ∼ N (0, 1), with a corresponding spectrogram811

N t(f). The filtered noise spectrogram (i.e., the unvoice component) is U t(f) =812
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N t(f) ◦ F t
n(f).813

A.1.2 ECoG decoder and speech encoder814

The ECoG decoder is constructed by a three-dimensional ResNet that treats815

time-varying signals on an ECoG grid array as spatiotemporal three-dimensional816

tensors (width × height × time duration). As is depicted in Figure 6c, after an817

initial temporal convolutional layer (with 128 feature map filters and a kernel818

size of 1 × 1 × 9(72ms)), the signal passes through eight residual blocks. Each819

block contains two three-dimensional convolutional layers (with 128 feature map820

filters, each has kernel size of 3×3×5(40ms)). The output of the residual blocks821

creates a shared latent representation consisting of 128 feature maps (each is a822

one-dimensional temporal signal by average pooling the two spatial dimensions),823

which is then fed into different output heads (each applies each consists of one or824

two fully connected layers acting on the 128 features at the same time point) to825

generate speech parameters. The overall temporal receptive field for generating826

one speech parameter sample is 73 temporal samples of 584 ms.827

The speech encoder network architecture we choose is as simple as possible828

to demonstrate the effectiveness of the speech synthesizer design. In the exper-829

iment, we use three layers of temporal convolution (we treat the frequency axis830

of the spectrogram as the feature dimension) to generate a latent representa-831

tion (Figure 6d). Each convolutional layer has 128 feature maps and a temporal832

kernel size of 3 frames (24ms). To output the speech parameter, we apply the833

same multi-head structure to the latent representation as in the last layer of the834

ECoG decoder.835
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A.1.3 Loss and training hyper-parameters836

The speech encoder is trained with a weighted average of the mixed spectral

loss and the parameter loss. The mixed spectral loss [12] is defined as:

LMSS(S̃
t(f), St(f)) = Llin(S̃

t(f), St(f)) + Lmel(S̃
t(f), St(f)),

in which,837

Llin(x, y) = ∥x− y∥1 + ∥logx− logy∥1

Lmel(x, y) = ∥xmel − ymel∥1 + ∥logxmel − logymel∥1

where St(f) and S̃t(f) denote the ground truth and reconstructed spectrograms,838

respectively, subscript lin means that the frequency is in the linear scale while839

the subscript mel means the frequency is in the mel scale. In our experiments,840

we use 256 frequency samples (ranging from 0-8000 Hz) for both linear scale841

and mel scale speech sepctrograms.842

Let’s denote the j-th reconstructed speech parameter as P̃ t
j and its reference

P t
j , the overall training loss for the ECoG decoder becomes:

L = Lspectrogram + Lspeechparameters

= λ0LMSS(S̃
t(f), St(f)) +

∑
j

λj(
∥∥∥P̃ t

j − P t
j

∥∥∥2
2
)

where λj balance the contribution from different loss terms since they have843

different physical meanings and scales.844

Both the speech encoder and ECoG decoder are fitted by Adam optimizer845

with hyper-parameters: lr = 10−3, β1 = 0.9, β2 = 0.999. We train an individual846

ECoG decoder and speech encoder per patient. The pre-training of the speech847
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encoder and the training of the ECoG decoder share the same training/testing848

set partition.849

B Additional Figures and Tables850
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original

decoded
original

decoded
original

decoded
original

Patient 1 Patient 2 Patient 3 Patient 4 Patient 5

Figure E1: The spectral energy distribution of the decoded and original speech
for five patients. Visualized by averaging the broadband spectrograms magni-
tude across time of all test samples.
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Figure E2: Normalized contrast of feedforward vs. feedback contribution.
(a) electrode level feedforward-feedback contribution contrast, normalized by
the sum of feedforward and feedback contribution magnitude. (b) elec-
trodes with large feedforward-feedback polarity with the normalized contrast
magnitude>0.9. (c) The histogram of the normalized contrast. Positive bins
correspond to anticausal polarization.
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Figure E3: Electrodes array and implant location of all five patients (P1-P5) in
our experiments. (a) The 128 electrodes on the hybrid density ECoG array. (b)
All electrodes on cortex (MNI). (c) All electrodes with usable data. Only data
from these electrodes are used to train the ECoG decoder models.
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Anatomical region p z
rSTG 0.0332 -2.9628
cSTG 1.607E-15 9.6234
rMTG 2.5108E-04 4.9359
mMTG 1.5257E-13 9.0185
cMTG 0.2269 1.5656
ventralprecentral 4.9511E-8 -7.1409
dorsalprecentral 0.4349 0.6525
postcentral 6.419E-04 -4.9612
cMFG 0.0248 3.1417
rMFG 0.1988 1.7202
parstriangularis 2.6715E-06 6.3518
parsopercularis 8.0693E-15 -9.6185
supramarginal 1.1144E-04 5.3919

Table 1: Statistics of data in Figure 3f. The P-value and Z-value are reported
for Wilcoxon sign rank test between feedback and feedforward contributions
across all electrodes and test trials within each anatomical region. The Z-value
represents the rank based test statistic with positive values reflecting anticausal
contributions and negative values reflecting causal contributions.
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Causal vs. Anticausal Causal during vs pre
Anatomical region P-value Z-value P-value Z-value
cSTG 2.6789E-17 9.6711 4.718E-04 3.696
rSTG 0.0343 -2.9457 6.2075E-04 4.7427
mMTG 3.2252E-13 9.0928 4.5863E-04 -4.0475
cMTG 0.3930 1.0021 0.2718 -1.1957
rMTG 1.8511E-04 5.1625 1.0173E-10 -8.9283
ventralprecentral 2.8012E-15 -10.0562 8.2757E-05 5.0475
dorsalprecentral 0.6492 0.2967 5.5615E-04 -3.4394
postcentral 3.0581E-08 -6.1286 0.3037 1.7462
supramarginal 1.9928E-07 6.0301 4.8257E-06 -6.0274
parsopercularis 8.6228E-18 -10.0274 0.5922 0.1582
parstriangularis 0.0162 3.9003 3.2532E-32 -12.4583
rMFG 0.0021 -4.9475 2.5714E-04 -5.0131
cMFG 0.0045 3.9862 3.0747E-09 -7.0652

Table 3: Statistics of data in Figure 4 and 5. Per anatomical region P-value
and Z-value are reported for Wilcoxon sign rank test between the causal (during
production period) model and the anticausal model (The positive/negative Z-
values represent the direction of the contribution where positive values denote
anticausal greater than causal), as well as the causal model between during-
and pre- epochs (The positive/negative Z-values represent the direction of the
contribution where positive values denote during production greater than pre-
production). Curves of each individual electrode and test trial are considered
as one sample, and are averaged across the time epoch to perform the Wilcoxon
sign rank test. The red marked regions in the table are highlighted to denote
no significance (P-value>0.05).
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Anatomical region
Causal
(pre)

Causal
(during)

Anticausal

cSTG - -352 168
rSTG - -256 -
mMTG -176 - 240
cMTG - - -
rMTG -192 - 312
ventralprecentral -196 -208 280
dorsalprecentral -192 -184 144
postcentral -248 -256 192
supramarginal -120 - 184
parsopercularis -248 -280 232
parstriangularis -240 -336 264
rMFG -248 -304 -
cMFG -248 -304 208

Table 4: Peak time of each anatomical region curves in Figure 5 a,b,c. Each
column reports the peak time of the temporal receptive field curves for the
causal model (pre-production), causal model (during production), and anti-
causal model, respectively. The peak of each region is calculated based on the
averaged curve (averaged across trials and electrodes within the region).
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