Harmonized-Multinational qEEG Norms (HarMNqEEG)
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Abstract

This paper extends our frequency domain quantitative electroencephalography (qEEG) methods pursuing higher sensitivity to detect Brain Developmental Disorders. Prior qEEG work lacked integration of cross-spectral information omitting important functional connectivity descriptors. Lack of geographical diversity precluded accounting for site-specific variance, increasing qEEG nuisance variance. We ameliorate these weaknesses. i) Create lifespan Hermitian Riemannian multinational qEEG norms for cross-spectral tensors. These norms result from the HarMNqEEG project fostered by the Global Brain Consortium. We calculate the norms with data from 9 countries, 12 devices, and 14 studies, including 1564 subjects. Instead of raw data, only anonymized metadata and EEG cross-spectral tensors were shared. After visual and automatic quality control developmental equations for the mean and standard deviation of qEEG traditional and Hermitian Riemannian descriptive parameters were calculated using additive mixed-effects models. We demonstrate qEEG “batch effects” and provide methods to calculate harmonized z-scores. ii) We also show that

* These authors share the corresponding author.

The detail of affiliation are listed in section Affiliation.
the multinational harmonized Hermitian Riemannian norms produce z-scores with increased
diagnostic accuracy to predict brain dysfunction at school-age produced by malnutrition only
in the first year of life. We provide data and software for constructing norms. iii) We offer
open code and data to calculate different individual z-scores from the HarMNqEEG dataset.
These results contribute to developing bias-free, low-cost neuroimaging technologies
applicable in various health settings.
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**Highlights**

- We create lifespan Hermitian Riemannian qEEG norms for cross-spectral tensors.
- The norms are based on 9 countries, 12 devices, and 14 studies, with 1564 subjects.
- We demonstrate qEEG “batch effects”, providing harmonization methods to remove them.
- Multinational harmonized z-scores increase diagnostic accuracy of brain dysfunction.
- Data and software are available for norm and individual z-scores calculation.

**Introduction**

Characterizing the age-dependent developmental trajectories of the brains of healthy and
diseased individuals is essential for precision medicine. As Verdi et al. (2021) recently
emphasized, when using Neuroimaging for this purpose, we must move beyond the
“average patient”; we must instead understand individual differences in brain aging
processes to allow early detection of functional deterioration and neurodegenerative
disease. Quantifying these individual developmental trajectories hinges on choosing the
proper “Descriptive Parameters” (DPs) that summarize brain anatomy or physiology features
and distinguishing their normal or abnormal evolution during the lifespan. These DPs depend
strongly on age.
Central to the definition of healthy developmental brain trajectories is the creation of age-
dependent developmental "norms" ("charts" or "atlases") comprising both measures of
central population tendency as well as dispersion (Ahn et al., 1980). The norms enable
quantifying the age-adjusted statistical distance of a subject’s DP from the healthy
population. Examples of such distances are the z-score or Mahalanobis distance (John et al.,
1988). Armed with these age-dependent statistical distances, we can quantify Brain
Developmental Deviation (BDD) and even use them to cluster and stage disease
progressions (Harmony, 2021).

Large multinational projects to develop norms are now underway. These projects aim to
increase genotypic and phenotypic diversity, and importantly, to achieve sample sizes to
provide adequate statistical power (Bethlehem et al., 2021). These endeavors have a
fundamental limitation due to the costly nature and sparse geographical distribution of the
technologies used to probe the brain. Large parts of the world population, even in high-
income countries, are difficult or impossible to sample. Thus issues of fairness and racial
bias cannot be ignored.

In contrast with other neurotechnologies, electroencephalography (EEG) is affordable,
portable, and deployable in all health system levels-- whatever the economic setting. Thus
EEG is a potential tool for detecting BDD in a Global Health context (Valdés-Sosa et al.,
2021). Quantitative EEG (qEEG) facilitates this use by using EEG-based DPs to compare
individuals with qEEG norms. The most common embodiment of qEEG uses the EEG log-
power spectrum as DPs. The seminal work of Matousek and Petersen (1973a) pioneered
this work 50 years ago, with the visionary introduction of the "age-dependent EEG quotients"
to measure brain age—antedating by 4 decades current interest in this topic! This line of
work John et al. (1977), Harmony et al. (1988), Bosch-Bayard et al. (2020), Hernandez-
Gonzalez et al. (2011) subsequently systematized this initiative. Consequently,
developmental norms were constructed in several countries (Gordon et al., 2005; Lorensen
and Dickson, 2003; Thatcher et al., 2003). Other projects recently vigorously launched are
being repurposed for normative work (Pavlov et al., 2021).
An instance of norm construction and evaluation of BDD in a lower or middle-income country (LMIC) has been the Cuban Human Brain Mapping Project (CHBMP). Its first wave provided norms (means and standard deviations (SDs)) for the narrowband log-spectral DP based on 211 subjects from age 5 to 97. Despite being based on a single country database, CHBMP norms describe BDD consistently in other countries (Bosch-Bayard et al., 2001; Bringas Vega et al., 2019; Taboada-Crispi et al., 2018). Nevertheless, the relatively small sample sizes make country comparisons relatively underpowered compared to neuroimaging efforts such as ENIGMA (Thompson et al., 2014).

The lack of global inclusiveness and small sample sizes in qEEG norms is a situation that this paper attempts to ameliorate by constructing a multinational norm based on 1586 EEGs, 9 countries, and 12 EEG devices. We used the novel collaboration strategy described in (Gazula et al., 2020) to facilitate data-sharing. Each site did not share raw data but rather processed it with standard software. The only information shared for collaboration was anonymized data and the EEG cross-spectrum of each subject.

The diversity of countries and sites brought the problem of harmonization to the forefront. Harmonization is the elimination of “batch effects.” A Batch effect is a nuisance variance due to cross-site, equipment differences, and changes over time of parameters of experiments that purport to measure the same underlying biological mechanisms. Genomics was the first to identify and minimize batch effects with statistical techniques. One such well-known technique is COMBAT, described in (Johnson et al., 2007). Subsequently, MRI multisite studies identified a similar problem where batch effects may be due to different acquisition systems, variations in protocols. Recent efforts have been to address batch effects have gained traction in neuroimaging (Fortin et al., 2018; Pomponio et al., 2020; Rutherford et al., 2021a). To our knowledge, there have been no systematic studies of batch effects in qEEG.

A multinational EEG norm faces an even greater need for harmonization than MRI, the variability of recording systems from different vendors compounded by the lack of standards. Different amplifier transfer functions, electrode placement systems, preprocessing protocols beg the question of EEG batch effects. Despite the apparent need for harmonization, to the
best of our knowledge, there are no statistical studies of batch effects in qEEG. Therefore, we propose new statistical techniques adapted to the nature of EEG spectra for this purpose and try to identify what variables effectively define qEEG batches, testing their effect on the resulting batch harmonized norms and the final practical impact on measuring BDD. We shall also remedy a current difficulty with qEEG norms. As mentioned before, these are predominantly either for broad-band (BB) sensor space log-spectra DPs (Ahn et al., 1980; John, 1987) or their narrowband (NB) version (Valdés et al., 1992). This preference for log-spectra ignores the that all second-order (linear) properties of quasi-stationary EEGs are encoded in the full cross-spectrum, a tensor of Hermitian frequency-dependent matrices. The diagonal of each matrix contains the spectra for that frequency. Using only that information for qEEG ignores the off-diagonal elements, which are the cross-spectra.

To explain the geometric relation of spectra and cross-spectra, we remind the reader of recent statistical developments for data laying on Riemannian spaces. This theory provides the unified framework to deal with cross-spectrum in a principled way. Proper distances to consider are not Euclidean as in usual multivariate statistics cross-spectrum, but somewhat related concepts for Riemann manifolds (Karcher, 1977; Pennec, 2004; Sabbagh et al., 2019).

Why is Riemannian geometry important for qEEG? Cross-spectra are positive-definite Hermitian (HPD) matrices that live in a nonlinear manifold which is a analog of Riemannian geometry. Previous efforts to construct qEEG norms used the logarithm as a transformation towards Gaussianity and then followed up with ordinary univariate statistics cross-spectrum to construct norms. In the Riemannian framework, the matrix logarithm transforms the whole cross-spectral matrix towards multivariate Gaussianity (Riemannian vectorization). The approximate multivariate gaussian distribution of log matrix covariance matrices has a long history (Leonard and Hsu, 2001).

Riemannian geometry has become popular in the Brain-Computer Interface literature, with significant advantages for classification precision (Yger et al., 2017). Sabbagh et al. (2020) recently showed Riemannian methods to improve brain age estimation with MEG. However,
to our knowledge, the construction of Riemannian geometry-based developmental norms for either EEG or MEG has not been attempted. We remedy this situation in this paper, constructing harmonized norms for the Riemann vectorized cross-spectra and investigating the existence of batch effects for this type of multinational data. We also gauge the practical effect of these technical refinements on discriminant equations between out-of-sample controls and pathological subjects.

We alert the reader that our previous norms comprised scalp and source space log spectra (Bosch-Bayard et al., 2001). The excessive computational complexity of a Riemannian source cross-spectral analysis is out of the present paper’s scope that we postpone to future work.

This paper is organized as follows: Sections 1-4 deal with the methods used to construct the norms, with the treatment of 1) the theoretical basis of traditional and Hermitian Riemannian qEEG Descriptive Parameters; 2) Gathering data and preprocessing for the multinational qEEG norm project; 3) Construction of and presentation of the harmonized norms; 4) Quality control of the project; 5) Validation of the use of the norms in detection BDD.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x \in \mathbb{C}$</td>
<td>Scalar (lower-case font).</td>
</tr>
<tr>
<td>$x \in \mathbb{C}^d$</td>
<td>Vector of size $d$ (bold lower-case font), $x = [x_i</td>
</tr>
<tr>
<td>$X \in \mathbb{C}^{d \times d}$</td>
<td>Matrix with size $d \times d$ (bold-uppercase font), $X = [x_{ij}</td>
</tr>
<tr>
<td>$\mathcal{X} \in \mathbb{C}^{d \times 2 \times \cdots \times n}$</td>
<td>Tensor of size $d \times 2 \times \cdots \times n$ (bold gothic font).</td>
</tr>
<tr>
<td>$\mathbb{1}_n$</td>
<td>The vector with $n$ elements equal to 1.</td>
</tr>
<tr>
<td>$\mathbb{1}_n \times n$</td>
<td>Identity matrix.</td>
</tr>
<tr>
<td>$|x|$</td>
<td>Euclidean norm of a vector, $|x| = \sqrt{\sum x_i^2}$.</td>
</tr>
<tr>
<td>$|X|_F$</td>
<td>Frobenius norm of a matrix, $|X|_F = \sqrt{\text{Tr}(XX^\top)} = \sqrt{\sum</td>
</tr>
<tr>
<td>$[\cdot]^\dagger$</td>
<td>Conjugate transpose of complex number vector or matrix.</td>
</tr>
<tr>
<td>$[\cdot]^T$</td>
<td>Transpose of real number vector or matrix.</td>
</tr>
<tr>
<td>$\text{Tr}$</td>
<td>Trace of a matrix, $\text{Tr}(X) = \sum_{i=1}^{d} x_{i1} + \ldots + x_{id}$.</td>
</tr>
<tr>
<td>$\odot$</td>
<td>Hadamard or elementwise matrix product.</td>
</tr>
<tr>
<td>$A \cup B$</td>
<td>Union of the sets $A$ and $B$.</td>
</tr>
<tr>
<td>$U \setminus A$</td>
<td>Set difference of $U$ and $A$, the set of all elements of $U$ are not the member of $A$.</td>
</tr>
<tr>
<td>$\mathbb{S}_{\mathbb{C}^{N \times N}}^{N \times N}$</td>
<td>The space of $N \times N$ Hermitian matrices, $\mathbb{S}_{\mathbb{C}^{N \times N}}^{N \times N} = { A \in \mathbb{C}^{N \times N}</td>
</tr>
<tr>
<td>$\mathbb{S}_{+}^{N \times N}$</td>
<td>The space of $N \times N$ positive defined Hermitian matrix (HPD), $\mathbb{S}<em>{+}^{N \times N} = { A \in \mathbb{S}</em>{\mathbb{C}^{N \times N}}^{N \times N}</td>
</tr>
<tr>
<td>$T_{\mathbb{S}}^{\mathbb{S}_{+}^{N \times N}}$</td>
<td>The tangent space of $\mathbb{S}<em>{+}^{N \times N}$ at point $\mathbb{S}$, $S \in \mathbb{S}</em>{+}^{N \times N}$.</td>
</tr>
<tr>
<td>Operators</td>
<td>Names</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>M</td>
<td>Riemannian geometric centering operator</td>
</tr>
<tr>
<td>vech</td>
<td>Half matrix vectorization</td>
</tr>
<tr>
<td>( \text{vech}^{-1} )</td>
<td>The inverse operator of ( \text{vech} )</td>
</tr>
<tr>
<td>LOGM</td>
<td>Matrix logarithm</td>
</tr>
<tr>
<td>EXPM</td>
<td>Matrix exponential</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Riemannian vectorization</td>
</tr>
<tr>
<td>( \theta^{-1} )</td>
<td>The inverse of the Riemannian vectorization</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Logarithm of diagonal</td>
</tr>
<tr>
<td>R</td>
<td>Coherence</td>
</tr>
<tr>
<td>( \Psi )</td>
<td>Phase</td>
</tr>
</tbody>
</table>
1 The theoretical basis of qEEG descriptive parameters

The basic mathematical symbols used in this paper are shown in Table I and the summary of operators in Table II. The summary of notation for independent variables is shown in Table A-I.

1.1 Descriptive Parameters based on EEG cross-spectrum

Quantitative electroencephalography (qEEG) studies descriptive parameters (DPs) obtained from the electroencephalogram (EEG). These DPs encode physiologically relevant information. Here we explain the frequency domain DPs defined with the EEG cross-spectrum. Nonlinear frequency-domain (Billings and Tsang, 1989a, 1989b), time-domain (Koenig et al., 2002a), or time/frequency domain (Makeig et al., 2004) DPs are also essential. In the later stages of the multinational qEEG normative project, we will include these types of DPs. Table III contains a summary of EEG frequency domain DPs, which we now describe formally.

Table III: EEG frequency domain descriptive parameters (DPs)

<table>
<thead>
<tr>
<th>DP</th>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic statistics</td>
<td>$v_{i,c,t}(t) \in \mathbb{R}$</td>
<td>EEG potential vector and its Fourier transform</td>
</tr>
<tr>
<td></td>
<td>$v_{i,c,\omega}(\omega) \in \mathbb{C}$</td>
<td>EEG potential of the individual $i$, electrode $c$ of $t$-th epoch at a time $t$ or frequency $\omega$ for the Fourier transform.</td>
</tr>
<tr>
<td></td>
<td>$S_i(\omega) \in \mathbb{S}^{N_c \times N_c}$</td>
<td>Cross-spectral matrix</td>
</tr>
<tr>
<td></td>
<td>$S \in \mathbb{C}^{N_c \times N_c \times N_c \times N_c}$</td>
<td>Cross-spectral tensor</td>
</tr>
<tr>
<td>Traditional DPs</td>
<td>$y_i^\lambda \in \mathbb{R}^{N_c \times N_c \times N_c}$</td>
<td>Log-spectrum of cross-spectral tensor</td>
</tr>
<tr>
<td></td>
<td>$y_i^\lambda(\omega) \in \mathbb{R}^{N_c}$</td>
<td>Coherence</td>
</tr>
<tr>
<td></td>
<td>$y_i^\Psi(\omega) \in \mathbb{R}^{N_c}$</td>
<td>Phase</td>
</tr>
<tr>
<td>Hermitian Riemannian (HR) DPs</td>
<td>$y_i^\theta \in \mathbb{C}^{N_c \times N_c \times N_c}$</td>
<td>Riemannian vectorization of cross-spectral tensor</td>
</tr>
</tbody>
</table>
The multi-channel EEG $v_{i,c}(t)$ is a vector time series recorded for the participant $i$, at the time $t$, for the e-th epoch (Figure 1-a). where, $i = 1, ..., N_i$ ($N_i$ is the number of subjects), $e = 1, ..., Ne$ ($Ne$ is the number of epochs which is an uninterrupted fixed-length sequence of time points). $t = 1, ..., Nt$ ($Nt$ is the number of time points in each epoch). Note that $t$ is an integer index. When referring to actual time (in seconds or milliseconds), $t$ is multiplied by $\Delta t$. This conversion ($\Delta t \cdot t$) allows physiological interpretation.

The vector $v_{i,c}(t)$ has, as components, the set of scaler potentials $v_{i,c}(t)$, measured with a common reference, for each channel $c$, where $c = 1, ..., Nc$ ($Nc$ is the number of channels).

To streamline our presentation, we indistinctively use the channel number of a particular montage or its channel label. An example is $v_{i,c,9}(t)$ which corresponds to the recording at the left occipital channel in the 10-20 system $v_{i,c,9}(t)$.

Each EEG segment $v_{i,c,9}(t)$ is transformed to the frequency domain via the (discrete) Fourier Transform to yield the complex-valued coefficients $v_{i,c,9}(\omega)$, where $\omega$ ($Nc$ is the number of electrodes) and the symbol $\omega$ denotes frequency. Note that $\omega = 1, ..., N\omega$ ($N\omega$ is the number of the frequencies sampled). The frequency resolution multiped by $\Delta \omega$ refers to actual frequency $\omega \cdot \Delta \omega$ (in Hz.). Careful selection of epochs ensures that a) they are approximately stationary and b) lack long-range memory correlations in time. The Fourier coefficients are then asymptotically (as $Nt \rightarrow \infty$) independent for each frequency. They are sampled from a Circular Multivariate Complex distribution $N_C^C(0, \Sigma_i(\omega))$ with mean $0$ and population covariance $\Sigma_i(\omega)$ (different for each participant $i$). (Brillinger, 1981, chapter. 4.3). The set of $\Sigma_i(\omega); \omega = 1, ..., N\omega$ is the “cross-spectra” are our frequency domain DPs. These DPs encode linear and stationary properties of the EEG and are sufficient statistics cross-spectrum for second-order stationary. It is important to note that the $\Sigma_i(\omega)$ are not symmetric as in the real case but Hermitian.
Since the $\Sigma(\omega)$ are unobservable population quantities, we must use the maximum-likelihood estimate, the covariance matrix $S(\omega)$ of the complex-valued coefficients of the Fourier transform, pooled over all epochs. We assemble these sample covariances into a cross-spectral tensor $S$ 3-mode dimensional array with dimensions $Nc \times Nc \times N\omega$ (Figure 1-b). In the parlance of tensors, fixing two of the dimensions and varying over the others produces “fibers”. Channels correspond to “column” and “row” fibers and frequencies to “tube” fibers. Also, in tensor terminology, “frontal slices” are just the usual cross-spectral matrices $S(\omega)$. The tube fibers correspond to the “spectra” of time-series analysis. Let $s_{i,c}(\omega)$ denote the individual elements of $S(\omega)$ (Figure 1-b), where $c$ and $c'$ denote channels $c,c'=1,\ldots,Nc$. Then we have two types of fibers:

- When $c = c'$ the fiber $s_{i,c}(\cdot)$ sits on a diagonal element of the cross-spectral matrices over all frequencies, it is a real scalar tube known as the power-spectrum for the channel $c$ (Figure 1-d). We shall refer to this type of tube or its element as “diagonal”.

- When $c \neq c'$ the fiber $s_{i,c}(\cdot)$ sits on an off-diagonal element of the cross-spectral matrices over all frequencies, this complex-valued tube is the cross-spectrum between channels $c$ and $c'$ (Figure 1-e). We refer to this type of tube or its elements as “off-diagonal”.

- Instead of the usual property $s_{i,c}(\omega) = s_{i,c'}(\omega)$ (valid only for real covariance matrices), we now have for the Hermitian case $s_{i,c}(\omega) = \text{conj}(s_{i,c'}(\omega))$: symmetric elements are complex conjugates of each other.

For some calculations, using the complex value of an off-diagonal fiber $s_{i,c}(\omega)$ is inconvenient, and instead, we decompose these quantities into their real and imaginary parts (or absolute values and phases). We use the obvious notation, for example,
Real\(s_{\nu,\nu'}(\omega)\), \(\text{Imag}(s_{\nu,\nu'}(\omega))\) in the case of the cross-spectrum. Defined the coherence operator is \(R: \mathbb{C}^{Nc \times Nc} \to \mathbb{R}^{Nc \times Nc}\), is the absolute magnitude of the complex correlation coefficient that,

\[
R(S) = \left\{ r_{\nu,\nu'} = \frac{s_{\nu,\nu'}}{\sqrt{s_{\nu,\nu'} \times s_{\nu,\nu'}}} ; \quad \nu, \nu' = 1, \ldots, Nc \right\}
\]

(1)

And the phase operator is defined as \(\Psi: \mathbb{C}^{Nc \times Nc} \to \mathbb{R}^{Nc \times Nc}\),

\[
\Psi(S) = \left\{ \psi_{\nu,\nu'} = \arctan \left( \frac{\text{Real}(s_{\nu,\nu'})}{\text{Imag}(s_{\nu,\nu'})} \right) ; \quad \nu, \nu' = 1, \ldots, Nc \right\}
\]

(2)

The earliest DPs used for qEEG norms were “Broad-Band” (BB) parameters that summarized the EEG spectrum by averaging over large segments of the frequency values (Duffy 1986; Burgess 1990). Instead of defining each \(s_{\nu,\nu'}(\omega)\) as a DP for each \(\omega\), DPs aggregates measures: \(\int_{\omega \in B} s_{\nu,\nu'}(\omega) d\omega\). \(B\) is an a priori defined frequency band. BB DPs are still widely used, attempting to reduce the number of DPs. The bands try to reflect somewhat ambiguously defined clinically observed EEG rhythms. In practice, activity overlaps with several bands making BB DPs less sensitive.

In contrast, our group introduced “Narrow Band” (NB) or high-resolution resolution DPs (Szava, 1994). These are the complete set of \(s_{\nu,\nu'}(\omega)\) for each \(\omega\). We thus leverage the highest possible frequency resolution obtainable with the discrete Fourier transform.

Henceforth the same symbol \(\omega\) denotes either a discrete frequency or a band. We limit our attention to narrowband measures.
Figure 1: Traditional and Hermitian Riemannian EEG Frequency Domain Descriptive Parameters (DPs). a) Frequency domain DPs result from processing multi-channel EEG data \( v_i(t) \) epochs (individual \( i \), time \( t \), e-th epoch). b) The cross-spectral matrices \( S_i(\omega) \) are the covariance matrices of the Fourier transform of the \( v_i(t) \). c) Besides columns and rows, the tensor has tubes \( s_{i,c,c}(...) \). d) Vertically stacking the diagonal tubes' logarithm generates the traditional DPs vector \( N_{c} N_i \omega \mu_\sigma e e 0 I \). e) Inverse Riemannian vectorization \( \theta^{-1} \). f) Hermitian Riemannian DPs result from the half-vectorization of the matrix logarithm of the \( s_i(\omega) \), producing the vectors \( N_{m} N_i \omega y^e \). The inverse process is \( \theta^{-1} \) which recovers \( S_i \).

1.2 Traditional and Riemannian approaches to qEEG norms

DPs are highly age-dependent and are usually adjusted by the “z transform” (John, 1987) to provide age-independent measures of BDD. Formally, the z-score is based on the following model, defined for any type of frequency domain DP

\[
y_i(\omega) = \mu(\omega,a) + \sigma(\omega,a) \odot e, \quad e \sim N(0, I)
\]

for any frequency \( \omega \) and age \( a \).

Thus the z score for any DP \( y_{i,c,c'}(\omega) \) of an individual, for electrode pairs \( (c,c') \) and frequency \( \omega \) is expressed in scalar form as:

\[
z_{i,c,c'}(\omega) = \frac{y_{i,c,c'}(\omega) - \hat{\mu}_{i,c,c'}(\omega,a)}{\hat{\sigma}_{i,c,c'}(\omega,a)}
\]
where $\mu_{\omega,a}$ and $\sigma_{\omega,a}$ are the frequency and age-dependent mean and SD, respectively. These regressions are known as “EEG development Equations” (Matoušek and Petersén, 1973b; John et al., 1977; Ahn et al., 1980) or “qEEG norms”. This concept of age-dependent norms also generalizes to include dependence on other independent variables such as sex, or as in the case of this paper site/country/study (batches). We shall call the new equations described in this paper “HarMNqEEG norm”.

The $z$-score is a probabilistic measure of the individual’s deviation from the normative population or BDD. Probabilistic statements about a $z$-score are most straightforward when the distribution of the DP for the normative sample is approximately Gaussian. Thus, it is convenient to transform DPs with a function that ensures this Gaussianity—a step carried out before calculating regression equations and $z$-scores. The most commonly used transformations are the logarithm of cross-spectrum diagonal, $\lambda : S_{Nc} \times Nc \to R^{Nc}$ of $S \in S_{Nc} \times Nc$,

$$\lambda(S) = \{\lambda_{\omega,c} = \log(\text{diag}(s_{\omega,c})), c = 1, \ldots, Nc\}$$ (5)

and its application on the cross-spectral tensor $S$ produce “traditional DP”, log-spectral vector $y^i = R^{Nc \times Nc}$ (Figure 1-f),

$$y^i = \{\lambda(S) = \text{vec}[\lambda(S(\omega))] | \omega = 1, \ldots, N\omega\}$$ (6)

Our previous work created norms for the log-spectrum $y^i_{\omega,c}$ and introduced the term “Developmental surfaces” (Szava et al., 1994) for the Narrow Band (NB) developmental equations since both mean and SDs are bivariate functions of frequency and age. Developmental Surfaces describe EEG scalp channels and sources (Bosch-Bayard et al., 2001). These norms are now extensively used, with both the data and code now being open-source (Bosch-Bayard et al., 2020; Valdes-Sosa et al., 2021). These are the “traditional norms”.

Despite their widespread use, these traditional norms have several shortcomings:
i. The Developmental Surfaces are limited to the \( y_{i,x}^{\lambda} (\omega) \) and have not dealt with the cross-spectra \( S_i(\omega) \) — thus sideling functional connectivity measures. To our knowledge, there has been no attempt to create developmental surfaces for the complete cross-spectral tensor \( S_i \).

ii. The log-transformations applied to the spectrum \( s_{i,x}(\omega) \) are traditional univariate transformations that fail to ensure that all cross-spectral DPs are multivariate Gaussian. Empirical multivariate transformations can achieve this objective (Biscay Lirio et al., 1989), but they are time-consuming and not natural.

iii. Importantly the frontal slices of the cross-spectral tensor \( S_i \), namely the cross-spectral matrices \( S_i(\omega) \) are Hermitian matrix positive-defined (HPD) matrices. They do not belong to a Euclidean space but rather live in a Hermitian manifold \( \mathbb{S}^{N_c N_c} \) (Deza and Deza, 2013). The curved nature of this manifold precludes the use of simple Euclidean distances to quantify distances between cross-spectra, impeding both the calculation of norms and measuring distances of individuals to those norms.

Riemannian Geometry allows novel multivariate cross-spectral norms to solve the “traditional norms” three mentioned difficulties. (Deza and Deza, 2013) defined, “Hermitian Geometry studies complex manifolds equipped with Hermitian metric, it is a complex analog of Riemannian Geometry” Consequentially, we are working with a complex analog of the usual real-valued Riemannian Geometry typically used in BCI applications (Barachant et al., 2012). Riemannian Geometry is now finding wide application in Brain-Computer-Interface studies (Barachant et al., 2013). Sabagh Engelmann used real-valued Symmetric Positive-definite geometry to define brain age. Here we invert the dependent and independent variables and Hermitian geometry to obtain “Hermitian Riemannian norms ” (HR norms). For this, we first need to obtain Hermitian Riemannian DPs (HR DPs).

We define HR DPs by leveraging a consequence of Hermitian Geometric theory that provided a natural way to transform \( S_i(\omega) \) from its original curved HPD manifold to tangent
space which lives in a flat Euclidean space where Gaussianity holds. We achieve this dual
objective by applying the “Riemannian vectorization” operator (Pennec, 1999, 2004; Sabbagh et al., 2019). The Riemannian vectorization operator is defined as

\[ \theta(S) = \text{vech}[\text{LOGM}(\text{M}(S))] \]  

(7)

where, \( S \in S^{Nc,Nc}_{++} \). The operator \( \text{M} \), \( \text{LOGM} \) and \( \text{vech} \) defined in Table II. The operation \( \text{M} \) is the Riemannian equivalent of the centering operation from the usual Euclidean multivariate statistics, which places the origin of the data to zero. Here the centering is to the identity matrix. We thus center \( \{S_i(\omega) | i = 1,\ldots,N\} \) using \( S(\omega) \) at frequency \( \omega \), the geometric mean (which minimizes the sum of square Riemannian distances of the set \( \{S_i(\omega) | i = 1,\ldots,N\} \) at the common vector tangent space \( T_{S(\omega)}S^{Nc,Nc}_{++} \) (Pennec, 2004; Bhatia and Holbrook, 2006).

The application of Riemannian vectorization of cross-spectral tensor produce \( y^s_i \in \mathbb{C}^{Nc,Nc} \) (Figure 1-g),

\[ y^s_i = \theta(S) = \text{vech}[\theta(S_i(\omega)) | \omega = 1,\ldots,N\omega] \]  

(8)

This transformation guarantees that the \( y^s_i(\omega) \) more closely satisfy the Multivariate
Gaussianity assumption (Pennec, 2004). Note that we scale the off-diagonal \( y^s_i(\omega) \) by \( \sqrt{2} \) preserving the equality of norms \( \|S_i(\omega)\|_F = \|y^s_i(\omega)\|_2 \).

The inverse operator of \( \theta \) is \( \theta^{-1} : \mathbb{C}^{Nc} \rightarrow S^{Nc,Nc}_{++} \)

\[ \theta^{-1}(s) = \text{vech}^{-1}[\text{EXPM}(\text{M}^{-1}(s))] \]  

which returns the vector to the HPD manifold.

We have defined two types of DP vectors, traditional \( y^t_i \) and Hermitian Riemannian \( y^s_i \). For ease of interpretation, when referring to elements of these vectors, instead of linear indices, we indicate the row and column channel indices (or labels) of a matrix with the dimensions as the cross-spectrum.
2 The harmonized multinational qEEG project

2.1 Data acquisition

The HarMNqEEG collaboration is creating multinational norms for the cross-spectral tensors $\mathcal{S}$. It has two main components:

1) Preparation of the data by the collaborators at each site sharing information (Figure 2-b).

2) Processing of the shared data to achieve harmonized norms (Figure 2-a).

We now summarized the descriptive parameters and workflow to process them, explaining details separately in the subsequent sub-sections.
The project was launched by an open international call for participation via the Global Brain Consortium (https://globalbrainconsortium.org/; https://3design.github.io/GlobalBrainConsortium.org/project-norms.html). The collaborative model only shared processed data, EEG cross-spectral tensors $S_i$ and anonymized metadata. This data was obtained using the within-site software data gatherer MATLAB program, as shown in Figure 2-b.

A prerequisite for any site to join the study was to have ethical approval by the corresponding authorities to share processed data (EEG cross-spectra tensors $S_i$) and anonymized metadata. The inclusion/exclusion criteria for the normal subjects have been described respectively in the reference, the last column of Table A-II in Appendix A-II. These criteria are sufficiently and equally stringent to guarantee a sample of functionally healthy subjects.

Each site submitted a “batch” of samples. A sample contains a cross-spectral tensor $S_i$ and the metadata: sex, $s$, age, $a$, and batch, $b$. Here $i$ tags each individual. See the dimensions of $S_i$ in the last block of Figure 2-b.

To be accepted into the study, the batch had to fulfill the following requirements:

1. It had to be part of a normative study or control group with explicit inclusion and exclusion criteria (see below).
2. The $S_i$ had to be obtained with the MATLAB script (data_gatherer) from at least one minute of artifact-free, eyes closed, quasi-stationary, resting-state EEG epochs $v_{i,a}(t)$.
3. Finally, the batch had to pass numerical quality control with partial or total rejection of the batch or samples being possible (detail see section 4).

We explain some design decisions of this project, which were necessary given the significant difference in recording protocols for the different batches. We homogenized a minimalistic set of specifications applicable to all sites and devices:
• Recordings were from the 19 channels \( N_c = 19 \) of the 10/20 International Electrodes Positioning System: Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3/T7, T4/T8, T5/P7, T6/P8, Fz, Cz, Pz) (Standards and Best Practices organization for open and FAIR neuroscience | INCF).

• The amplifiers included a minimal frequency response range from 0.5 to 35 Hz.

• On-site artifact rejection did not include the use of ICA techniques.

• Each EEG was organized as a sequence of artifact-free 2.56 seconds. This format allows a frequency resolution of 0.39 Hz. Frequency analysis of the EEG (via the discrete Fourier transform) was limited to the range 1.17 to 19.14 Hz, obtained by sampling in Fourier coefficients for \( \omega \in \{3, \ldots, 49\} \) a total of 47 frequency points with frequency resolution \( \Delta \omega = 0.39 \). The gatherer code guaranteed this frequency resolution. If a higher frequency resolution is detected, it is downsampled to match the standard one. If a lower and lower frequency was detected, the spectra were calculated using the original sampling frequency and then interpolated using a Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) (Fritsch and Carlson, 2006; Kahaner et al., 1989).

• The scalp EEG cross-spectrum was calculated using Bartlett’s method (Møller, 1986) by averaging the periodograms of more than 20 consecutive and non-overlapping epochs of 512 samples, regardless of possible discontinuity in the recovered records.

• Finally, the cross-spectrum was restricted to the standard frequency range of 1.17 Hz to 19.15 Hz.

• Following the principles of open science but respecting the researchers’ rights to retain control of their raw data, all these functionalities were encapsulated in a script programmed in MATLAB and distributed among the researchers in each recording site. (Github location of the script: https://github.com/CCC-members/BC-V_group_stat/blob/master/data_gatherer.m). Each site ran the script on their data and only shared the processing results without sharing their raw data. Thus, they only sent shared the EEG spectra, basic subjects’ information as an anonymized
code, age, and sex, as well as technical parameters like recording conditions, montage, recording reference, EEG device used, laboratory, and country.

We define the term “batch” as a specific combination of country and device and year of recordings (Table A-III, Appendix A-III). Three different definitions of batches reflect different hypotheses, namely:

a) (Country) Batches are the countries from which data comes.
b) (Device) Batches are the specific type of equipment from which data come.
c) (Study) Batches are the specific projects which generate a data set, a combination of country, device, and year of study.

We test whether batches, defined in these different ways, need to be accounted for when calculating qEEG normative equations. If there are systematic differences between the normative equations of each batch, one must add a batch-specific additive correction to these equations.

The multinational call for the multinational qEEG norms and subsequent batch selection produced 1792 samples. After quality control, samples diminished to 1564, with 783 females and 781 males. A further breakdown of the samples by country, device, study, and age range is in Appendix A-II.

Figure 3 gives an overview of the age range of the samples is 5-97 years. The Age distribution of the Multinational qEEG norms sample is skewed towards younger ages, with relatively fewer samples older than 65 years. In addition, there is an almost balanced gender distribution for all the samples.
Figure 3: The dataset was collected from 9 countries, including Barbados, China, Colombia, Cuba, Germany, Malaysia, Russia, Switzerland, and the USA. The ages of samples for multinational EEG norms span the whole life span (5-95 years). Sampling is skewed towards younger participants, reflecting sampling of normative projects involved.

2.2 Preprocessing procedures and transformation of DPs towards Gaussianity

To be able to pool all cross-spectrum under the same framework, at the same time controlling for irrelevant nuisance variables, we implemented the following preprocessing steps:

2.2.1 Average Reference

We center all cross-spectrum matrices $S(\omega)$ from their original recording montages to the Average Reference montage (Hu et al., 2019):

$$\tilde{S}(\omega) = \left[ H \times S(\omega) \times H^T \right]_{(N_\text{c}-1)(N_\text{c}-1)}$$

with the operator $H = I_{N_\text{c}} - 1_{N_\text{c}} / N_\text{c}$

The final electrode (Pz) was eliminated from $\tilde{S}(\omega)$ to avoid the trivial singularity of matrices.

2.2.2 Regularization of symmetric semi-positive defined matrices

We regularize sample cross-spectrum matrices to ensure them to be of full rank. For this, we use the Maximum likelihood shrinkage factor described in (Schneider-Luftman and Walden, 2016). The $\tilde{S}(\omega)$ are Hermitian matrices, and frequently are rank reduced. To guarantee subsequent Riemannian operations (especially the matrix logarithm
operator), we regularize $\hat{S}_i(\omega)$ to ensure positive definiteness. Regularization was achieved with the method of (Schneider-Luftman and Walden, 2016):

$$\hat{S}_i(\omega) = (1 - \rho_i(\omega))\hat{S}_i(\omega) + \rho_i(\omega)\frac{\text{tr}[\text{real}(\hat{S}_i(\omega))]}{Nc - 1}I_{Nc-1}$$

Where the shrinkage coefficient $\rho_i(\omega) \in (0,1)$ is obtained by minimizing the Hilbert-Schmidt loss function, which results in:

$$\rho_i(\omega) = \left[1 - \frac{e}{Nc - 1} + \frac{\text{tr}[\text{real}(\hat{S}_i(\omega))]^2}{\text{tr}^2[\text{real}(\hat{S}_i(\omega))]}\right]^{-1}.$$

Here, $\text{tr}[\text{real}(\hat{S}_i(\omega))]^2 = \text{tr}[\hat{S}_i(\omega)]^2 - (1/e)\text{tr}^2[\hat{S}_i(\omega)]$.

2.2.3 Global-scale correction

Though two EEG recordings may show a similar appearance, they may differ significantly in overall amplitude. This observation is modeled as a general gain factor is randomly varying for similar EEG data. These sources of variance arise from different EEG devices, recording conditions, amplifiers, and other subject characteristics (skull thickness, hair thickness, skin impedance, and other non-physiological factors). A solution to this nuisance source of variability is to rescale the cross-spectra. A random general scale factor (GSF) as described in J. L. Hernández et al., (1994). These authors showed that the maximum likelihood estimate of the GSF for an individual is the harmonic average of all log power values across all derivations.

In more detail, suppose for an individual $i$, the EEG potential recorded at the electrode $c$ is

$$v_{i,c}(t) = \gamma_i\beta_{i,c}(t),$$

the global scale factor $\gamma_i$ is independent of time epoch and electrode.

Taking the Eigen decomposition $\hat{S}_i(\omega) = \Gamma_i(\omega)D_i(\omega)\Gamma_i^*(\omega)$, where $\Gamma_i(\omega)$ is the eigenvector matrix and $D_i(\omega)$ is the diagonal matrix of eigenvalues. Rescaling the $\hat{S}_i(\omega)$ we have:
\[
\log \frac{\hat{S}_{i}(\omega)}{\gamma_{i}^{2}} = \Gamma_{i}(\omega) \log \frac{D_{i}(\omega)}{\gamma_{i}^{2}} - \Gamma_{i}^{T}(\omega)
= \Gamma_{i}(\omega) \left( \log D_{i}(\omega) - \kappa_{i} \mathbf{I} \right) - \Gamma_{i}^{T}(\omega)
= \log \hat{S}_{i}(\omega) - \kappa_{i} \mathbf{I}
\]

Thus, the GSF affects the diagonal of the cross-spectrum (the log spectra). The estimator of \( \kappa_{i} \) is the geometric mean of log spectrum, \( \kappa_{i} = 2 \log(\gamma_{i}) \),

\[
\kappa_{i} = \frac{1}{N_{\omega} N_{C}} \sum_{\omega} \sum_{n=0}^{N_{c}} \sum_{c} \log \left( \text{real} \left( \text{diag} \left( \hat{s}_{n,c}(\omega) \right) \right) \right)
\]

Then the GSF-corrected cross-spectrum can be represented as,

\[
\hat{S}_{i}(\omega) = \hat{S}_{i}(\omega) / \exp(\kappa_{i})
\]

2.2.4 The logarithm of spectra and Riemannian vectorization of cross-spectra

The final step is to obtain gaussianity DPs:

For the traditional log-spectrum DPs, get \( \chi^{i} \) with diagonal logarithm operator as in the equation (6). To obtain \( \chi^{i} \), we only apply steps 2.2.1 and 2.2.3 for preprocessing.

For the HR DPs, we transform \( \hat{S}_{i}(\omega) \) to the Euclidean tangent space, \( \chi^{i} \), employing the Riemannian vectorization operator as in the equation (8).
<table>
<thead>
<tr>
<th>Variable</th>
<th>name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{m,c,c}^{n}(\omega)$</td>
<td>Descriptive parameter (DP) of type m</td>
<td>For the subject $i$, electrode pairs $(c,c')$, at frequency $\omega$. $m$ is the any of the DP types $m={\lambda,0,R,\Psi}$, and the definition of DP types is in Table III</td>
</tr>
<tr>
<td>$\mu_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>The Normative mean of $\mu_{m,c,c}^{n}(\omega)$</td>
<td>$\mathbb{E}[\mu_{m,c,c}^{n}(\omega)]$</td>
</tr>
<tr>
<td>$\sigma_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>The normative standard deviation of $\mu_{m,c,c}^{n}(\omega)$</td>
<td>$\mathbb{E}\left[(\mu_{m,c,c}^{n}(\omega)-\mu_{m,c,c}^{n}(\omega,a,s,b))^2\right]$</td>
</tr>
<tr>
<td>$z_{m,c,c}^{n}(\omega)$</td>
<td>Global z-score</td>
<td>$z_{m,c,c}^{n}(\omega) = \frac{\mu_{m,c,c}^{n}(\omega)-\mu_{m,c,c}^{n}(\omega,a,s,b)}{\sigma_{m,c,c}^{n}(\omega,a,s,b)}$</td>
</tr>
<tr>
<td>$\hat{\mu}_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>Sex\batch-corrected mean of $z_{m,c,c}^{n}(\omega)$</td>
<td>$\mathbb{E}[z_{m,c,c}^{n}(\omega)]$</td>
</tr>
<tr>
<td>$\hat{\sigma}_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>The sex\batch-corrected standard deviation of $z_{m,c,c}^{n}(\omega)$</td>
<td>$\mathbb{E}\left[(z_{m,c,c}^{n}(\omega)-\hat{\mu}_{m,c,c}^{n}(\omega,a,s,b))^2\right]$</td>
</tr>
<tr>
<td>$z_{m,c,c}^{n}(\omega)$</td>
<td>Sex\batch-corrected z-score of $z_{m,c,c}^{n}(\omega)$</td>
<td>$z_{m,c,c}^{n}(\omega) = \frac{\hat{\mu}<em>{m,c,c}^{n}(\omega)-\hat{\mu}</em>{m,c,c}^{n}(\omega,a,s,b)}{\hat{\sigma}_{m,c,c}^{n}(\omega,a,s,b)}$</td>
</tr>
<tr>
<td>$\hat{\mu}_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>Harmonized $\hat{\mu}_{m,c,c}^{n}(\omega)$</td>
<td>$\hat{\mu}<em>{m,c,c}^{n}(\omega,a,s,b) = \hat{\mu}</em>{m,c,c}^{n}(\omega,a,s,b)$</td>
</tr>
<tr>
<td>$\hat{\sigma}_{m,c,c}^{n}(\omega,a,s,b)$</td>
<td>The harmonized normative mean of $\hat{\mu}_{m,c,c}^{n}(\omega)$</td>
<td>$\mathbb{E}[\hat{\mu}_{m,c,c}^{n}(\omega)]$</td>
</tr>
</tbody>
</table>
3 Construction of multinational harmonized qEEG norms

3.1 Possible normative models

Here, for the HarMNqEEG modeling, we work on the two types of DPs, $y_{\omega,x}^m(\omega), m = \lambda$ or $\theta$, where $m$ are types of DPs shown in Table III, which we assume satisfy the gaussian distribution. In Table IV, we summarize normative equations and related z-scores.

Each $y_{\omega,x}^m(\omega)$ can be expressed as a general linear model (GLM):

$$y_{\omega,x}^m(\omega) = \mu_{\omega,x}^m(\omega, a, s, b) + \sigma_{\omega,x}^m(\omega, a, s, b)\varepsilon_{\omega,x}^m(\omega)$$

where $\mu_{\omega,x}^m(\omega, a, s, b)$ and $\sigma_{\omega,x}^m(\omega, a, s, b)$ are the population means and SD, respectively.

Henceforth, the value of a variable for an individual is denoted with a subscript, e.g. $a_i$. Also, the symbol "." instead of a variable indicates that it is pooled over all individuals. These conventions for indices are summarized in Table A-I.

Unfortunately, the general HarMNqEEG model (12) is very “data greedy”, being too complex. For that reason, we explore more parsimonious additive models, each depending on a smaller subset of variables. Instead of the general $\mu_{\omega,x}^m(\omega, a, s, b)$, we consider the additive models described in Table V. The most trivial model assumes that $\mu_{\omega,x}^m(\omega, a, s, b)$ is a constant $\mu_{\omega,x}^m(\omega,:,:)$. Given our prior work, we chose as fixed effects only frequency and age, with possible models $\mu_{\omega,x}^m(\omega,:,\cdot)$, $\mu_{\omega,x}^m(\cdot,\cdot,\cdot)$, and $\mu_{\omega,x}^m(\omega,\cdot,\cdot)$. We then consider additional constant additive random effects that depend on batch: $\mu_{\omega,x}^m(\omega, a, \cdot, \cdot) + \mu_{\omega,x}^m(\cdot, \cdot, b, \cdot)$, sex $\mu_{\omega,x}^m(\omega, a, \cdot, \cdot) + \mu_{\omega,x}^m(\cdot, \cdot, s, \cdot)$ or batch and sex $\mu_{\omega,x}^m(\omega, a, \cdot, \cdot) + \mu_{\omega,x}^m(\cdot, s, \cdot) + \mu_{\omega,x}^m(\cdot, \cdot, b, \cdot)$. We finally look at the last level of complexity for the population mean: the additive random effects (for example, the random effects is a batch effect), instead of being constant, are now functions of frequency and age, $\mu_{\omega,x}^m(\omega,:,\cdot,\cdot,\cdot)$, $\mu_{\omega,x}^m(\cdot,\cdot,\cdot,\cdot)$, and $\mu_{\omega,x}^m(\cdot,\cdot,\cdot,\cdot)$.
Similarly to the mean, we model the SD shown in Table VI with fixed effects, for example,

\[ \log \sigma^2_{\epsilon_x}(\omega; \cdot) \quad \text{or} \quad \log \sigma^2_{\epsilon_x}(\omega, a; \cdot). \]

Additive batch random effects considered were either constant \( \log \sigma^2_{b,\epsilon_x}(\cdot; \cdot, b) \) or functions \( \log \sigma^2_{b,\epsilon_x}(\omega, \cdot; b) \) and \( \log \sigma^2_{b,\epsilon_x}(\cdot, a; b) \) dependent on frequency and age, respectively.

When fitting these models, we follow a sequential strategy, fitting first the fixed effects and then, based on the residuals or z score of this fit, we fit the random effects if required. A concrete example of this is deferred to section 3.3. All estimates of the mean function and SD functions (including fixed and random effects) are obtained with the Nadaraya-Watson (NW) kernel regression (Nadaraya, 1964). This nonparametric smoothing method depends on the bandwidth hyper-parameter, which controls smoothing. The more smoothed the data, the less complex the model. The complexity of the model is reflected in the “equivalent” degrees of freedom (Fisher, 1922). Special consideration was given to estimating the population variance as it does not have a Gaussian distribution as assumed by NW regression. Instead, for the variance, we used the modified NW regression to estimate the variance function for heavy-tailed innovation (Chen et al., 2009).

To stabilize sub-sample (batch or sex) estimators, we fixed their smooths to the same bandwidth as the global smooth, thus using the bandwidths obtained with all the data for the smaller samples. The shared bandwidth chosen for each model is optimal for a given DP set \( \{y_{m,c}^{\epsilon_x}(\omega)\} \) for model \( \mu_{m,x}(\omega, a; \cdot) \) and \( \sigma^2_{\epsilon_x}(\omega, a; \cdot) \). In this paper, the bandwidths for the mean smooth were 0.4 and 0.48 for frequency and age, respectively. The corresponding bandwidths for the variance smooth are 0.6 and 0.72.

Due to the large amount of computation needed for our models, instead of applying ordinary NW regression, we used an in-house procedure Fast multivariate kernel regression with nufft (nufft-mkreg). Our nufft-mkreg is a nonparametric multiple multivariate kernel regression based on a fast binning algorithm (Wand, 1994) that executes in \( o(m \log m) \) operations instead of \( o(n^2) \), and usually, the gridding points \( m \) are smaller than the number of variables.
About the nufft-mkreg in-house code, we mention that it includes the capability for complex-valued DPs regression (The nufft-mkreg paper is under preparing). We, therefore, use the FBR algorithm to estimate real and imaginary smooths of DPs simultaneously with a common variance. To our knowledge, this is the first instance of complex-valued qEEG harmonized norms. We also used a fast bandwidth selection for multiple multivariate smooth. The speed-up was possible by the use of the randomized generalized-cross-validation (rgcv) to approximate the best range of degrees of freedom (df) (Girard, 1989). Subsequently, we fine-tune the df with the more accurate (but more time-consuming) method of Turlach and Wand (1996).

The COMBAT model (Johnson et al., 2007) is our model 4-C for \( \gamma^{\nu} (\omega) \), GAMLSS (Rigby and Stasinopoulos, 2005) is our model 7-D and 8-E. For Gaussian noise, both these models are just particular instances of our formulation.
**Table V: Extended Bayesian Information Criterion of models for DPs**

<table>
<thead>
<tr>
<th>Model component type</th>
<th>Label</th>
<th>Population mean functions</th>
<th>nEBIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$y_{i,c}^*(\omega)$</td>
</tr>
<tr>
<td>I: Fixed effects</td>
<td>0</td>
<td>$\mu_{c,c}^*(\cdot,\cdot,\cdot)$</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\mu_{c,c}^*(\omega,\cdot,\cdot)$</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$\mu_{c,c}^*(\cdot,a,\cdot)$</td>
<td>0.312</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$\mu_{c,c}^*(\omega,a,\cdot)$</td>
<td>0.157</td>
</tr>
<tr>
<td>II: Constant random effects</td>
<td>4</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\cdot,b,\cdot)$</td>
<td>0.148</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\cdot,s,\cdot)^*$</td>
<td>0.157</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\cdot,s,\cdot)+\mu_{c,c}^<em>(\cdot,b,\cdot)^</em>$</td>
<td>0.148</td>
</tr>
<tr>
<td>III: Functional random effects</td>
<td>7</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\omega,a,\cdot,b)$</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\cdot,a,\cdot,b)$</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>$\mu_{c,c}^<em>(\omega,a,\cdot)+\mu_{c,c}^</em>(\omega,a,\cdot,b)$</td>
<td>0.159</td>
</tr>
</tbody>
</table>

**Table VI: Models for the population logarithm SD**

<table>
<thead>
<tr>
<th>Label</th>
<th>Population logarithm SD functions</th>
<th>nEBIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$y_{i,c}^*(\omega)$</td>
</tr>
<tr>
<td>A</td>
<td>$\log \sigma_{c,c}^*(\cdot,\cdot,\cdot)$</td>
<td>0.108</td>
</tr>
<tr>
<td>B</td>
<td>$\log \sigma_{c,c}^*(\omega,a,\cdot)$</td>
<td>0.010</td>
</tr>
<tr>
<td>C</td>
<td>$\log \sigma_{c,c}^<em>(\cdot,\cdot,\cdot)+\log \sigma_{c,c}^</em>(\cdot,\cdot,b)$</td>
<td>0.005</td>
</tr>
<tr>
<td>D</td>
<td>$\log \sigma_{c,c}^<em>(\omega,a,\cdot)+\log \sigma_{c,c}^</em>(\omega,\cdot,b)$</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>$\log \sigma_{c,c}^<em>(\omega,a,\cdot)+\log \sigma_{c,c}^</em>(\cdot,a,b)$</td>
<td>-</td>
</tr>
</tbody>
</table>
3.2 Normative model selection

As mentioned in 3.1, the equation (12) can have different specifications. To find the optimal HarMNqEEG model, we minimize information-theoretic measures that are a tradeoff between model fit and model complexity. For standard statistical scenarios, examples of these criteria are Akaike’s information criterion (AIC) (Akaike, 1973), cross-validation (CV) (Stone, 1974), generalized cross-validation (GCV) (Craven and Wahba, 1978). The Bayes information criterion (BIC) (Schwarz, 1978) is of particular interest due to its good properties and adopted in this paper.

Unfortunately, in our data, the number of DPs is large compared to that of samples. This excess of variables is the “small n large p” problem, common in bioinformatics and neuroimaging, making most model comparison criteria (including BIC) perform poorly. BIC performs too “liberally,” usually picking excessively complex models. Chen and Chen (2008) propose a correction for BIC in the “small n large p” scenario. They diagnosed that the uniform prior on the model space is the cause of BIC’s liberality in the small-n-large-p situation. They correct this problem with a family of Extended Bayes information criteria (EBIC) (Chen and Chen, 2012). The EBIC value for a model is,

\[
\text{EBIC} = -2 \ln(\mathcal{L}) + K \log n + 2K \lambda \log P
\]

Where, \( K \) is the model’s degree of freedom, \( \mathcal{L} \) is the model likelihood. \( P = O(n^i) \), and \( \lambda > 1 - 1/2k \). We set \( \lambda = 0.3 \) based on independent simulations and to remove the scalar, we normalized the EBIC (nEBIC) values to [0,1] of all possible models.

Table V and Table VI show the nEBIC for the sequence of tested models, containing results for both \( y^r_{i,c,c}(\omega) \) and \( y^s_{i,c,c}(\omega) \). We thus ranked models based on the nEBIC criterion and selected the optimal HarMNqEEG model with the lowest nEBIC. We first examined the optimal structure for the mean function in the equation, assuming a homoscedastic variance model that \( y^v_{i,a,c}(\omega) \) was a constant. The trivial model \( y^v_{i,a,c}(\omega) \),
labeled as “0” in Table V, assumes no dependence on any covariates and is only included
as a baseline null model. Models with frequency and age fixed effects, labeled 1-3 in Table
V, were checked next. Note that a model depending on frequency alone did not lower the
nEBIC noticeably. On the other hand, modeling age substantially decreased the criterion.
The combination of age and frequency achieved the minimum (marked with light gray in the
level I). Thus $y_{i, c, e}^0(\omega)$ was kept as a fixed effect for all subsequent models tested.

Next, we turned attention to the models that add constant random effects related to sex or
batch, labeled 4 to 6. You can see that the best model depends only on the batch effect for
$y_{i, c, e}^m(\omega)$. Surprisingly, including gender as a covariate does not improve the criterion.
Gender also deteriorates model performance when batch effects are included (models with
an asterisk). We, therefore, discounted gender from further exploration. Finally, we focused
on functional random additive effects for the homoscedastic model family where batch
interacts with age and frequency (models 7 to 8). For $y_{i, c, e}^*(\omega)$, the optimal model includes
both variables $\mu_{c, e}(\omega, a, \cdot, \cdot) + \mu_{b, c, e}(\omega, \cdot, \cdot, b)$ . Contrary to our initial expectations, the random
functional effect chosen for $y_{i, c, e}^*(\omega)$ was $\mu_{c, e}(\omega, a, \cdot, \cdot) + \mu_{b, c, e}(\cdot, a, \cdot, b)$ , which depended on age
but not frequency.

At this stage, an inspection of the models’ residuals suggested that the homoscedastic
assumption is not realistic. We, therefore, searched for the best model for the SD, as we
show in Table VI. All heteroscedastic models improved substantially on the homoscedastic
one (model 7-A and 8-A for $y_{i, c, e}^*(\omega)$ and $y_{i, c, e}^*(\omega)$ ). Note that we assumed that the model for
the SD should have a similar form as for the mean. This choice is plausible, reducing the
number of models to examine. The model with overall lower nEBIC is

$$\log \sigma_{c, e}(\omega, a, \cdot, \cdot) + \log \sigma_{b, c, e}(\omega, \cdot, \cdot, b)$$ for $y_{i, c, e}^*(\omega)$ , and $\log \sigma_{o, c, e}(\omega, a, \cdot, \cdot) + \log \sigma_{b, c, e}(\cdot, a, \cdot, b)$ for

$y_{i, c, e}^*(\omega)$ .
To summarize, the optimal normative model selected for $\gamma^{n}_{i,x} (\omega)$ was,

$$
\mu^{n}_{i,x} (\omega,a,s,b) = \mu_{i,x}^{n} (\omega,a,\cdot,\cdot) + \mu_{b,x}^{n} (\omega,\cdot,\cdot,b) \\
\log \sigma^{n}_{i,x} (\omega,a,s,b) = \log \sigma_{i,x}^{n} (\omega,a,\cdot,\cdot) + \log \sigma_{b,x}^{n} (\omega,\cdot,\cdot,b)
$$

(14)

The optimal model for $\gamma^{n}_{i,x} (\omega)$ was:

$$
\mu^{n}_{i,x} (\omega,a,s,b) = \mu_{i,x}^{n} (\omega,a,\cdot,\cdot) + \mu_{b,x}^{n} (\cdot,a,\cdot,b) \\
\log \sigma^{n}_{i,x} (\omega,a,s,b) = \log \sigma_{i,x}^{n} (\omega,a,\cdot,\cdot) + \log \sigma_{b,x}^{n} (\cdot,a,\cdot,b)
$$

(15)

3.3 The HarMNqEEG norms

The HarMNqEEG norms are data and procedures that calculate global and harmonized z-scores. It does this by using the model (14) for the $\gamma^{b}_{i,x} (\omega)$ and the model (15) for the $\gamma^{a}_{i,x} (\omega)$. The norms thus contain information for calculating the global developmental surface of means and SDs, with additional batch corrections for the models described in section 3.2.

For the $\gamma^{m}_{i,x} (\omega)$, $m = \lambda$ or $\theta$, the basic model is:

$$
\gamma^{m}_{i,x} (\omega) = \mu_{i,x}^{m} (\omega,a,\cdot,\cdot) + \mu_{b,x}^{m} (\omega,\cdot,\cdot,b) + \sigma_{c,x}^{m} (\omega,a,\cdot,\cdot) \epsilon_{i,x}^{m} (\omega) \\
\epsilon_{i,x}^{m} (\omega) \sim N(0,1)
$$

(16)

For computational expediency, to carry out sequential z-scores for the fixed and random effects, we rescale the random effects mean and the SD by dividing them with the fixed effect SD that

$$
\tilde{\mu}_{b,x}^{m} (\omega,a,\cdot,\cdot) = \frac{\mu_{b,x}^{m} (\omega,a,\cdot,\cdot)}{\sigma_{c,x}^{m} (\omega,a,\cdot,\cdot)} \quad \text{and} \quad \tilde{\sigma}_{b,x}^{m} (\omega,a,\cdot,\cdot) = \frac{\sigma_{b,x}^{m} (\omega,a,\cdot,\cdot)}{\sigma_{c,x}^{m} (\omega,a,\cdot,\cdot)}
$$

The modified model now reads:

$$
\gamma^{m}_{i,x} (\omega) = \mu_{i,x}^{m} (\omega,a,\cdot,\cdot) + \sigma_{c,x}^{m} (\omega,a,\cdot,\cdot) \tilde{\mu}_{b,x}^{m} (\omega,a,\cdot,\cdot) \\
+ \sigma_{c,x}^{m} (\omega,a,\cdot,\cdot) \tilde{\sigma}_{b,x}^{m} (\omega,a,\cdot,\cdot) \epsilon_{i,x}^{m} (\omega) \\
\epsilon_{i,x}^{m} (\omega) \sim N(0,1)
$$

(17)

The steps to obtain the z-scores for $\gamma^{m}_{i,x} (\omega)$ are: $\mu_{i,x}^{m} (\omega,a,\cdot,\cdot)$ and $\sigma_{b,x}^{m} (\omega,a,\cdot,\cdot)$.
1- We first ignore the possible batch effects and fit global estimates for \( \hat{\mu}_{x,c}(\omega, a, \cdot, \cdot) \) and 
\[ \hat{\sigma}_{x,c}(\omega, a, \cdot, \cdot) \]

2- We then calculate the “batch-free” z-score value as 
\[ \frac{\hat{\gamma}_{x,c}(\omega) - \hat{\mu}_{x,c}(\omega, a, \cdot, \cdot)}{\hat{\sigma}_{x,c}(\omega, a, \cdot, \cdot)} \] 
(18)

3- We obtain the batch-specific mean estimators \( \hat{\mu}_{b,c,x}(\omega, a, \cdot, b) \) and SD estimators 
\[ \hat{\sigma}_{b,c,x}(\omega, a, \cdot, b) \]. The batch-harmonized z-score is: 
\[ \frac{\hat{\gamma}_{x,c}(\omega) - \hat{\mu}_{b,c,x}(\omega, a, \cdot, b)}{\hat{\sigma}_{b,c,x}(\omega, a, \cdot, b)} \] 
(19)

The HarM Nolan EEG norms \( \mu_{x,c}(\omega, a) \) for \( \gamma_{x,c}(\omega) \) are obtained by smoothing the batch harmonized \( \hat{\gamma}_{x,c}(\omega) \), 
\[ \gamma_{x,c}(\omega) = \hat{\sigma}_{x,c}(\omega, a, \cdot, \cdot) \times \hat{\gamma}_{x,c}(\omega) + \hat{\mu}_{x,c}(\omega, a, \cdot, \cdot) \].

Note that since we removed all random effects, we can omit the “." symbols and use the notation \( \mu_{x,c}(\omega, a) \) as in section 1.2.

To see how well the HR norms approximate the classical norms, we first calculate the "surrogate" cross-spectral norms: 
\[ S_c(\omega, a) = \theta^{-1}(\mu^{\ast}(\omega, a)) \] 
(20)

We then obtain surrogates of the classical norms from this cross-spectral norm by applying the operators \( \lambda \), \( R \), and \( \Psi \) on \( S_c(\omega, a) \). The process is summarized in Table VII.

<table>
<thead>
<tr>
<th>Variable</th>
<th>name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_c(\omega, a) )</td>
<td>Surrogate cross-spectral norm</td>
<td>( \theta^{-1}(\mu^{\ast}(\omega, a, \cdot, \cdot)) )</td>
</tr>
<tr>
<td>( \mu_{b,c}^{\ast}(\omega, a) )</td>
<td>Surrogate log-spectral norm</td>
<td>( \lambda(S_c(\omega, a)) )</td>
</tr>
<tr>
<td>( \mu_{b,c}^{\ast}(\omega, a) )</td>
<td>Surrogate coherence norm</td>
<td>( \text{vech}(R(S_c(\omega, a))) )</td>
</tr>
<tr>
<td>( \mu_{b,c}^{\ast}(\omega, a) )</td>
<td>Surrogate phase norm</td>
<td>( \text{vech}(\Psi(S_c(\omega, a))) )</td>
</tr>
</tbody>
</table>

We first show in Figure 4 examples of harmonized developmental surfaces for the diagonal elements Fp1, O1, and O2. Parts a)-to b) of that figure corresponds to the measures.
that it the traditional DPs, the HR DPs, and the surrogate Riemannian log-spectrum. To be noted is the similarity of Figure 4-a (the detail in Figure S2) to the developmental surfaces reported in Szava et al. (1994). Our current, more extensive, multinational dataset produces very similar results to the previous, smaller, single-country study. Figure 4-b shows the surfaces for $\mu_{\lambda,\omega}^*(\omega,a)$ (the detail in Figure S3), which are quite different from those in Figure 4-a $\mu_{\lambda,\omega}^*(\omega,a)$. These differences are not surprising considering the highly nonlinear nature of the transformations involved in passing to the manifold tangent space—involving centering with the geometric mean covariances and a matrix-logarithmic transformation. The consistency of the norm construction procedure is illustrated by the concordance between the traditional log-spectra $\mu_{\lambda,\omega}^*(\omega,a)$ (Figure 4-a) and the surrogate log-spectra $\mu_{0,\omega}^*(\omega,a)$ (Figure 4-c), confirming the results of Szava et al. (1994). Thus, when analyzing traditional log-spectral measures, $\mu_{0,\omega}^*(\omega,a)$ we base our subsequent analyses on $S_h(\omega,a)$.

Figure 5 provides a more detailed view of the surrogate log-spectral developmental surface depicted in Figure 4-c. Fig. 5-a plots surface cuts of $\mu_{0,\omega}^*(\omega,a)$ for all frequencies at fixed younger ages (5, 15, 25, and 40). Fig. 5-b shows similar plots for older ages (45, 60, 80, and 95). Orthogonal cuts of $\mu_{0,\omega}^*(\omega,a)$ are shown in Figure 5-c, documenting changes with age at a few specific frequencies (2Hz, 8Hz, 10Hz, 15Hz)—the vertical lines on this figure mark 16 and 50 years.

These plots of $\mu_{0,\omega}^*(\omega,a)$ show that children have higher values than other ages at the lower frequency bands (delta and theta). These frequencies decrease dramatically with aging. By contrast, alpha activity increases in magnitude, and its peak moves towards higher frequencies. The alpha peak stabilizes around 25 years until around 40 years. After that age, the alpha peak moves back towards lower magnitudes and frequencies, albeit slightly. For figure 5, detailed illustrations are in the supplement (S4).
Figure 4: Examples of harmonized normative means for channel pairs as a function of frequency and age.

Normative means (Developmental surfaces) with examples:

- a) Traditional log-spectra norm $\mu^\omega_{c}(\omega, a)$
- b) The HR norm $\mu^\omega_{c}(\omega, a)$
- c) Surrogate log-spectrum norm $\mu^\omega_{c}(\omega, a)$, reconstructed from the normative mean of $S_{c}(\omega, a)$
Figure 5: Details of the surrogate log-spectral normative mean. The data in this figure are from the same normative means as in Figure 4-c. The variation of the norm for fixed ages: a) at younger ages (5 yr, 15 yr, 25 yr, and 40 yr). b) at elder ages (45yr, 60yr, 80yr, and 95yr age). c) Changes of the norm with age at specific frequencies (2Hz, 8Hz, 10Hz, 15Hz, with vertical lines at 7yr, 16yr, and 50yr.

Next, we give the norms for the off-diagonal part \( c \neq c' \), (Fp1, O1) or (O1, O2) with surrogate coherence and phase developmental surfaces. We show the same types of plots as in Figures 4 and 5. Figures 6, 7, and 8 show the developmental surface of \( \mu_{\omega,c,c'}^R(\omega, a) \) and \( \mu_{\omega,c,c'}^\Psi(\omega, a) \). From Figures 6-a and 7, we can see that the coherences \( \mu_{\omega,c,c'}^R(\omega, a) \) increase from early childhood to around 40 years and after 40 years slightly decrease until around 50, subsequently increasing again after 50. Coherences are maximal at around 10 Hz for all ages. Figures 6-b and 8 show the developmental surface of \( \mu_{\omega,c,c'}^R(\omega, a) \). With age, the phase increases from childhood to age 20, later decreasing until 50, to increase afterward until 95 (Figure 8-a to 8-b). The highest phases are at 10 Hz for all ages (Figure 8-c). Here, to better express the range of phases, we define \(-\mu_{\omega,c,c'}^R(\omega, a) + \pi = -\mu_{\omega,c,c'}^\Psi(\omega, a)\).
Figure 6: Examples of surrogate coherence and phase normative means. Surrogate normative means of
\( \mu_{\text{R},0,1}^{\text{R}}(\omega,a) \) and \( \mu_{\text{R},0,1}^{\Psi}(\omega,a) \) for (Fp1-O1) and (O1-O2). a) Surrogate coherence normative mean for \( \mu_{\text{R},0,1}^{\text{R}}(\omega,a) \); b) Surrogate phase normative mean for \( \mu_{\text{R},0,1}^{\Psi}(\omega,a) \).
Figure 7: Details of surrogate coherence $\mu_{\omega,a}^R(\omega,a)$ normative mean. The data in this figure are from the same normative means as in Figure 6-a. The variation of the norm for fixed ages: a) at younger ages (5 yr, 15 yr, 25 yr, and 40 yr), b) at elder ages (45yr, 60yr, 80yr, and 95yr age). c) Changes of the norm with age at specific frequencies (2Hz,8Hz,10Hz, 15Hz), with vertical lines at 7yr, 16yr, and 50yr.
Figure 8: Details of surrogate phase $\mu_{\text{spec}}^n(\omega, \alpha)$ normative mean. The data in this figure are from the same normative means as in Figure 6-b. The variation of the norm for fixed ages: a) at younger ages (5 yr, 15 yr, 25 yr, and 40 yr), b) at elder ages (45yr, 60yr, 80yr, and 95yr age), c) Changes of the norm with age at specific frequencies (2Hz, 8Hz, 10Hz, 15Hz), with vertical lines at 7yr, 16yr, and 50yr.
3.4 Batch Harmonization results

Section 3.2 suggests that qEEG norm models must include batch effects. It remains to see if this effect has practical consequences. A possible effect of ignoring these batch effects is that $z_{i,\omega}^{\text{norm}}(\omega)$ may not distribute as standard Gaussian variables. In this case, harmonizing samples by batch correction using $z_{i,\omega}^{\text{harmonized}}(\omega)$ should remedy this.

Indeed, Figure 9-a compares the histograms of $z_{i,Fp1,O2}^{*}(\omega)$ (Figure 9- a) and $z_{i,Fp1,O2}^{\text{norm}}(\omega)$ (Figure 9- b) at different batches. With the histogram of the $z_{i,Fp1,O2}^{*}(\omega)$ for each batch, suggests they are not standard Gaussian. Note that this effect is not evident in the histogram of the aggregated global z scores pooling all batches (Figure 9-c). The histograms for each batch are more closely gaussian for the harmonized $z_{i,Fp1,O2}^{\text{harmonized}}(\omega)$ (Figure 9- b), now in correspondence with the appearance of the aggregate for all batches in Figure 9-d.

The harmonization effect is also evident in the scatter plots of the $z_{i,Fp1,O2}^{*}(\omega)$ as a function of frequency and age. There are slight but detectable deviations of the z-scores of each batch from a symmetric distribution around the zero plane (Figure 9-e). However, for the $z_{i,Fp1,O2}^{\text{harmonized}}(\omega)$, these deviations are removed (Figure 9-f). The corresponding results of $z_{i,O2,O2}^{*}(\omega)$ and $z_{i,O2,O2}^{\text{harmonized}}(\omega)$ are shown in Figure S4.

Additional insight about the effect of harmonization follows from the manifold learning method t-SNE. Let all the subjects as observers, we project the $z_i^*$ to a common two-dimensional space and see that the data points form clusters, each corresponding to a different batch (Figure 10-a). After harmonization, in the t-SNE plot for the $z_i^*$, these clusters disappear (Figure 10-b). This batch correction also occurs for multivariate spectral measures. Clustering of $z_i^*$ and their disappearances for $z_i^{\text{harmonized}}$ are shown in Figure S5.

These graphical demonstrations of batch effect can also be shown by testing whether $z_{i,\omega}^*(\omega)$, $z_{i,\omega}^{\text{harmonized}}(\omega)$, $z_{i,\omega}^{\text{norm}}(\omega)$, and $z_{i,\omega}^{\text{harmonized}}(\omega)$ have mean 0, and variance 1—which would follow
from these variables having a standard Gaussian distribution. We used MATLAB functions
ttest for the mean and vartest for the variance, choosing a significance level of $p=0.001$ and
a Bonferroni correction for multiple comparisons. Table VIII shows there are 73% null
hypotheses rejected for the mean values and variance for $z^e_{i,x} (\omega)$. 66% null hypotheses
rejected for the mean and 75% null hypotheses rejected for the variance for $z^a_{i,x} (\omega)$. After
harmonization, the statistic test for $z^e_{i,x} (\omega)$ and $z^a_{i,x} (\omega)$ is never rejected, providing further
assurance that batch effects are corrected.
Figure 9: Histograms and scatter plots for $z_{ij}^{\omega}(\omega)$ before and after harmonization. Each batch (study) is coded with a different color. a) Histograms of z-score $z_{ij}^{\omega}(\omega)$ for each batch separately, and c) for all batches superimposed; b) Histograms of batch harmonized HR DP z-score $z_{ij}^{\omega}(\omega)$ for each batch separately, and d) with all batches superimposed. e) Scatter plot of $z_{ij}^{\omega}(\omega)$ as a function of frequency and age; f) Scatter plot of $z_{ij}^{\omega}(\omega)$ as a function of frequency and age, after harmonization.
Figure 10: Low dimensional scatter plots of HR DP z-scores $z_i^*$, before and after harmonization. The low dimensional representation is a nonlinear mapping (via t-SNE) of z-scores of all HR DPs onto two dimensions. Each axis is log-transformed. Points represent subjects, colored-coded by batch (study). a) Low dimensional unharmonized $z_i^*$ form clusters; b) Low dimensional harmonized $z_i^{**}$ lack cluster structure.

Table VIII: The effect of harmonization on the mean and SD of z-scores

<table>
<thead>
<tr>
<th>Metrics</th>
<th>null hypothesis rejected times</th>
<th>Number of test times</th>
<th>Proportion</th>
<th>alpha</th>
<th>Post hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>SD</td>
<td>mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>$z_i^{*,x} (\omega)$</td>
<td>185</td>
<td>185</td>
<td>252</td>
<td>252</td>
<td>73%</td>
</tr>
<tr>
<td>$z_i^{**x} (\omega)$</td>
<td>0</td>
<td>0</td>
<td>252</td>
<td>252</td>
<td>0%</td>
</tr>
<tr>
<td>$z_i^{*,c} (\omega)$</td>
<td>3139</td>
<td>3607</td>
<td>4788</td>
<td>4788</td>
<td>66%</td>
</tr>
<tr>
<td>$z_i^{**c} (\omega)$</td>
<td>0</td>
<td>0</td>
<td>4788</td>
<td>4788</td>
<td>0%</td>
</tr>
</tbody>
</table>
4 Quality control

We implemented three distinct stages of quality control:

1. The first filter for quality control and correction or elimination of outliers was at each recording site. At each site, the batches submitted had to be part of a normative study or control group with explicit inclusion and exclusion criteria Appendix A-Ⅱ.

2. As mentioned before, the centralized processing team did not have access to the raw EEG data but rather only to the cross-spectra. Preliminary quality control for each sample consisted of visual inspection of a) the topographic map of $y_i^\lambda(\omega)$ at representative frequencies and b) the $y_i^\lambda(\omega)$ from 1.1718Hz to 19.1394Hz. At least two experienced experts carried out the independent evaluation to avoid subjectivity. The criteria for rejection of cases was overall extreme deformation from expected patterns. There was no attempt to enforce a “very typical pattern” such as the presence of an alpha peak since this may be absent in many normal subjects. Examples of accepted and rejected cross-spectra are shown in Figure S1, where a) is an accepted sample, b) is a rejected sample whose highest power was not at the occipital lobe. Additionally, the spectra are almost flat, indicating the prevalence of noise.

3. Once all batches were gathered, we conducted a machine-learning check for outliers. This centralized second stage quality control step is explained below in detail.

In qEEG research, as in all forms of data science, outliers are a problem that violates this assumption and can derail model estimation and comparison, and inference. Outliers are a common problem that can arise at any step in the whole qEEG pipeline due to: recording artifacts, mistakes in electrode ordering, missteps in data processing, and other factors.

we wish to ensure the simple probabilistic interpretation of the DP z-scores $z_{i,c,c}(\omega)$ by guaranteeing (as much as possible) that they conform to a multivariate Gaussian distribution. we leveraged the fact that the maximum likelihood covariance estimate (MLE) estimator is sensitive to outliers that spill over to the derived Mahalanobis Distance (MD).
Iterative robust methods for robust MD (Leroy and Rousseeuw, 1987) calculate a corrected MD and make it easy to diagnose multivariate normality (Olive, 2004) and identify outliers. Specifically, before attempting the construction of harmonized norms, we detected and eliminated outlier subjects for $y_{i\omega m}^*$ ($\omega$, $m=\{A, 0\}$ values separately. We first calculated each subject’s $z_{i\omega m}^*$ ($\omega$) according to the model equation (4). We then create a data matrix where each subject is an observation ($n=1564$), measured on the $z_i^*$ ($p=846$) and $z_i^*$ ($p=8037$).

Because of the large p/n ratio, we first carry out a nonlinear data mapping to a low-dimensional component space using the t-distributed stochastic neighborhood embedding (t-SNE) (Van der Maaten and Hinton, 2008). This reduction allows us to compute both the Traditional and Robust Mahalanobis distances (CMD, RMD) of each sample. We employ the robust estimates Minimum Covariance Determinant (FAST-MCD) method (Rousseeuw and Driessen, 1998) for the normative sample’s mean and covariance matrix.

It is then convenient to detect outliers from the D-D plot (Scatter plot of CMD versus RMD). In the absence of outliers, the data points cluster around the line $y=x$. By contrast, outliers deviate from this pattern with a practical threshold being $\sqrt{\chi^2_{2,0.975}}$, the value of inverse chi-square cumulative distribution with two degrees of freedom for probability=0.975.

After this analysis, we found that most data samples are closely grouped in the low-dimensional space for $z_i^*$, $z_i^*$ (Figure 11-a,c). The exceptions are some outlier points, as shown in Figure 11-d. We can numerically identify these outliers quickly by inspection of the DD plot (Figure 9-b and d). Non-outlier data points cluster tightly around the $y=x$ line since their RMD and CMD should be similar. Outliers have a larger than expected RMD and CMD, as quantified by the Chi-square criteria (vertical and horizontal red lines of coordinate axes) (Figure 11-b and d).

Centralized quality control was carried out iteratively, with feedback about each batch at each site. On several occasions, we detected mistakes in using the gatherer program or in
selecting the normative sample—evidenced by a complete batch consisting of outliers. An example of this type of error was a batch with the EEG channels ordered incorrectly—correction of this order eliminated the majority of outliers. With these types of errors corrected, the number of outliers diminished considerably.

As a consequence of this outlier detection step, we identified and eliminated 191 subjects from the samples used for the norm calculation of $\gamma_{\omega}^s(\theta)$ which reduced the final samples number to 1373. By contrast, there are no outliers for $\gamma_{\omega}^i(\lambda)$.
Figure 11: Outlier detection for traditional log-spectrum and HR z-scores. Each batch (study) is coded with a different color. Subplots a) and c) are two-dimensional representations of DPs via t-SNE, for traditional log-spectrum $z_{\lambda}^i$ and HR z-scores, $z_{\theta}^i$. Subplots b) and d) are the corresponding D-D (Robust-Mahalanobis distance versus Mahalanobis distance) plots with limits for outlier detection set at the conventional level, confirming the existence of outliers for HR z-scores. Dots indicate accepted sample points and red crosses outliers. There are no $z_{\lambda}^i$. Outliers.

Figure 12: Structure of training and test sets for evaluating the accuracy of different qEEG DPs to detect early protein-energy malnutrition. The different datasets are shown in a Venn diagram in a). The normative dataset used to calculate the $z_{\lambda}^i(\omega)$ is the complete Multinational Normative dataset, excluding the Barbados Controls (MN: BCtrl). Batch corrected $z_{\lambda}^i(\omega)$ are obtained using the batch information in the Cuba1990 study. The steps for the evaluation of diagnostic accuracy are outlined in b).
5 Validation of the HarmMNqEEG norms for classification

To check the validity of our new harmonized qEEG norms, revisited the problem of using the qEEG to classify school-children who suffered from Protein Energy Malnutrition limited to the first year of life (BMal) and to distinguish them from healthy classmate controls (BCtrl), who were matched by age, sex and handedness. Prior work is described in Bringas Vega et al. (2019) Taboada-Crispi et al. (2018). This work is part of the Barbados Nutrition Study-- a project that is still ongoing for nearly half a century (Galler et al., 1983a, 1983b).

With the $z_{i,c}^k (\omega)$, we previously achieved excellent robust elastic-net discrimination between BCtrl and BMal. Those z-transforms were obtained using the CU1990 qEEG norms (Bosch-Bayard et al., 2020)

With the new tools developed in this paper, we gauge the effect on the discrimination between the two groups of three enhancements a) Use of multinational instead of a national norm, b) Use of $y_{i,c}^n (\omega)$ instead of $y_{i,c}^k (\omega)$, and c) Use harmonized multinational norms.

To answer these questions, we constructed several datasets as shown in the Venn diagram (Figure 12-a):

- Barbados 1978 malnutrition (BMal) comprising $N_i = 44$ samples;
- Barbados 1978 Control (BCtrl) comprising $N_i = 62$ samples.
- In this case, the norms used to calculate z-scores were the complete HarMNqEEG dataset (MN) but excluding the Barbados controls (MN\BCtrl). This modification of the normative data set avoided validation bias,

After the formation of these sets and training tests, we processed two types of test DPs for the validation (Figure 12-b):

i. Obtain the $y_{i,c}^n (\omega)$ of BMal and BCtrl using the geometric mean of MN\BCtrl when applying the centering operator $M$ as in the equation (7). And calculate $y_{i,c}^k (\omega)$ of BMal and BCtrl;
ii. Estimate the normative mean \( \hat{\mu}_{i,c}^m(\omega,a,c) \) and SD \( \hat{\sigma}_{i,c}^m(\omega,a,c) \) with the dataset MN\&BCtrl;

iii. Obtain the global z-scores \( z_{i,c}^m(\omega) \) as in the formula (18);

iv. Obtain the batch harmonized z scores \( z_{i,c}^{\ast m}(\omega) \) as in the formula (19).

To carry out the batch correction in step iv, and for lack of a larger sample of BCtrl, we plugged in the CU1990 random effect estimator. We base our choice of the CU1990 sample for the batch correction on the social, ethnic, and climatic similarity between Cuba and Barbados and prior studies that indicated that the Cuban norms describe the variability of the BCtrl group (Taboada-Crispi et al., 2018). Thus, we enter the statistical learning procedure with the following types of z-scores for BMal and BCtrl:

<table>
<thead>
<tr>
<th>Type of DPs</th>
<th>( y_{i,c}^\lambda(\omega) )</th>
<th>( y_{i,c}^\theta(\omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>qEEG norms</td>
<td>( z_{i,c}^\lambda(\omega) )</td>
<td>( z_{i,c}^\theta(\omega) )</td>
</tr>
<tr>
<td>HarMNqEEG norms</td>
<td>( z_{i,c}^{\ast\lambda}(\omega) )</td>
<td>( z_{i,c}^{\ast\theta}(\omega) )</td>
</tr>
</tbody>
</table>

We evaluate the discriminatory power of z-score types with the elastic-net regression using a stable sparse classifier (Bosch-Bayard et al., 2018). The stable sparse classifier, also used for this same dataset in Bringas Vega et al. (2019), uses multiple resampling to select a stable set of predictors and then (with additional independent resampling) estimate the ROC curves for discrimination between both groups. We plot the ROC curve and report the Area under the ROC curve (AUC) for each type of z-score. Besides the AUC for the whole ROC curve, we also report the standardized partial AUC (spAUC) (McClish, 1989) for the discriminant scores that produce 10% and 20% false positives ratio (FPR). These partial AUC curves are of even greater interest in clinical settings, which usually require low false-positive rates. Accompanying these ROC curves are their probability distribution functions, also obtained via the resampling method.
Figure 13: Diagnosis accuracy in detecting early protein-energy malnutrition based on different types of qEEG DPs. Shown in subplot a) are Receiver Operator Curves (ROC) for discriminant functions to distinguish children with protein-energy malnutrition, based on four types of DPs: red $\tilde{z}_{i,x}^a(\omega)$, blue $\tilde{z}_{i,x}^b(\omega)$, green $\tilde{z}_{i,x}^c(\omega)$, and purple $\tilde{z}_{i,x}^d(\omega)$. The inset shows the robust Area under the ROC curve (AUC) for these types of DPs. In subplot b), the distribution of spAUCs for HR DPs, before and after harmonization. These are spAUC values for $\tilde{z}_{i,x}^a(\omega)$ and $\tilde{z}_{i,x}^d(\omega)$ at 10%, 20%, and 100 % (full).

In figure 13, we first show the ROC curves of these four metrics (Figure 13-a). Obviously, $\tilde{z}_{i,x}^a(\omega)$ and $\tilde{z}_{i,x}^d(\omega)$ allow higher accuracy than $\tilde{z}_{i,x}^b(\omega)$ and $\tilde{z}_{i,x}^c(\omega)$. Harmonization boosts total accuracy from 0.828 to 0.87 when comparing $\tilde{z}_{i,x}^b(\omega)$ and $\tilde{z}_{i,x}^c(\omega)$. Likewise, there is an increase from 0.943 to 0.952 when comparing $\tilde{z}_{i,x}^a(\omega)$ and $\tilde{z}_{i,x}^d(\omega)$. A valuable output of the stable robust classifier of Bosch is the probability density functions of the AUC and spAUC for the different measures. From figure 13-B, we see that the AUC of $\tilde{z}_{i,x}^b(\omega)$ is significantly larger than that of $\tilde{z}_{i,x}^d(\omega)$, indicating that harmonization is beneficial for accuracy. However, the ROC curves become very close for lower False Positive Rates (FPR). The spAUC at 20% FPR still shows a modest edge for harmonization. However, the situation reverses for even lower FPR (10%), with harmonization lowering the spAUC. Table IX, we summarize the AUC for the different measures compared under different FPRs.

Moreover, the higher accuracy for $\tilde{z}_{i,x}^b(\omega)$ and $\tilde{z}_{i,x}^c(\omega)$ are achieved with a much smaller number of features. As shown in Figure 14, a and b show the selected features of $\tilde{z}_{i,x}^a(\omega)$
and $z^\lambda_{i,x} (\omega)$ grouped in four frequency bands (1-4Hz, 4-8Hz, 8-13Hz, 13-20Hz). There are more frontal and occipital electrodes involved, like O2 and 8. Figures 14-c and 14-d show the selected features of $z^n_{i,x} (\omega)$ and $z^{n*}_{i,x} (\omega)$ where, more connections between frontal with occipital, e.g., F8-O1.

Table IX: Standardized sparse AUC (spAUC) values of model validation

<table>
<thead>
<tr>
<th>Metrics</th>
<th>$z^\lambda_{i,x} (\omega)$</th>
<th>$z^{n*}_{i,x} (\omega)$</th>
<th>$z^n_{i,x} (\omega)$</th>
<th>$z^{n*}_{i,x} (\omega)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fp10%</td>
<td>0.628</td>
<td>0.669</td>
<td>0.828</td>
<td>0.818</td>
</tr>
<tr>
<td>Fp20%</td>
<td>0.704</td>
<td>0.750</td>
<td>0.877</td>
<td>0.884</td>
</tr>
<tr>
<td>Fp100%</td>
<td>0.829</td>
<td>0.870</td>
<td>0.943</td>
<td>0.952</td>
</tr>
</tbody>
</table>
Figure 14: Topography of features selected for detection of malnutrition based on different types of qEEG DPs.

The features selected by the robust classifier are indicated in a plot of the 10/20 channel system. They are classified into the four traditional EEG frequency broad bands (though narrowband). A red electrode indicates features related to a single channel. A red link between two electrodes indicates a feature selected for those two channels. a) Selected features for $z_{i,c}^\alpha (\omega)$. b) Selected features for $z_{i,c}^\lambda (\omega)$. c) Selected features for $z_{i,c}^\theta (\omega)$. d) Selected features for $z_{i,c}^{\alpha \lambda} (\omega)$.

6 Discussion

This paper presents the HarMNqEEG project, an international qEEG normative collaboration intended to avoid racial and socioeconomic bias. It is one of the main projects of the Global Brain Consortium (https://globalbrainconsortium.org/). The construction of unbiased qEEG norms and methods to quantify Brain Developmental Dysfunctions (BDD) is essential for providing easily accessible neuroimaging tools for use in public health settings worldwide.
program “data_gatherer,” which produced batches of samples, each sample consisting of an EEG cross-spectral tensor and anonymized meta-data. Thus samples from different sites were guaranteed to be fully compatible, save possible instruments and site variables. This compatibility was further enhanced by imposing a minimalistic set of recording requirements based on the IFCN 10/20 EEG recording montage and a limited range of EEG frequencies to analyze.

We decided to avoid sharing raw EEG data from recording sites. This choice facilitated the incorporation of diverse groups with varying ethical and administrative constraints. Data collection took less than 3 months to complete. It did, however, require intensive visual and numerical quality control at different stages of the processing pipeline. Other initiatives such as COINSTAC (Gazula et al., 2020) go to wholly and further decentralize processing, a vision that is the next logical step for our project. We are currently studying the outliers detected (in section 4) in the sample to propose methods to avoid future occurrences.

Central processing of the cross-spectral tensors produced two sets of qEEG Descriptive Parameters (DPs). The traditional narrowband log-spectra was included for backward compatibility and comparison purposes. Importantly we introduce in this paper a new type of EEG qEEG DP based on Hermitian Riemannian geometry. This development is essential since cross-spectral tensors occupy a highly nonlinear manifold. To this end, we define a Riemannian vectorization operator that transforms the cross-spectral tensor to a vector that closely follows a multivariate gaussian distribution in Euclidean space. An essential ingredient of the Riemannian vectorization is the matrix-logarithmic transform of the cross-spectral matrices. Leonard and Chiu (Leonard and Hsu, 2001) proposed this transformation to obtain an unconstrained multivariate gaussian vector from covariance matrices.

We note that the Riemannian Geometry of Symmetric Positive Definite matrices has been widely used for Brain-Computer Interface applications (Baranchant et al., 2013; Yger et al., 2017). Recently, in a seminal series of papers, (Sabbagh et al., 2020; Engemann et al., 2021) showed the superiority of HR DPs to predict brain age with MEEG/EEG. Our work differs from these previous applications in two essential aspects. The first is the use of
Hermitian (not Real) Riemannian Geometry since the frontal faces of the cross-spectral
tensor are cross-spectral matrices, Hermitian covariance matrices of EEG Fourier
coefficients. A second difference is that rather than predating age by the HR DPs, we
consider age as an independent variable to predict Riemannian DPs.

The added conceptual and computational machinery of Riemannian Geometry seems to be
beneficial. With this framework, we can now norm not only the frequency-resolved EEG
activities at each channel (via the spectra) but also the functional connectivity between
electrodes (reflected in the cross-spectra). The matrix-logarithmic transform allows an
integrated transformation towards normality of activity and connectivity that was impossible
with isolated transformations of the elements of the cross-spectral matrix.

The multinational character of the datasets collected in the project allowed us a first look at
qEEG harmonization. We believe the HarMNqEEG project is one of the first efforts to check
for “batch” effects in qEEG multisite datasets and propose computing subject z-scores from
batch-free qEEG norms. To our knowledge, this is the first attempt to create a statistically
valid qEEG norm for cross-spectral tensors and their derived measures (coherence and
phase).

Our work confirmed that a large part of the variance of traditional and HR DPs depends on
frequency and age, underscoring the need for frequency and age-dependent norms to
detect BDD. This fixed-effect dependency has been reported many times for traditional log-
spectra, including several papers from our group (Taboada-Crispi et al., 2018; Bosch-Bayard
et al., 2001; Bringas Vega et al., 2019). Indeed, the shape of the norms or “developmental
surfaces” for traditional measures hold up with the larger multinational sample. Based on
Riemannian geometry, we confirm this frequency and age dependency for the full cross-
spectrum. The reconstruction of traditional log-spectral norms from the HR norms (surrogate
norms) shows the consistency of the two procedures for the traditional DP set.

Regarding batch differences, note that using a global geometric mean to center cross-
spectral tensors forces all data onto a unique normative tangent space. We studied whether
batch or sex effects should be retained in the normative equations (Simeon et al., 2021).
These models were compared using the Extended Bayesian Information Criterion. Contrary to our expectation, sex was pruned from the independent variables for fixed and random effects. This lack of sex-dependency requires further study, given the numerous neuroimaging studies for other modalities that find such an effect.

On the other hand, batch effects, specifically site random effects, were evident. The modeling framework allowed the definition of batch-free z-scores. The need for this correction is particularly evident for HR DPs and easily observable in the t-sne plots where harmonization eliminates batch differences.

The readers familiar with the construction of norms may be acquainted with COMBAT (Johnson et al., 2007) and generalized additive model for local scale and shape (GAMLSS) (Rigby and Stasinopoulos, 2005)—harmonization methods widespread to eliminate batch effects. COMBAT captures the effect of biological variables with a linear model, then positing that batch effects have a constant mean and SD. The GAMLSS model, on the other hand, is more general than COMBAT. It allows nonparametric additive modeling of biological effects for the mean, variance, and higher statistical fixed and random effects parameters, but the use of GAMLSS for harmonization is usually restricted linear models (Bethlehem et al., 2021; Dinga et al., 2021). Subsequently, combining COMBAT with generalized additive model (GAM) made it possible to identify nonlinear relationships between age and brain structure (Pomponio et al., 2020). However, together with GAMLSS this class of models is restricted to univariate function.

Our model includes and generalizes both COMBAT and GAMLSS when the latter is restricted to Gaussian noise—which is our case. HarMNqEEG allows multivariate nonparametric functional forms for the biological variables and the random additive effect (sex or batch) for mean and SD. Due to the Gaussianity of our DPs, we did not include models of higher-order statistics as in GAMLSS, but our models are more general for Gaussian data since our code allows the mean and SD functions to be both complex-valued and multivariate, and the variance function can be log additive. Finally, compared with the generalized additive mixed-mode (GAMM) (Lin and Zhang, 1999), though the latter does
allow multivariate functions, these are only for the mean. We emphasize that both COMBAT
and GAMLSS models were tested in model selection and not retained due to having a higher
nEBIC.

We additionally provide evidence that Hermitian Riemannian qEEG can provide higher
diagnostic accuracy than traditional qEEG by evaluating the previously well studied
Barbados Nutritional Study data set (Bringas Vega et al., 2019; Rutherford et al., 2021b;
Taboada-Crispi et al., 2018). We are currently exploring other clinical datasets with this
approach.

The present study has several limitations. The most important one is that, despite the
substantial increase in sample size (compared to previous studies), it still may be
underpowered to detect the effect of some biological variables such as gender. More
importantly, the lack of combinations of types of equipment and country precludes
separating the effect of these two variables. This issue needs to be the focus of further
studies. Additionally, and as mentioned above, the age distribution of the sample is skewed
towards younger ages. It is essential to remedy this unbalance of age distributions to
improve the analysis of cognitive aging.

A normative study with denser electrode montages would also be desirable to improve
localization accuracy, though the present study helps evaluate less intensive EEG
examinations.

Finally, though our Narrow Band set of frequency-domain Descriptive Parameters (Szava)
was proven to be more informative than the BroadBand variety, it is not entirely satisfactory.
A set of DPs based on empirical decompositions of the power spectrum is preferable.
Splitting the resting-state power spectrum into a /f background component and an alpha
peak has been long studied (Zetterberg, 1969; Pascual-marqui et al., 1988; Donoghue,
2020) The most salient feature of the alpha peak is its alpha peak frequency (IAF), for which
excellent developmental studies exist (Voytek et al., 2015; Tröndle et al., 2021) In our
formulation (Pascual-marqui et al., 1988) this decomposition was termed the “Xi-alpha”
model, and the IAF was identified as the Palpha parameter, which we showed early on to be
the spectral parameter best correlated with age (Amador et al., 1989). However, we did not use the Xi-Alpha here approach since the generalization needed for cross-spectra requires completing the multivariate generalization (Pascual-marqui et al., 1988; Valdés et al., 1992) that has an adequate Riemannian embedding. This project will be the subject of future work.

There are several future directions of this work already being developed. Some of these directions are:

- Extension of the multinational Hermitian Riemannian norms to source space as done already achieved for traditional qEEG (Bosch-Bayard et al., 2001; Bringas Vega et al., 2019)
- Creation of multinational norms for other sets of qEEG descriptive parameters such as microstates (Koenig et al., 2002a)
- Create norms for multivariate Xi-Alpha models of the EEG cross-spectrum (Pascual-marqui et al., 1988; Hu and Valdes-Sosa, 2019; Tröndle et al., 2020).

We have also made available the code to calculate different individual z-scores from the HarMNqEEG dataset.

The results presented in this paper contribute to developing bias-free, low-cost neuroimaging technologies applicable in various health settings, especially those in low resource areas that are at greatest risk for neurodevelopmental disabilities and other brain disorders (Galler et al., 2021).
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### Appendix A

#### Appendix A- I : Summary of indexes

**Table A-I: Summary of indexes**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>Index of individual $i \in {1, 2, \ldots, N_i}$</td>
</tr>
<tr>
<td>$c$</td>
<td>Index of the channel $c \in {1, 2, \ldots, N_c}$, $N_c = 19$ including Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, Pz electrodes.</td>
</tr>
<tr>
<td>$e$</td>
<td>Index of EEG epochs $e \in {1, 2, \ldots, N_e}$, the disjoint segments selected from the continuous EEG.</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Discrete frequency $\omega = 1, \ldots, N_\omega$. When multiplied by $\Delta \omega$ gives the physical frequency.</td>
</tr>
<tr>
<td>$a$</td>
<td>Age, which takes value from the subset of ${a \in \mathbb{R}, \ldots}$. Then $a_i$ denotes the individual's age $i$. The symbol &quot;.&quot; indicates all ages.</td>
</tr>
<tr>
<td>$s$</td>
<td>Sex, which takes value from the subset of ${\text{Male, Female}, \ldots}$. Then $s_i$ indicates the sex of the individual $i$. The symbol &quot;.&quot; indicates all sex.</td>
</tr>
<tr>
<td>$b$</td>
<td>Batch, where $b_i$ means batch of individual $i$, the symbol &quot;.&quot; indicates all batches.</td>
</tr>
<tr>
<td>$t$</td>
<td>Time $t = 1, \ldots, N_t$. Physical time is obtained by multiplication with $\Delta t$.</td>
</tr>
<tr>
<td>$c$</td>
<td>Index of the channel $c \in {1, 2, \ldots, N_c}$, here $N_c = 19$ including Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, Pz electrodes.</td>
</tr>
<tr>
<td>$e$</td>
<td>Index of EEG epochs $e \in {1, 2, \ldots, N_e}$, the disjoint segments selected from the continuous EEG.</td>
</tr>
</tbody>
</table>
Appendix A-Ⅱ: Multinational EEG norms dataset
Table A-II: Multi-national EEG norms dataset: including 9 countries, 12 devices and 14 batches.

<table>
<thead>
<tr>
<th>Country</th>
<th>Dataset sites</th>
<th>N individuals (Female; Male)</th>
<th>Age range</th>
<th>Device</th>
<th>Reference</th>
<th>Year recorded</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbados</td>
<td>Barbados_1978</td>
<td>62 (F28; M34)</td>
<td>5.5-11.4</td>
<td>DEDAAS</td>
<td>Linked Ears</td>
<td>1978</td>
<td>(Bringas Vega et al., 2019; Taboada-Crispi et al., 2018)</td>
</tr>
<tr>
<td>China</td>
<td>Chengdu_2014</td>
<td>33 (F7; M26)</td>
<td>21-28</td>
<td>BrainAmp DC</td>
<td>REST</td>
<td>2014</td>
<td>(Li et al., 2015)</td>
</tr>
<tr>
<td></td>
<td>Chongqing_2016</td>
<td>235 (F134; M101)</td>
<td>15-26</td>
<td>BrainAmp MR plus</td>
<td>common</td>
<td>2016-2019</td>
<td>(Duan et al., 2021)</td>
</tr>
<tr>
<td>Colombia</td>
<td>Colombia_2019</td>
<td>21 (F13; M8)</td>
<td>22-45</td>
<td>Neuro scan</td>
<td>average</td>
<td>2019</td>
<td><a href="https://alz.confex.com/alz/20amsterdam/meetingapp.cgi/Paper/47837">https://alz.confex.com/alz/20amsterdam/meetingapp.cgi/Paper/47837</a></td>
</tr>
<tr>
<td>Cuba</td>
<td>Cuba_1990</td>
<td>195 (F98; M97)</td>
<td>5.5-97</td>
<td>Medicid-3M</td>
<td>common</td>
<td>1990</td>
<td>(Bosch-Bayard et al., 2020)</td>
</tr>
<tr>
<td></td>
<td>Cuba_2003</td>
<td>48 (F28; M20)</td>
<td>5-69</td>
<td>Medicid-4</td>
<td>common</td>
<td>2003</td>
<td>(Hernandez-Gonzalez et al., 2011)</td>
</tr>
<tr>
<td></td>
<td>CHBMP</td>
<td>124 (F27; M97)</td>
<td>17-62</td>
<td>Medicid-5</td>
<td>Linked Ears</td>
<td>2004-2008</td>
<td>(Valdes-Sosa et al., 2021)</td>
</tr>
<tr>
<td>Germany</td>
<td>Germany_2013</td>
<td>178 (F113; M65)</td>
<td>22.5-77.5</td>
<td>BrainAmp MR plus</td>
<td>common</td>
<td>2013</td>
<td>(Babayan et al., 2019)</td>
</tr>
<tr>
<td>Malaysia</td>
<td>Malaysia_2017</td>
<td>26 (F24; M2)</td>
<td>19-60</td>
<td>ANT Neuro</td>
<td>average</td>
<td>2017/2020</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>Russia_2013</td>
<td>58 (F34; M24)</td>
<td>18-49</td>
<td>nvx136</td>
<td>Cz</td>
<td>2013/2019</td>
<td>(Ivanov et al., 2022)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>145 (F70; M75)</td>
<td>16-57</td>
<td>actiCHamp</td>
<td>Cz</td>
<td>2013/2019</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>Bern_1980</td>
<td>44 (F18,26)</td>
<td>10-16</td>
<td>Nihon Kohden</td>
<td>common</td>
<td>1980</td>
<td>(Koenig et al., 2002b);</td>
</tr>
<tr>
<td></td>
<td>Zurich_2017</td>
<td>165 (F80; M85)</td>
<td>18-90</td>
<td>EGI-256 HCGSN</td>
<td>average</td>
<td>2012/2017-2019</td>
<td>(Langer et al., 2013)</td>
</tr>
<tr>
<td>USA</td>
<td>New York_1970s</td>
<td>230 (F109; M121)</td>
<td>6-80.5</td>
<td>DEDAAS</td>
<td>common</td>
<td>1970s-1980s</td>
<td>(Ahn et al., 1980)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1564 (F783; M781)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix A-Ⅲ: Batches defined equipment, and country

#### Table A III: Batches defined equipment, and country

<table>
<thead>
<tr>
<th>Device</th>
<th>BrainAmp MR plus</th>
<th>BrainAmp DC</th>
<th>actiCHamp</th>
<th>DEDAAS</th>
<th>EGI-256 HCGSN</th>
<th>Medicid-3M</th>
<th>Medicid-4</th>
<th>Medicid-5</th>
<th>NihonKohden</th>
<th>nvx136</th>
<th>ANT Neuro</th>
<th>Neuroscan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbados</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DEDAAS-Barbados_1978</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuba</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NeuroScan-Neuroscan_2019</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ANTNeuro-Malaysia_2017</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>BrainAmp MR plus-Germany_2013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>actiCHamp-Russia_2013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>EGI-Zurich_2017</td>
<td></td>
<td></td>
<td></td>
<td>NihonKohden-Bern_1980</td>
<td></td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DEDAAS-NewYork_1970s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure S1: Initial visual quality based on log-spectra of 10/20 system. Initial quality control was carried out before preprocessing, based on two types of log-spectral plots. The (interpolated) topographic maps of the log-spectrum at different specific frequencies are on the left. On the right is the plot of the log-spectra for each electrode. The figure shows two examples of cases, on the top an accepted case with topography and spectra conforming to most normative cases. On the bottom, a rejected case that was atypical on both plots. This case generated a request to the recording site to do additional quality control.
Figure S2. Examples of harmonized normative means and details for traditional log-spectral descriptive parameters as a function of frequency and age.

a) Normative means (Developmental surfaces) for channel-Fp1, O1, and O2 of

\[ \mu^T(\omega, a) \]

b) The variation of the norm for fixed ages at younger ages (5 yr, 15 yr, 25 yr, and 40 yr).

c) The variation of the norm for fixed ages at elder ages (45 yr, 60 yr, 80 yr, and 95 yr age).

d) Changes of the norm with age at specific frequencies (2 Hz, 8 Hz, 10 Hz, 15 Hz), with vertical lines at 7 yr, 16 yr, and 50 yr.
Figure S3: Examples of harmonized normative means and details for Hermitian Riemannian descriptive parameters as a function of frequency and age.

a) Normative means (Developmental surfaces) for channel-Fp1, O1, and O2 of $\mu^s(\omega,a)$. b) The variation of the norm for fixed ages at younger ages (5 yr, 15 yr, 25 yr, and 40 yr). c) The variation of the norm for fixed ages at elder ages (45yr, 60yr, 80yr, and 95yr age). d) Changes of the norm with age at specific frequencies (2Hz,8Hz,10Hz, 15Hz), with vertical lines at 7yr, 16yr, and 50yr.
Figure S4. Examples of harmonized normative means and details for surrogate log-spectral norms as a function of frequency and age.

a) Normative means (Developmental surfaces) for channel Fp1, O1, and O2 of $\mu_{x,y}(\omega, a)$. b) The variation of the norm for fixed ages at younger ages (5 yr, 15 yr, 25 yr, and 40 yr). c) The variation of the norm for fixed ages at elder ages (45 yr, 60 yr, 80 yr, and 95 yr age). d) Changes of the norm with age at specific frequencies (2 Hz, 8 Hz, 10 Hz, 15 Hz), with vertical lines at 7 yr, 16 yr, and 50 yr.
Figure S5: Histograms for \( z_{\omega,\omega}^{\lambda}(\omega) \) before and after harmonization

- **a)** Histograms of \( z_{\omega,\omega}^{\lambda}(\omega) \) for each batch separately, and **c)** for all batches superimposed.
- **b)** Histograms of batch harmonized traditional log-spectrum DP z-score \( z_{\omega,\omega}^{\lambda}(\omega) \) for each batch separately, and **d)** with all batches superimposed.
- **e)** Scatter plot of \( z_{\omega,\omega}^{\lambda}(\omega) \) as a function of frequency and age; **f)** Scatter plot of \( z_{\omega,\omega}^{\lambda}(\omega) \) as a function of frequency and age, after harmonization.

Each batch (study) is coded with a different color.

---

Figure S5: Histograms and scatter plot for \( z_{\omega,\omega}^{\lambda}(\omega) \) before and after harmonization. Each batch (study) is coded with a different color. a) Histograms of z-score \( z_{\omega,\omega}^{\lambda}(\omega) \) for each batch separately, and c) for all batches superimposed; b) Histograms of batch harmonized traditional log-spectrum DP z-score \( z_{\omega,\omega}^{\lambda}(\omega) \) for each batch separately, and d) with all batches superimposed. e) Scatter plot of \( z_{\omega,\omega}^{\lambda}(\omega) \) as a function of frequency and age; f) Scatter plot of \( z_{\omega,\omega}^{\lambda}(\omega) \) as a function of frequency and age, after harmonization.
Figure S6. Low dimensional scatter plots of traditional log-spectrum DPs z-scores $z_i^k$, before and after harmonization.

Figure S6: Low dimensional scatter plots of log-spectrum z-scores $z_i^*$, before and after harmonization. The low dimensional representation is a nonlinear mapping (via t-SNE) of z-scores of all traditional log-spectrum DPs onto two dimensions. Each axis is log-transformed. Points represent subjects, colored-coded by batch (study). a) Unharmonized $z_i^*$ form clusters; b) Harmonized $z_i^{*\prime}$ lack cluster structure.