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Abstract

We present a novel framework facilitating the rapid detection of variants of interest (VOI) and concern (VOC) in a viral multiple sequence alignment (MSA). The framework is purely based on the genomic sequence data, without requiring prior established biological analysis. The framework’s building blocks are sets of co-evolving sites (motifs), identified via co-evolutionary signals within the MSA. Motifs form a
weighted simplicial complex, whose vertices are sites that satisfy a certain nucleotide diversity. Higher dimensional simplices are constructed using distances quantifying the co-evolutionary coupling of pairs and in the context of our method maximal motifs manifest as clusters. The framework triggers an alert via a cluster with a significant fraction of newly emerging polymorphic sites. We apply our method to SARS-CoV-2, analyzing all alerts issued from November 2020 through August 2021 with weekly resolution for England, USA, India and South America. Within a week at most a handful of alerts, each of which involving on the order of 10 sites are triggered. Cross referencing alerts with a posteriori knowledge of VOI/VOC-designations and lineages, motif-induced alerts detect VOIs/VOCs rapidly, typically weeks earlier than current methods. We show how motifs provide insight into the organization of the characteristic mutations of a VOI/VOC, organizing them as co-evolving blocks. Finally we study the dependency of the motif reconstruction on metric and clustering method and provide the receiver operating characteristic (ROC) of our alert criterion.
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**INTRODUCTION**

Current genomic sequencing efforts facilitate virological epidemiological surveillance close to real time. The challenge is to efficiently identify variants within these viral
sequences that pose further threats. We present here a bottom up framework facilitating the rapid detection of variants of interest (VOI) and of concern (VOC), given a times series of multiple sequence alignments (MSA) consisting of viral genomes. The key idea is to identify maximal sets of sites exhibiting co-evolutionary signal within the MSA instead of considering the emergence of particular mutations. These signals naturally induce a complex of motifs formed by sets of co-evolving sites. The sites are selected on the basis of exhibiting sufficient mutational activity and satisfy a certain diversity criterion. Higher dimensional simplices are constructed using distances capturing the co-evolutionary coupling of pairs.

Via this method we develop and analyze an alert protocol: an alert is triggered by a cluster exhibiting a significant fraction of newly emerging sites. Then our alerts are put to the test, analyzing retrospectively SARS-CoV-2 sequence data collected from November 2020 through August 2021. That is we issue alerts based on "historic" data, not "real-time" alerts. These alerts are issued with no a priori assumptions, except of the Wuhan reference sequence upon which the MSAs are built. MSAs are constructed on a weekly basis for England, USA, India and South America (SA). Thereafter we relate our alerts to established VOIs and VOCs, i.e. employing the a posteriori knowledge of VOI/VOC-designations and lineages in order to evaluate the accuracy of the issued alerts. We remark that an alert does not provide any biological semantics, its primary purpose is to enable a fast biological analysis on a handful of critical sites.
Background  Genomic surveillance plays an instrumental role in combating rapidly mutating RNA viruses \cite{13}. In particular, it is becoming a vital necessity in the effective mitigation and containment of the COVID-19 pandemic \cite{41, 8}. While mRNA vaccine development and distribution was successful in the US, recently VOCs, in particular the Delta-variant \cite{32}, give rise to questions regarding the efficacy of current vaccines and timely vaccine development necessitates the rapid recognition of critical adaptations within SARS-CoV-2. Genomic surveillance leverages applications of next-generation sequencing and phylogenetic methods to detect variants that are phenotypically or antigenetically different, facilitating early anticipation and effective mitigation of potential viral outbreaks.

One of the central tasks in genomic surveillance is to identify emerging variants that are more virulent, or more resistant to available vaccines. The designation of SARS-CoV-2 variants of concern/interest exemplifies such an identification process \cite{26, 48}. Currently, the designation of such a VOC is based on phylogenetic methods and involves four steps: lineage assignment, mutation extraction, biological analysis, and declaration. First, a large phylogenetic tree is constructed from publicly available SARS-CoV-2 genomes, and its sub-trees are examined and cross-referenced against epidemiological information to designate new lineages \cite{3, 40}. Secondly, a collection of mutations, frequently observed in a lineage is extracted and defined to be characteristic. The biological impact of this collection of mutations is then analyzed in wet-lab/in silico experiments. Thirdly, in the wake of identified biological features,
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such as an increase in transmissibility or severity, the lineage/variant is declared a VOC.

Population-based approaches were developed to complement phylogenetic-based methods with the goal of rapidly identifying and monitoring critical mutations on the SARS-CoV-2 genome. Frequency analysis is widely used to monitor variant circulation [27, 35]. The increasing prevalence of a mutation might indicate the emergence of a new variant. Entropy measurements, derived from nucleotide frequency, highlight nucleotide positions with high variation and facilitate the compact representation of SARS-CoV-2 variants [12].

Mutations on viral genomes do not always appear independently. For example, the D614G (A23404G) mutation on the SARS-CoV-2 genome is almost always accompanied by three other mutations: C241T, C3037T and C14408T [37]; these four positions exhibit a co-evolutionary pattern. In fact, positions in a molecule that share a common constraint do not evolve independently, and therefore leave a signature in patterns of homologous sequences [11, 38]. Extracting such co-evolution signals from a sequence alignment leads to a deeper understanding of the impact of mutations and can facilitate the early detection of emerging variants. Present correlation analysis techniques are not amenable to co-evolutionary analysis. For instance, the Pearson correlation coefficient [36] requires the computation of the average value of a random variable. While the nucleotide type at a fixed position in an alignment can be regarded as a random variable, averaging techniques are
not straightforwardly applicable. While Spearman’s correlation coefficient [34] and the Kendall Tau rank coefficient [25] work for rank correlation analysis, there exists no canonical ranking for the different types of nucleotides. Co-evolution detection strategies currently are based on observing the frequency of nucleotide combinations in two distinguished positions [31, 47]. It is a challenge to dynamically keep track of all such pairwise frequencies on sizable data sets. Thus, a novel measurement for the degree of co-evolution is of relevance.

In protein folding MSA are employed to identify related positions [46] via mutual information. While there are contributions on the level of networks: [1] studies mutual information networks of enzymatic families in protein structures to unveil functional features, the work is focused on how to account for the effect of phylogeny on this identification [6]. To this end, two modifications to mutual information are introduced: row-column weighting [15] and average product correction [10]. Mutual information has also been used to detect coevolution signals in alignments of RNA sequences [17]. In [16, 49] statistical methods differentiate correlation patterns induced by functional constraints from those induced by shared ancestry. These methods are concerned with pairwise relations since their objective is to determine RNA secondary structure.

Thus, the idea of considering pairwise relations between columns within an MSA has been successfully used in protein and RNA folding more than a decade ago. The motif complex represents an extension of this, encapsulating $k$-ary relations within
the MSA, that cannot be reduced to pairwise relations. When applying our method to SARS-CoV-2, however, we consider only pairwise relations. This allows us to use mutual information and standard clustering algorithms, where clusters approximate maximal motifs. The motif complex suggests extending the notions of mutual information and distance beyond two random variables and points, respectively.

**Motifs and alerts.** The framework developed here represents a bottom-up approach requiring no *a priori* knowledge of phylogeny, lineages or any type of biological impact analysis. Its output consists of a collection of a small number of distinguished clusters composed by critical, tightly co-evolving positions on the SARS-CoV-2 genome. The particular nucleotide identity at these positions, as relevant as they are for subsequent analysis, only plays a subordinate role. The notion of a reference sequence also plays a substantially different role: it is exclusively employed for the generation of the multiple sequence alignment from which the aforementioned notion of position/site (i.e. column in the alignment matrix) originates. A group of mutations co-evolving via a similar pattern exhibits footprints of evolutionary selection pressure. The fitness induced by a group of co-evolving mutations can be more significant than their total fitness when they occur independently, as hidden links might exist between the sites in question. Therefore, a group of sites having sufficient nucleotide diversity that are clustered by means of co-evolution measures can represent a signal of selective advantages.
We consider here clusters that carry a significant portion of newly active sites. These sites represent a sufficiently large additive fitness component of the underlying cluster and are potentially indicative of the emergence of a functional block, namely a keystone mutation event. The alert picks up the induced differential in the evolutionary dynamics, very much in the spirit of a derivative. Specifically, alerts (Section \textit{The motif complex of SARS-CoV-2}) are closely related to the derivate of the logarithm of the size of the cluster inducing the alert. We are in effect constructing a guidance system, alerting not only to the sites where biological analysis should be performed, but also quantifying at which rate they co-evolve. This provides crucial information for biologists, since identifying co-evolution relations provides clues about underlying biological mechanisms.

GISAID-sequence data are rich enough to allow for a weekly time resolution and within this timeframe towards a handful of alerts, each involving on the order of 10 sites are triggered. Relating alerts with the \textit{a posteriori} knowledge of VOI/VOC-designations and lineages, motif-induced alerts detect VOIs/VOCs rapidly, typically weeks earlier than current methods. We show how motifs provide insight into the organization of the characteristic mutations of a VOI/VOC, organizing them as co-evolving blocks. Finally we study the dependency of the motif reconstruction on metric and clustering method and provide the receiver operating characteristic (ROC) of the alert criterion.
The motif complex

In this section we specify a mathematical framework that allows us to express co-evolutionary signals in MSA. In a natural way these signals give rise to a weighted, simplicial complex, upon which our notion of alert derives.

Let $A = (a_{p,q})$ denote a multiple sequence alignment (MSA) composed of $m$ sequences of length $n$. Here $a_{p,q} \in A = \{e, A, T, C, G\}$ represents the nucleotide at the $q$th position of the $p$th sequence and $e$ denotes a gap.

We consider a $k$-tuple of $A$-columns $i_1, i_2, \ldots, i_k$ and query the existence of a $k$-ary relation between the nucleotides present at $i_1, i_2, \ldots, i_k$, respectively. We stipulate that such a relation is the result of selective pressure exerted on a collective of sites forming a block having implicit connection in the viral genome. Such a site-dependency can manifest via a variety of mutational constellations.

For each collection of sites $\{i_1, i_2, \ldots, i_k\}$, a relation corresponds to a set $M_k[i_1, \ldots, i_k]$ consisting of $k$-tuples $(a_{i_1}, \ldots, a_{i_k})$, representing all the constellations that satisfy the "hidden" relation. We shall refer to $X_k := \bigcup_{i_1, \ldots, i_k} M_k[i_1, \ldots, i_k]$, as the set of $k$-motifs or motifs. Constellations are projective: $(a_{i_1}, \ldots, \hat{a}_{i_j}, \ldots, a_{i_k}) \in M_{k-1}[i_1, \ldots, \hat{i}_j, \ldots, i_k]$ for
any $j \in \{1, ..., k\}$, where $\hat{a}_{ij}$ expresses the fact that $a_{ij}$ is omitted, i.e. any $(k - 1)$-tuple induced by an $M_k[i_1, ..., i_k]$ element, is a corresponding $M_{k-1}[i_1, ..., \hat{i}_j, ..., i_k]$-tuple. The projectivity reflects the fact that, by construction, any sub-motif will be observed as an induced co-evolutionary dependency.

Suppose the set of all motifs, $X := \bigcup_k X_k$, is given. Its simplices encapsulate relations that are represented by mutational constellations within the MSA and it is natural to endow them with weights, representing the number of distinct constellations realizing them. Accordingly, $X$ gives rise to a weighted simplicial complex [5] over the set of columns defined as follows: $[i_0, ..., i_k] \in X$ is a $k$-simplex of weight $w$ if and only if $|M_k[i_1, ..., i_k]| = w > 0$.

We now adopt the following perspective: suppose we are given an MSA providing consistent labelings of the sites relative to a reference sequence and suppose a family of motifs $(M_k[i_1, ..., i_k])_k$ exists, but is not known to the observer. Then the MSA allows to obtain information about maximal motifs, representing the sets of co-evolving sites. Depending on size and composition of the MSA, as well as errors introduced by constructing the MSA the "true" motif complex, i.e. the collection of all blocks having implicit connection, can only be approximated.

To this end we construct simplices starting from vertices (sites) (0-simplices) to maximal simplices. These maximal simplices are of central relevance, since they
represent maximal collections of co-evolving positions, which include the crucial functional units in the virus genome.

In view of $M_1 = \{(a_{i,i_1}) \mid a_{i,i_1} \in A\}$ there exist, no a priori constraints on the selection of the sites of the motif complex. We shall select sites within the MSA that play a distinguished role in the evolutionary dynamics of the sequence sample:

- sites contained in competing variants within the multi-sequence alignment
  or
- sites exhibiting significant variation for intrinsic, biochemical reasons.

In order to recover the motif complex, we employ measures of nucleotide diversity and co-evolution distances as follows: first we identify the critical sites where selection induces evolutionary variation and secondly we quantify those pairs of sites that co-evolve.

First, we use Hamming distance and explicitly incorporate a particular class of relations that is induced by permutations and secondly we employ entropy and mutual information. We remark, that in the latter case, although not explicitly encoded, permutation induced relations again emerge.

\footnote{but are not necessarily equal to}
The motif complex of SARS-CoV-2

In this section we consider the motif complex of SARS-CoV-2. Using results from section *Materials and Methods* we approximate the complex and discuss alerts, actual clusters and true and false positives.

By construction, the motif complex does not allow us to draw conclusions as for which motifs will constitute a "problem"; this can only be achieved by detailed biological analysis. Short of providing such an analysis, the identification of motifs is critical and of timely value because of

- a dramatic reduction of the number of potentially relevant sites from the order of $10^4$ to $10^2$,
- rapid detection of collections of sites that constitute potential threats.

We next specify *alerts*. To this end, we refer to a site as newly emerging ($(+)$-site), if it changed its activity state from being inactive to active within the MSA and $(−)$-site, otherwise. Here, the activity is measured by the average number of pairwise different nucleotides at a specific site, denoted by $D(i)$. We approximate motifs as detailed in Section *Materials and Methods*, referring to these as clusters. Given a discrete time series a particular cluster, $M$ splits $M = M_+ \cup M_-$. 
Alert: is the emergence of a motif, $M$, such that $|M| \geq 5$ and $\rho_M = |M_+|/|M| \geq 0.5$. A cluster triggering an alert is referred to as predicted positive.

A cluster of size at least five containing at least one (+)-site is referred to as actual. Actual clusters provide the background for the ROC-curve provided in Subsection Alerts: genericity and ROC-curves. As we shall see, alerts are not random and, as the below case studies show, only few are triggered at a given time, involving on the order of 10 positions.

An alert, i.e. a predicted positive can be either a true or false positive. This is decided via the following criterion: in case more than 70% of the sites contained in the cluster, irrespective of them being (+) or (−)-sites, are later confirmed to be characteristic mutations of a single VOI/VOC, we consider an alert a true positive and a false positive, otherwise. We give a detailed analysis of the dependency of the alert criterion on its key parameter $\rho_M$. The alert criterion, specified above, is arguably ad hoc. It turns out that while it can be optimized, the optimization does not increase true positives, but decreases false positives, see Subsection Alerts: genericity and ROC-curves for details.

Finally, we draw the attention to an additional feature of motifs: when mapped onto specific VOCs and VOIs, motifs provide deeper insight in how characteristic mutations organize, which in itself aids the biological analysis.

\[2\] by means of consensus and biological analysis
In Tab. 1 we compare the time of detection of critical motifs, corresponding to VOC/VOIs to the time of (a) WHO designation [48] as being of concern/interest and (b) Pango lineage designation [39].

**Table 1.** Rapid detection: motif-based alert, WHO and Pango designation. Motif detection: the date an alert is observed. WHO designation: the date the respective variant was declared to be of concern/interest. Pango designation: the date a lineage was assigned to the respective variant according to Pango designation website.

<table>
<thead>
<tr>
<th>Variants</th>
<th>Regions</th>
<th>Motif Complex</th>
<th>WHO designation</th>
<th>Pango designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha (B.1.1.7)</td>
<td>England</td>
<td>11/15/2020</td>
<td>12/18/2020</td>
<td>12/20/2020</td>
</tr>
<tr>
<td>Delta (B.1.617.2)</td>
<td>India</td>
<td>11/7/2020</td>
<td>5/11/2021</td>
<td>4/14/2021</td>
</tr>
<tr>
<td>AY. 3 (B.1.617.2 AY.3)</td>
<td>England</td>
<td>12/15/2021</td>
<td>N/A</td>
<td>6/30/2021</td>
</tr>
<tr>
<td>Gamma (P.1)</td>
<td>SA</td>
<td>12/23/2020</td>
<td>1/11/2021</td>
<td>1/12/2021</td>
</tr>
<tr>
<td>Mu (B.1.621)</td>
<td>SA</td>
<td>None</td>
<td>8/30/2021</td>
<td>4/23/2021</td>
</tr>
<tr>
<td>Beta (B.1.351)</td>
<td>N/A</td>
<td>None</td>
<td>12/18/2020</td>
<td>12/21/2020</td>
</tr>
</tbody>
</table>

We next discuss alerts and how their underlying motifs relate to VOCs/VOIs in terms of four case studies: the Alpha (England), Delta (India), Delta AY.3 sub-lineage (US), and Mu variant in SA. We shall approximate motifs as detailed in Section Materials and Methods, restricting ourselves to an analysis based on $P$-distance combined with $k$-means clustering. Approximations involving $J$ distance and HCS-clustering are presented in the Supplemental Materials. We will show that we can rapidly identify clusters of co-evolving active sites—only later to be recognized as characteristic mutations of a respective variant, see Tab. 1.
Figure 1. Motif-induced alerts: each vertical represents a cluster satisfying our alert criterion, where the height denotes the size of the cluster and the color portion of a vertical bar representing the ratio of (+)-positions within the cluster. An alert mapping onto a particular VOI/VOC is colored accordingly and colored grey, otherwise. Triangles label the first week of detection of the motif-based alert, WHO and Pango designation, see Tab. [1]
Clustering of Alpha characteristic mutations, England, week 2, November, 2020

Clustering of Delta characteristic mutations, week 1, December 2020 India,

Clustering of AY.3 characteristic mutations, USA, week 4, May 2021

Clustering of Gamma characteristic mutations, South America, week 3, December 2020

Clustering of Lambda characteristic mutations, South America, week 1, March, 2021

Clustering of Mu characteristic mutations, South America, week 3, July, 2021

**Figure 2.** Motif-induced blocks of Alpha, Delta, AY.3, Gamma, Lambda, and Mu variants: associated sites and characteristic mutations on the viral genome. Sites connected on the same level correspond to clusters/motifs.
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**Alpha and AY.3 (England).** Following the protocol described in Section *Materials and Methods*, we analyze SARS-CoV-2 genomic data collected in England. We display alerts on a weekly basis ranging from week 1, November, 2020, to week 4, August, 2021, see Fig. 1. We observe six alerts, five of which *a posteriori* are confirmed to mark the emergence of a VOI/VOC.

Week 2, November 2020, a single cluster composed by 21 (+)-positions emerges, see Fig. 1. These sites are later confirmed to be among the 28 characteristic mutations of the Alpha variant. The motif complex organizes these 28 mutations into three groups, see Fig. 2: the mutations C241T, C3037T, C14408T, and A23403G (C₁, gray), the mutations G28881A, G28882A, G28883T (C₂, blue), and the remaining 21 mutations (C₃, red).

The four C₁-mutations, responsible for the D614G amino acid change on the spike protein, first emerge simultaneously in February 2020 and dominate the viral population by June 2020. C₁ is found in all variants after June 2020 and our approach always clusters these. C₂ is present in the viral population since February 2020, but does not become dominant. Its three positions correspond to two adjacent codons and the mutations cause various amino acid changes R203K and G204R on the N protein, also found in other variants, such as Gamma, and our approach correctly clusters them. C₃ is first observed in the 2nd week of November. Its positions are exclusively co-evolving in Alpha.
Week 1, December, see Fig. 1 England, an entire cluster containing 22 (+)-sites emerges, later confirmed as the characteristic mutations of the Delta sub-lineage AY.3, 11 of which being shared with Delta and are in fact characteristic mutations of the Delta variant.

In summary, an alert marks the rise of the Alpha variant in a timely fashion, at least four weeks earlier that the WHO and Pango designations. In addition, motifs reveal insight into the organization of characteristic mutations into co-evolving blocks: the 28 defining mutations of Alpha are seen to split into three blocks, see Fig. 2.

**Delta (India).** We observe 35 alerts from November 2020 through August 2021 in India, 7 of which are confirmed as the emergence of a VOI/VOC. Specifically, we have three alerts in week 1 of November, 2020, see Fig. 1 India. One of these corresponds to a cluster of 14 sites, 13 of which being (+)-sites and later confirmed to be among the 20 characteristic mutations of the Delta variant. These 13 positions become inactive in the following three weeks.

Five alerts are triggered in week 1, December: (a) an entire newly emerging cluster of size 13, not mapped to any VOI/VOC, (b) a cluster of 20 sites, 17 of which are (+)-sites mapping to the Alpha variant, (c) a cluster of 15 sites, 9 of which are (+)-positions, (d) a cluster of 16 sites 15 of which are (+)-positions mapping to the Delta variant, and (e) an entire newly emerging cluster of 12 (+)-sites, mapping to the Delta AY.3 sub-lineage.
Delta comprises 20 characteristic mutations, see Fig. 2. Motifs organize these into four blocks representing the co-evolutionary footprint of Delta, week 1, December: C241T, C3037T, C14408T, and A23403G (C₁, gray), C23604G (C₂, blue), G24410A (C₃, purple) and the remaining 13 mutations (C₄, red), see Fig. 2. The C₁-mutations have been discussed in the previous section. C23604G (C₂) is contained in the Alpha variant and emerged earlier. The site corresponding to G24410A (C₃) emerged in a different cluster in the 1st week of December, 2020, similar to the C₄-sites, that appear in a cluster at the same time.

The characteristic mutations of the Delta variant do not emerge at once, they arise over the period from November 2020 through April 2021, see Fig. 3. The motif complex provides deeper insight into the co-evolutionary footprint during their development.

Delta exhibits 20 characteristic mutations, including the C₁-mutations (grey) also found in any current variant. We shall consider here the organization of the remaining 16 mutations. In November, we find that 10 mutations among the 16 characteristic mutations are active, and 9 cluster, leaving A28881T isolated. A28881T is a C₂-mutation which emerged earlier and can be found in other variants. In December, all 16 characteristic mutations are active, 14 forming a cluster, while A28881T and G24410A are isolated. G24410A is an essential mutation on the spike protein region, resulting in D950N amino acid substitution. The situation is somewhat similar during November, January and February, in March, however, all 16 characteristic
mutations become active and form three clusters: of size 8 (red), of size 7, composed of newly emerging mutations (green), and of size one, T26267C (blue). In April, the situation is similar to March. Two large clusters are observed, where T26267C merges into one of them (green). We conduct the same type of analysis via the HCS-method on the April data. Here the 16 characteristic mutations partition into 8 clusters: two large clusters of size 5 and 6 small clusters of size 1. Accordingly, both $k$-means and HCS clustering split the characteristic mutations of Delta into two large clusters.

**Figure 3.** The evolution of the co-evolutionary footprint of Delta: India, from November 2020 to April, 2021, based on $P$-distance and $k$-means clustering. Sites not clustered are inactive at the respective time ($D(i) \leq 0.1$, see Materials and Methods).

**AY.3 (USA).** AY.3 is a sub-lineage of Delta and the characteristic mutations of Delta form a subset of its characteristic mutations. AY.3 exhibits 31 characteristic mutations, 11 of which belong exclusively to the AY.3 sub-lineage, see Fig. 2.
In the USA we observe 7 alerts between November 2020 through August 2021, 3 of which were confirmed to mark the emergence of a VOI/VOC.

Week 1, February, an entire cluster composed of 20 (+)-sites, emerges, covering, with the exception of C23604A, the $C_3$ mutations, see Fig. 2. Week 2, April, a cluster of size 22, 19 of which being (+)-sites emerges and all mapping to the Gamma variant. Week 4, May, a cluster of 25 sites emerges, 19 of which being (+) and are later confirmed to be among the 31 characteristic mutations of the Delta AY.3 sub-lineage. Within this cluster, 10 sites correspond to characteristic mutations exclusive to the Delta AY.3 sub-lineage, the only exception being C10029T, which emerges earlier in the US.

**Lambda and Mu (SA).** From November, 2020 through August, 2021, we display the alerts in SA, see in Fig. 1. We observe 23 alerts, 5 of which being confirmed as the emergence of a VOI/VOC.

Week 3, December, an entire cluster containing 23 (+)-sites emerges, mapping to the Gamma variant. Week 3, February, a cluster containing 22 sites 21 of which being (+)-sites and mapping to the Alpha variant. Week 1, March 2021, a cluster of size 17 emerges, containing 16 (+)-positions, later confirmed as to constitute the defining mutations of the Lambda variant, see Fig. 2. Week 4, March, a cluster of size 17 emerges, containing 14 (+)-sites and mapping to the Lambda variant. Week
4, June, an entire cluster composed of 10 (+)-sites emerges, mapping to the Delta variant.

The Lambda variant is detected at an early stage, although in March 2021 the prevalence within the viral population of Lambda is low (< 5%) and not yet assigned as a lineage by Pango, we identify a distinguished co-evolutionary signal mapping to the Lambda variant 6 weeks "ahead of time".

The co-evolutionary footprint of the Lambda and Mu mutations, see Fig. 2, show that within Lambda there is a distinguished cluster of size 16, while the remaining three clusters are of size 2, 1, and 1 respectively. Mutations corresponding to the positions in the cluster of size 2, G28882A and G28883C, are also found in Alpha and Gamma, while the one corresponding to the position in the cluster of size 1, A28271T, is found in the Delta AY.3 sub-lineage. The remaining cluster of size 1 is C28253T. The Mu variant exhibits similar feature, a distinguished cluster of size 15 and two smaller clusters are of sizes 3 and 4 respectively.

Our approach does not issue an alert of the emergence of the Mu variant. This is by construction: the characteristic mutations of the Mu variant are a recombination of mutations present in other variants such as Alpha, Gamma and Delta. As such these mutational sites are already active in the population, and therefore they are not considered as (+)-positions.
Motif reconstruction. In this section we present a comparative analysis of the four motif reconstruction methods, obtained by combining $P$- and $J$-distance with $k$-means and HCS-clustering. The following analysis is based on the SARS-CoV-2, whole genome data, for July, USA, collected from GISAID.

When constructing the similarity graph, which is the input for the HCS-clustering algorithm, we set the threshold for column selection homogeneously to be $D(i) > 0.1$, where $D(i)$ denotes the diversity of site $i$, see Materials and Methods. The parameters for $P$- and $J$-distance are set 0.1 and 0.45 respectively, i.e. an edge is placed in the similarity graph for any pair of columns having $P$-distance $< 0.1$ and $J$-distance $< 0.45$, respectively.

We present the result in form of an $m \times m$ matrix, $T = (t_{i,k})$ where $m$ denotes the number of sites such that $D(i) > 0.1$, see Fig. 4. An entry $t_{i,k}$ is drawn black if $(i,j)$ are both contained in a distinguished cluster and white, otherwise. Since distances are symmetric, we can present data regarding two distances with respect to a particular clustering method within a single matrix, bi-partitioning it into its upper-left and lower-right triangular blocks.

The matrices exhibit a high degree of symmetry, indicating that $k$-means clustering and HCS-clustering produce similar results for $P$- and $J$-distance. This suggests that both metrics capture co-evolution in the SARS-CoV-2 data.
Figure 4. $k$-means and HCS clustering based on $J$- and $P$-distance: the $x$- and $y$-axis display active columns ($D(i) > 0.1$). If the $i$th and $j$th positions belong to the same cluster, $(i,j)$ is colored black and white, otherwise. LHS: $J$-distance and $k$-means clustering (upper triangle), $P$-distance and $k$-means clustering (lower triangle). RHS: $J$-distance and HCS clustering (upper triangle), $P$-distance and HCS clustering (lower triangle).

Alerts: genericity and ROC-curves. We first analyze the dependency of the alert protocol on metric and clustering method. To this end we compare all combinations of $P$- and $J$-distances with $k$-means and HCS-clustering. The following analysis is based on GISAID SARS-CoV-2 whole genome data, collected from November 2020 through August 2021, for England, USA, India and SA.
For all four cases, we set the threshold for activity to be $D(i) > 0.1$. For construction of the similarity graph, the input for the HCS-clustering algorithm, the threshold parameters are set to be 0.1 and 0.45, for $P$- and $J$-distance, respectively. All four combinations produce similar signals, see Fig. S1–S3 in the SM. Specifically, they all induce alerts that mark the emergence of the Alpha and the AY.3 variants in England. Furthermore, the emergence of the Gamma variant is also captured by all variations. This suggests that the co-evolutionary signals in the SARS-CoV-2 data can be derived by a variety of methods.

However, we also observe systematic differences: in general, HCS-clustering tends to produce smaller clusters when compared to the $k$-means method. This is due to the fact that forming a highly connected component is a restrictive condition. We also observe that $P$-distance produces slightly more signals compared to $J$-distance.

To study the diagnostic capability of alerts, we perform a receiver operating characteristic (ROC) analysis [13]. The key parameter here is the threshold of $(+)$-mutations, $\theta$. In case the fraction of $(+)$-mutations contained in the cluster exceeds $\theta$, an alert is triggered and the corresponding cluster is considered a predicted positive. By construction, the total number of predicted positive clusters is a monotonically decreasing function of $\theta$.

Any predicted positive cluster corresponding to a VOC/VOI, is considered a true positive and a false positive, otherwise. Let $TP$ and $FP$ denote the total number
of true positive and false positive clusters, respectively. Then the true and false positive rates $TPR$ and $FPR$ are given by $TP/P$ and $FP/N$, where $P$ and $N$ denote the numbers of actual positives and negatives, respectively, where an actual cluster consists of at least 5 sites and contains at least one (+)-site. The latter guarantees that the cluster is only counted once. When at least 70% (50%) of an actual cluster correspond to the characteristic mutations of a certain VOC/VOI, this cluster is considered to be associated with that VOC/VOI, and contributes to $P$. If an actual cluster does not correspond to any VOC/VOI, then it contributes to $N$.

We note that the ROC curve depends on $(P,N)$ being correctly recognized. If, for instance, an only later to be declared VOC is not taken into consideration all fractions will change. Each $\theta$ induces a tuple $(FPR,TPR)$. Varying $\theta$, produces the ROC curve [13], where the $x$-axis and $y$-axis represent the $FPR$ and $TPR$, respectively.

Integrating over all data, that is, considering all geographical locations, we observe a total of 163 actual clusters (each consisting of at least 5 sites and containing at least one (+)-site). Among them, $P = 20$ correspond\(^3\) to a VOC/VOI and are accordingly considered to be actual positives. The remaining $N = 143$ do not correspond to a VOC/VOI and are considered to be actual negatives. We point out that none of the actual clusters is associated with Mu. In fact, the characteristic mutations of Mu

\(^3\)in case of 70%-being characteristic mutations
distribute over multiple actual clusters, Mu-sites are to large extend a recombination of sites of other variants. The ROC curve displays the trade-off between sensitivity ($TPR$) and specificity ($1 - FPR$): a random classifier is expected to produce points lying close to the main diagonal.

**Figure 5.** ROC curves of alerts: $x$- and $y$-axis denote the false and true positive rates $FPR$ and $TPR$. Each point corresponds to a specific $\theta$, i.e. the fraction of newly emerging sites within the cluster triggering the alert, ranging from 1 to 0 (left to right). We display the ROC-curves in case of true positives corresponding to 70% (red) and 50% (blue) of the alert-cluster representing characteristic mutations of a VOC.
DISCUSSION

Co-evolution represents a crucial footprint of evolution. Genomic adaption is to large extent not facilitated via isolated but collections of mutations. Functionally connected mutations changing simultaneously is a key indicator of relevant viral dynamics contained in the MSA. Co-evolving mutations are indicative of the existence of noteworthy biological mechanisms inducing differentials in the evolutionary dynamics. However, they do not allow us to infer details about such biological mechanisms.

The motif complex introduced here detects maximal sets of sites that experience selection pressure – and this is the crucial point – as a collective. This amounts to identify differential changes within the MSA, providing information about the viral "heartbeat". We have shown that this pressure leads to a small number of mutational constellations that appear as distinguished patterns within the MSA. Thus the method represents a significant reduction in data and facilitates subsequent biological analysis.

In contrast to the current approach, the motif-complex does not require any a priori assumptions as it is a bottom-up approach. In contrast, the current approach of defining a lineage or variant is based on its location in the phylogenetic tree. Determination of branch points can be biased and there is no clear boundary between lineages since their characteristic mutations can overlap. Motifs provide a new way
of partitioning mutations. A position can only be clustered in a group at a time. A cluster is possibly representing a functional block, and the current defining variant is a combination of these functional blocks. For example, all variants contain the cluster of mutations C241T, C3037T, C14408T, and A23604G.

The more sequences the MSA contains the more easily such constellations are observed. Quality and quantity of sequence data affect the fidelity of approximation. Sparse data, on the other hand, as it is the case for India, have a detrimental effect, since the MSA does not provide a sufficient basis for the reconstruction of the "true" motifs. England and USA surveillance have a higher number of sequences [4], allowing for the reconstruction of the motif complex with much higher fidelity. We observe that retrospective alerts based on England and USA GISAID-data appear rarely and typically correspond to VOCs/VOIs. On the contrary, Columbia, where the Mu variant is emerging from, has much fewer sequences due to global disparities in sequence surveillance [4]. It is worth mentioning that sequence surveillance has an impact on the motif complex detecting the Mu variant in Columbia.

Alerts are based on the approximation of motifs. Irrespective of the particular parameterization, observing a motif is non-random since it is produced by selection pressure acting on a collective of sites. Evolution in absence of selection, i.e. on a flat landscape produces lineages and clusters [9] but never exhibits $P$- or $J$-distances small enough to form even a motif composed by only two positions. Thus,

\[ \text{finite population survival probability being exponential in population size} \]
in contrast to lineages, the existence of motifs is tantamount to the existence of selection pressure.

A set of co-evolving sites can originate from a variety of biological scenarios. Particularly relevant events closely connected to motifs are for instance functional blocks. These induce subsets of motifs since the method cannot rule out that only a core of sites is directly relevant for the underlying functionality, while remaining sites are "carried along" by founder effect or other mechanisms. It is, for instance, easily conceivable to have two functional units forming a motif, where the existence of one excludes the other. In any case, motifs represent a dramatic data-reduction, since there are only a few of them and they consist typically of \( \leq 20 \) sites.

Even if all motifs would correspond to functional blocks, not all would result in VOCs or VOIs. The emergence of these depends on the viral dynamics itself, strain competition, as well as external factors such as selection pressures exerted via vaccinations or social distancing.

The approximation of the motif-complex of an MSA identifies the co-evolutionary relations between sites on the genome. This constitutes key data, that can be utilized to get an instant read on the evolutionary dynamics within the viral sample. Our results show that this information is instrumental for the early detection of differential changes in the dynamics of the sequences in the MSA. Such signals can
be detected before the adaption of a variant is complete. As the Delta variant exemplifies, this adaption can be a months-long process, through which sites configure themselves into an optimal constellation in multiple steps, each of which leaving its co-evolutionary footprint.

Combining the maximal simplices or clusters with a phylogenetic analysis provides deeper insight into how VOCs are organized, see Fig.2. As a result we can show that the characteristic mutations representing a VOC split into distinguished components of co-evolving sites.

The concept of alerts works well to achieve the goals of the method. Over a wide parameter range we produce a true positive rate of 1, i.e. no VOI/VOC is missed, which motivates the title of this contribution. However, that is not to say that the method is not without its limitations. This has to do with our notion of "universe", i.e. the set of actual clusters and what amounts to a positive. The Mu variant does not appear to cover a sufficient fraction of any actual cluster and is therefore not counted as an actual positive. Consequently, it is fair to say our method genuinely hits all VOI/VOC that exhibit a significant fraction of de novo mutations. Mu can be considered as a recombination of sites, that are present in other variants. Mu-sites are thus distributed over a large number of actual clusters, which leads by construction to its exclusion from the set of positives. Similarly our method does not detect signals mapping to the Beta variant in the four countries/regions, see Tab.1.
The framework generates false positives at a rate below 0.2. This is acceptable in view of the fact that the underlying clusters are small and only emerge within a week. We remark that our measure of false positives includes clusters that may under different circumstances not be false positives at all. These clusters do represent a critical threat, but for reasons of strain competition, founder effect, or external measures such as social distancing, this threat never materializes.

MATERIALS AND METHODS

First approximation. We first compute the nucleotide diversity of a column, \( i \), i.e its average Hamming distance \[ D(i) = \left( \sum_{1 \leq k < j \leq m} \Delta_{a_k,i,a_j,i} \right) / \binom{m}{2}, \] where \( \Delta_{i,k} = 1 - \delta_{i,k} \) and \( \delta_{i,k} \) is the Kronecker symbol.

We proceed by approximating its 1-simplices. To this end we consider all permutations \( \tau: \mathbb{A} \rightarrow \mathbb{A} \) and make the Ansatz, see Fig. 6:

\[
(1) \quad P(i,j) = \frac{1}{m} \min_{\tau} \sum_{k=1}^{n} \Delta_{\tau(a_k,i),a_k,j}.
\]

In the context of a noisy data-set, \( P(i,j) \) can be viewed as to reverse-engineer the dependencies induced by permutations between the two columns. Such permutations produced a restricted, yet relevant collection of binary relations. For instance, relations like identity or complementarity can readily be expressed via
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such mappings. \( P(i,j) \) satisfies by construction \( P(i,j) = P(j,i) \) and the triangle inequality \( P(i,h) \leq P(i,j) + P(j,h) \). That is \( P(i,j) \) is a pseudo-metric and since there are \( 5! \) permutations, \( P(i,j) \) can be computed easily. \( P(i,j) \) is completely determined by the joint distribution \( p_{i,j}(x,y) \) of pairs of nucleotides, namely

\[
P(i,j) = 1 - \max_{\tau} \sum_x p_{i,j}(x,\tau(x)).
\]

We are now in position to approximate the motif complex based on \( D(i) \) and \( P(i,j) \) as follows: first, we define the 0-simplices to be the columns \( i \) such that \( D(i) \) is greater than the threshold \( h_0 \), \( D(i) > h_0 \). Second, we define the 1-simplices as follows: a pair of columns \( (i,j) \) is a 1-simplex if \( P(i,j) \) is smaller than the threshold \( \epsilon \), \( P(i,j) < \epsilon \). In view of the property if \( P(i,j) = P(j,h) = 0 \), then \( P(i,h) = 0 \), we shall thirdly approximate the higher dimensional \( k \)-simplices for \( k \geq 2 \) as follows: any \( k + 1 \) columns \([i_0, i_1, \ldots, i_k]\) form a \( k \)-simplex of the motif complex if any pair of these columns forms a 1-simplex. These \( k \)-simplices for \( k \geq 2 \) can be approximated by means of cluster analysis or alternatively, extractions of highly connected subgraphs of a similarity graph induced by \( P(i,j) \) via the HCS-algorithm.

**Second approximation.** We determine the 0-simplices of the complex via the Shannon entropy, \( H(i) \), of a site \( i \), given by \( H(i) = -\sum_{x \in \mathcal{A}} p_i(x) \log_2 p_i(x) \), where the units of \( H \) are bits, and \( p_i(x) \) is the probability of the nucleotide \( x \) appearing in column \( i \). The entropy \( H(i) \) has been widely utilized to quantify the diversity of nucleotides at position \( i \) in a population of sequences \[43\] [7]. In case of
Figure 6. Permutation-induced relations: at site $i$ and $j$ suppose $v_i = CCAA$ and $v_j = AAGG$, respectively. Let $g$ map $e$ to $e$, $A$ to $C$, $C$ to $G$, $G$ to $U$, and $U$ to $A$. Then $g(v_i) = GGCC$ and the Hamming distance between $g(v_i)$ and $v_j$ is four. For $f$ mapping $e$ to $e$, $A$ to $G$, $C$ to $A$, $G$ to $C$ and $U$ to $U$, the Hamming distance between $f(v_i)$ and $v_j$ is zero and $P(i, j) = 0$, accordingly.

Entropy, we shall construct a distance via joint entropy and mutual information as follows: the joint entropy $H(i, j)$ of two sites $i$ and $j$ is defined as

$$H(i, j) = -\sum_x \sum_y p_{i,j}(x, y) \log_2 p_{i,j}(x, y),$$

where $p_{i,j}$ denote the joint distribution of columns $i$ and $j$, i.e., $p_{i,j}(x, y)$ specifies the probability of pairs of nucleotides $(x, y) \in \mathbb{A} \times \mathbb{A}$. Clearly, the marginal probability distributions for columns $i$ and $j$ are given by $p_i(x) = \sum_y p_{i,j}(x, y)$ and $p_j(y) = \sum_x p_{i,j}(x, y)$, respectively.
The mutual information \( I(i; j) \) between sites \( i \) and \( j \) is the relative entropy between the joint distribution \( p_{i,j}(x,y) \) and the product distribution \( p_i(x)p_j(y) \):

\[
I(i; j) = D(p_{i,j}(x,y) || p_i(x)p_j(y)) = \sum_x \sum_y p_{i,j}(x,y) \log_2 \frac{p_{i,j}(x,y)}{p_i(x)p_j(y)},
\]

where \( D(p||q) \) denote the relative entropy or Kullback-Leibler divergence from the distribution \( p \) to the distribution \( q \) [23]. The mutual information \( I(i; j) \) quantifies the amount of information shared by two columns \( i \) and \( j \).

Then the J-distance \( J(i, j) \) between two sites \( i \) and \( j \) is given by

\[
J(i, j) = 1 - \frac{I(i; j)}{H(i, j)}.
\]

The J-distance represents the information-theoretic counterpart of the Jaccard distance [22] [7]. \( J(i, j) \) satisfies the following properties: \( 0 \leq J(i, j) \leq 1 \), \( J(i, j) \) is a pseudo metric, i.e. \( J(i, i) = 0 \), \( J(i, j) = J(j, i) \) and the triangle inequality \( J(i, j) \leq J(i, k) + J(k, j) \). Furthermore, \( J(i, j) \) is scale invariant, that is \( J(i, j) \) is independent of the population size, and uniquely determined by the joint distribution of pairs of bases.

We are now in position to approximate the motif complex based on the information-theoretic measurements of the columns. First, we define the 0-simplices to be the columns \( i \) such that \( H(i) > h_0 \) and a pair of columns \([i, j] \) is a 1-simplex if \( J(i, j) < \epsilon \).
In view of $J(i, j) = 0$ and $J(j, k) = 0$, implying $J(i, k) = 0$, for $k \geq 2$ any $k + 1$ columns form a $k$-simplex $[i_0, i_1, \ldots, i_k]$ if any pair of these columns forms a 1-simplex.

It is worth mentioning that $P$- and $J$-distance are both closely tied to permutations generating the motifs. While this holds obviously for $P(i, j)$, it follows for $J(i, j)$ from the fact that if $J(i, j) = 0$, then there exists a bijection $\tau$ on the alphabet such that, for each $x$, $p_{i,j}(x, \tau(x)) = p_i(x) = p_j(\tau(x))$ and $p_{i,j}(x, y) = 0$, otherwise.

**Cluster analysis.** For the clustering analysis, we employ $k$-means clustering \[30\] and the highly connected subgraphs (HCS) clustering \[21\]. While the optimal cluster number via $k$-means clustering is determined via the within sum of squares distribution, the similarity graph via HCS is constructed via a certain threshold on the co-evolution distances. Comparing the two methods, we note that there is a trade-off: while $k$-means clustering requires the number of clusters to be specified, but no other parameters, HCS-clustering requires a threshold to be set for the construction of the similarity graph, while being indeterminate on the number of clusters.

Either method produces an approximation of the motif complex, whose high dimensional simplices correspond to clusters of co-evolving sites (by means of a variety of mutational constellations). The resulting clusters of co-evolving sites are of crucial importance for detecting blocks that are experiencing selective pressure, representing in some sense the evolutionary pulse within the multiple sequence alignment.
$k$-means clustering \cite{30} is an unsupervised machine learning algorithm of vector quantization, aiming to partition $n$ observations into $k$ clusters in which each observation belongs to the cluster with the nearest mean to the cluster center. The problem is in general NP-hard \cite{2}, but efficient heuristic algorithms are available and can achieve a local optimum \cite{20, 42}. As the number of clusters $k$ is part of the input, the first step is to determine a suitable $k$. Here we use the gap statistic method \cite{45}, with maximum $k = 30$, to determine the optimum $k$. The analysis is performed by the factoextra package in R \cite{29, 23}.

We also perform the highly connected subgraphs (HCS) clustering \cite{21}. The HCS clustering algorithm is based on the partition of a similarity graph into all its highly connected subgraphs. More precisely, two active columns $v_1, v_2 \in V$ are in the same cluster if they belong to the same highly connected subgraph of $G$. As already mentioned, HCS clustering does not make any a priori assumptions on the number of clusters. Furthermore, it satisfies the following property: all clusters $C_1, C_2, \ldots, C_r$ have diameter at most 2. It guarantees that the co-evolution distance between two positions of the same cluster is at most $2\epsilon$, where $J(v_1, v_2) < \epsilon$. Based on the co-evolution distance, we construct the similarity graph $G = (V, E)$ as follows: two active positions $v_1, v_2 \in V$ are connected by an edge if their $P$- or $J$-distance is smaller than the threshold $J(v_1, v_2) < \epsilon$. We then group the active positions into disjoint clusters $C_1, C_2, \ldots, C_r$ via HCS-clustering on the similarity graph.
Data preparation. High-quality SARS-CoV-2 whole genome data were collected from GISAID [44]. Each sequence was individually aligned to the reference sequence collected from Wuhan, 2019 (GISAID ID: EPI_ISL_402124). A multiple sequence alignment (MSA) was produced by MAFFT [24]. We partitioned the collected sequences by week, further differentiating them by their country or region. For the scope of our analysis, we consider data from England, India, USA and SA, since these cover the regions from which the respective VOCs originate.

We consider all current VOCs Alpha, Beta, Delta (AY.3 included), Gamma, and all current VOIs Lambda, Mu. We collect the characteristic mutations of these VOCs and VOIs, including both synonymous and non-synonymous, from Outbreak.info and NextClade [33, 18].

Analysis Protocol. We validate our framework employing curated SARS-CoV-2 sequencing data as follows: moving back in time and exclusively using the MSA, we shall reconstruct the motif complex, i.e. identify the clusters of positions corresponding to co-evolving mutations. We then take advantage of the fact that we also have an independent biological analysis including phylogenies. This in turn allows us to discuss how our clusters “fit” in the landscape of recognized VOCs and VOIs. We show that our motifs are detected weeks, if not months before the associated variants begin to be observed by other means.
We perform this analysis up to the latest genome sequence data collected from GI-SAID (2021-08-31) for England, India, the United States (USA), and SA. We divide a month into four weeks (1-7 for the 1st week, 8-15 for the 2nd week, 16-23 for the 3rd week, and 24 after for the 4th week), and partition all aligned sequences by week. We approximate the motif complex based on nucleotide diversity and co-evolution distances, determining the 0-simplices by selecting active positions with nucleotide diversity $D(i) > 0.1$. Here nucleotide diversity accounts only for contributions from the four nucleotides \{A, U, C, G\} and neglects non-canonical symbols such as gaps and (N)s. Furthermore, if more than 30% of a column exhibits non-canonical symbols, the column will be discarded. We then approximate the 1-simplices by computing the $P$- and $J$-distance between the pairs of positions and approximate higher dimensional simplices via cluster analysis based on $k$-means an HCS clustering. For $k$-means clustering, the optimal $k$ is determined by the gap statistic method [45]. For HCS clustering the similarity graph is constructed using a threshold parameter $t$, where two columns are connected by an edge in the similarity graph if their co-evolution distance is $< t$. Here, we set $t_p = 0.1$ for the $P$-distance and $t_j = 0.45$ for the $J$-distance.

This results in the reconstruction of the underlying motif complex, whose high dimensional simplices correspond to the clusters of co-evolving mutations. We examine the clustering of newly emerging active positions in each week, i.e., they present in the current week but not present in the last week. We apply the criteria: a cluster
of size at least five containing at least one (+)-site is considered as the signal of a potential emerging variant. Finally our findings are discussed within the context of the identified VOCs and VOIs, in particular how early can we detect blocks of positions corresponding to mutations that later were recognized to be characteristic for a VOC.

Data Availability. The nucleotide sequences of the SARS-CoV-2 genomes used in this analysis are available, upon free registration, from the GISAID database (https://www.gisaid.org/).
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