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Abstract

Gene regulatory network inference methods are often heuristically designed for specific datasets and biological problems, making it challenging to include extra information and compare against other algorithms. Here, we propose the use of probabilistic matrix factorization for gene regulatory network (PMF-GRN) inference from single-cell gene expression datasets of any size, incorporating experimental evidence into prior distributions over latent factors. We use variational inference to infer GRNs, enabling hyperparameter search and direct comparison to other generative models. We evaluate our method using *Saccharomyces cerevisiae* and *Bacillus subtilis*, benchmarking against database-derived gold standard GRNs. We find that PMF-GRN infers GRNs more accurately than the current state-of-the-art method, while reducing the need for heuristic model selection. We demonstrate the necessity of incorporating prior information into any matrix factorization approach to GRN inference. Finally, we find that PMF-GRN’s uncertainty estimates are well-calibrated.

Introduction

It is an essential problem in systems biology to extract information from biological sequencing data in order to unravel the complexity of gene regulation and understand the mechanisms controlling cellular processes and heterogeneity [1]. Gene regulatory networks (GRN) describing regulatory relationships between transcription factors (TF) and their target genes [2] have proven to be useful models for describing diverse cell functions [3, 4, 5, 6]. These functions include, but are not limited to, development [7], response to environmental perturbations [8], and dysregulation in the context of disease [9][10][11].

GRNs, however, cannot be directly measured with current sequencing technology. Instead, methods must be developed to piece together snapshots of transcriptional processes in order to reconstruct the regulatory landscape [12]. Typically, GRNs are inferred using transcript information obtained from single-cell RNA-seq [13], bulk RNA-seq [14, 15, 13], or previously microarray data [16, 17, 18, 19, 20, 21]. However, inferring an informative GRN from observed sequencing data presents a myriad
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of challenges [24] despite the increasing availability of relevant data. On one hand, instrumental limitations inherently introduce noise, artifacts, dropouts, and issues related to sequencing depth [23]. On the other hand, there are modeling challenges when attempting to estimate the latent variables of interest from such biological data. It is therefore essential to implement a GRN inference method capable of modeling constraints introduced by high-throughput technologies, in addition to providing a normative approach for inferring regulatory relationships.

In this work, we propose to adapt and use probabilistic matrix factorization [24] for inferring gene regulatory networks, to which we refer as PMF-GRN. We evaluate PMF-GRN using the model organisms Saccharomyces cerevisiae and Bacillus subtilis to infer informative GRNs and benchmark our predictions using database derived gold standards. Through PMF-GRN, we are able to address current GRN inference challenges by formulating our problem to directly model the data generating distributions of TF-target gene regulatory relationships and transcription factor activity (TFA). We implement matrix factorization to decompose observed single-cell gene expression into latent factors representing these two variables of interest. We infer posterior distributions over these latent factors while incorporating known TF-target gene relationships, which can be obtained from genomics databases or ATAC-seq used in combination with TF motif databases, into our prior distribution. Imposing prior distributions further introduces modeling flexibility as we can incorporate new high-throughput datasets or assumptions as desired. We carry out inference with our model on a GPU using stochastic gradient descent (SGD), which allows us to easily scale to a large number of cells in the observed gene expression dataset. To address the issues caused by instrumental limitations, we include data generating distributions for both sequencing depth and noise into our estimated posterior distributions. Incorporating such information provides a more accurate depiction of the data generating process, and better clarifies the underlying GRN.

Through our normative approach to GRN inference, we are able to decouple the data generating process from the inference procedure, and provide a principled approach to model selection. This approach is unlike existing heuristic approaches, which lack systematic objective functions and require new inference procedures. Heuristic approaches also lack a unified model selection procedure to determine which GRN model is optimal in a given setting. We demonstrate competitive performance to one such existing method, the Inferelator [13]. We focus on direct comparisons between GRNs inferred by our method against similarly inferred GRNs by the Inferelator. We choose the Inferelator for comparison as it is well benchmarked against other available single-cell GRN inference methods [25][26], and further computes the same latent parameters, TFA and TF-target gene interactions, as part of its pipeline. We show that our method achieves better recovery of the underlying GRN in terms of the Area Under the Precision Recall Curve (AUPRC). We also demonstrate the necessity of using prior information for obtaining meaningful results from any matrix factorization approach that tackles GRN inference. Finally, our model, unlike previous methods, provides uncertainty estimates over the TF-target gene interactions that it infers. We evaluate and find that these uncertainty estimates are well-calibrated, as the accuracy of inferred TF-target gene interactions increases when the associated uncertainty decreases.

**Results**

**PMF-GRN Model Overview**

The goal of our probabilistic matrix factorization approach is to decompose observed gene expression into latent factors, representing TF activity (TFA) and TF target gene regulatory interactions, as shown in Figure 1 (A). These latent factors, which represent the underlying GRN, cannot be measured experimentally, unlike gene expression. We model an observed gene expression matrix $W \in \mathbb{R}^{N \times M}$ using a TFA matrix $U \in \mathbb{R}^{N \times K}_{\geq 0}$, a TF-target gene interaction matrix $V \in \mathbb{R}^{M \times K}$, observation noise $\sigma_{\text{obs}} \in (0, \infty)$ and sequencing depth $d \in (0, 1)^N$, where $N$ is the number of cells, $M$ is the number of genes and $K$ is the number of TFs. We rewrite $V$ as the product of a matrix $A \in (0, 1)^{M \times K}$, representing the degree of existence of an interaction, and a matrix $B \in \mathbb{R}^{M \times K}$ representing the interaction strength and its direction:

$$V = A \odot B,$$

where $\odot$ denotes element-wise multiplication.

These latent variables are mutually independent \textit{a priori}, i.e., $p(U, A, B, \sigma_{\text{obs}}, d) = p(U)p(A)p(B)p(\sigma_{\text{obs}})p(d)$. For the matrix $A$, prior hyperparameters represent an initial guess
of the interaction between each TF and target gene which need to be provided by a user. These can be derived from genomic databases or obtained by analyzing other data types, such as the measurement of chromosomal accessibility, TF-binding motif databases, and direct measurement of TF-binding along the chromosome (see Methods section for details).

The observations $W$ result from a matrix product $UV^\top$. We assume noisy observations by defining a distribution over the observations with the level of noise $\sigma_{\text{obs}}$, i.e., $p(W|U, V = A \odot B, \sigma_{\text{obs}}, d)$.

Given this generative model, we perform posterior inference over all the unobserved latent variables; $U, A, B, d$ and $\sigma_{\text{obs}}$, and use the posterior over $A$ to investigate TF-gene interactions. Exact posterior inference with an arbitrary choice of prior and observation probability distributions is, however, intractable. We address this issue by using variational inference [27, 28], where we approximate the true posterior distributions with tractable, approximate (variational) posterior distributions.

We minimize the KL-divergence $D_{KL}(q||p)$ between the two distributions with respect to the parameters of the variational distribution $q$, where $p$ is the true posterior distribution. This allows us to find an approximate posterior distribution $q$ that closely resembles $p$. This is equivalent to maximizing the evidence lower bound (ELBo) i.e. a lower bound to the marginal log likelihood of the observations $W$:

$$
\log p(W) \geq \mathbb{E}_{U,A,B,\sigma_{\text{obs}},d \sim q(U,A,B,\sigma_{\text{obs}},d)}[\log p(W|U, V = A \odot B, \sigma_{\text{obs}}, d)] + \log p(U, A, B, \sigma_{\text{obs}}, d) - \log q(U, A, B, \sigma_{\text{obs}}, d)].
$$

The mean and variance of the approximate posterior over each entry of $A$ from maximizing the ELBo are then used as the degree of existence of an interaction between a TF and a target gene and its uncertainty, respectively.

Advantages of PMF-GRN

Existing methods almost always couple the description of the data generating process with the inference procedure used to obtain the final estimate of the GRN [13, 26, 25]. Designing a new model thus requires designing a new inference procedure specifically for that model, which makes it difficult to compare results across different models due to the discrepancies in their associated inference algorithms. Furthermore, this ad hoc nature of model building and inference algorithm design often leads to the lack of a coherent objective function that can be used for proper hyperparameter search as well as model selection/comparison, as evident in [13]. Heuristic model selection in available GRN inference methods presents the challenge of determining and selecting an optimal model in a given setting.

The proposed PMF-GRN framework decouples the generative model from the inference procedure. Instead of requiring a new inference procedure for each generative model, it enables a single inference procedure through (stochastic) gradient descent with the ELBo objective function above, across a diverse set of generative models. Inference can easily be performed in the same way for each such model. Through this framework, it is possible to define the prior and likelihood distributions as desired with the following mild restrictions. We must be able to evaluate the joint distribution of the observations and the latent variables, the variational distribution and the gradient of the log of the variational distribution.

The use of stochastic gradient in variational inference comes with a significant computational advantage. As each step of inference can be done with a small subset of observations, we can run GRN inference on a very large dataset without any constraint on the number of observations. This procedure is further sped up by using modern hardware, such as GPUs.

Under this probabilistic framework, we carry out model selection, such as choosing distributions and their corresponding hyperparameters, in a principled and unified way. Hyperparameters can be tuned with regard to a predefined objective, such as the marginal likelihood of the data or the posterior predictive probability of held out parts of the observations. We can further compare and choose the best generative model using the same type of procedure.

This framework allows us to encode any prior knowledge via the prior distributions of latent variables. For instance, we incorporate prior domain knowledge about TF-gene interactions as hyperparameters.
Figure 1: PMF-GRN schematic overview. (A) The matrix factorization setup takes a gene expression matrix $W$ as input, and decomposes it into two latent factor matrices $U$ and $V$, representing TF activity and TF-gene interactions respectively. $V$ is further decomposed into $A$ and $B$, representing degree of existence of interaction, and strength and direction of interaction, respectively. (B) Graphical model representation of PMF where $W$ can be further modeled by observation noise $\sigma_{\text{obs}}$ and sequencing depth $d$. (C) Experimental data inputs for PMF-GRN includes sc-RNA-seq data for $W$. ATAC-seq paired with peak calling and motif enrichment can be used to create a known-prior network for $p(A)$. If experimental information for $p(A)$ is unavailable, databases can be used to construct a known-prior network.

Because our approach is probabilistic by construction, inference also estimates uncertainty without any separate external mechanism. These uncertainty estimates can be used to assess the reliability of the predictions i.e. more trust can be placed in interactions that are associated with less uncertainty. We verify this correlation between the degree of uncertainty and the accuracy of interactions in the experiments.
Overall, the proposed approach of probabilistic matrix factorization for GRN inference is scalable, generalizable and aware of uncertainty, which makes its use much more advantageous compared to most existing methods.

**PMF-GRN Recovers True Interactions in Simple Eukaryotes**

To demonstrate PMF-GRN’s ability to infer GRNs, we use scRNA-seq datasets obtained from two *S.cerevisiae* experiments, for which we have a reliable gold standard. *S.cerevisiae* is a relatively simple and well studied eukaryote, which allows us to evaluate our model’s performance. We infer two GRNs individually in this experiment and average the posterior means of $A$ to build a final combined network. In addition to the effectiveness of PMF-GRN, this experiment also demonstrates how we can use PMF-GRN on multiple observation matrices to learn a consensus GRN by simple averaging.

Matrix factorization based GRN is only identifiable up to the permutation of the columns of $U$ and $V$, as identical permutation of the columns of both $U$ and $V$ does not change the resulting observation matrix $W$. In the absence of prior information, the probability that the user assigns TF names to the columns of $U$ and $V$ in the same order as the order in which the inference algorithm implicitly assigns TFs to these columns is $\frac{2}{K!}$, which is essentially 0 for any reasonable value of $K$. Incorporating prior knowledge of TF-Gene interactions into the prior distribution over $A$ is therefore essential to give the inference algorithm information about which column corresponds to which TF.

Keeping this identifiability issue in mind, we design an inference procedure that can be used with any dataset. The first step is to randomly hold out prior information for some percentage of the genes in $p(A)$ (we choose 20%) by leaving the rows corresponding to these genes in $A$ but setting the prior logistic normal means for all entries in these rows to be the same low number.

The second step is to carry out a hyperparameter search using this modified prior matrix. The early stopping and model selection criteria are both the ‘validation’ AUPRC of the posterior point estimates of $A$ corresponding to the held out genes against the entries for these genes in the full prior hyperparameter matrix. This step is motivated by the idea that inference using the selected hyperparameter configuration should yield a GRN whose columns correspond to the TF names that the user has assigned to these columns.

The third step is to choose the hyperparameter configuration corresponding to the highest validation AUPRC and perform inference using this configuration with the full prior. An importance weighted estimate of the marginal log likelihood is used as the early stopping criterion for this step. The resulting approximate posterior provides the final posterior estimate of $A$.

In order to benchmark our results, we compare our predictions against those of a comparable GRN inference algorithm, the Inferelator [13]. We choose the Inferelator for network comparison, because: 1. it is a widely used inference pipeline that scales well to very large single-cell datasets, 2. it has been extensively compared to other methods and tested in real biological settings, and 3. it can incorporate multiple data-types to enable a direct comparison. The Inferelator comes with several inference algorithms, including BBSR, StARS-LASSO and AMuSR. It is, however, not possible to choose the best inference algorithm among these, unlike the proposed PMF-GRN. Therefore we test and report the results using all three algorithms.

The results of our experiments on the *S. cerevisiae* datasets are in Figure 2 (The numbers used to create this figure are given in Supplementary Table[1]) The first main observation is that on average the proposed PMF-GRN performs better than the Inferelator in recovering the GRN, regardless of whether we pick the mean or median Inferelator algorithm in terms of AUPRC. Specifically, we see that PMF-GRN performs markedly better than 2 out of the 3 Inferelator algorithms (AMuSR and StARS) and similarly to the remaining algorithm (BBSR).

The second main observation is that our approach eliminates the high variance associated with choosing between different inference algorithms. Implementing the Inferelator on the *S. cerevisiae* datasets yields AUPRCs approximately in the range 0.2 to 0.4, without any a priori information on which of these algorithms to use. The resulting inferred GRN could be arbitrarily accurate or inaccurate depending on which algorithm happened to be chosen. In contrast, our method is reliable as it provides one set of results, chosen using a principled objective function; furthermore, this set of
results performs reliably well, on par with the best-performing Inferelator algorithm. We emphasize that this objective function does not require any gold standard network.

In order to highlight the identifiability issue and ensure that prior information is well-incorporated into the prior distributions, we show in Figure 2 with black dots the AUPRC corresponding to results where we do not use prior information (e.g. all prior logistic normal means of $A$ are set to the same low number). We also show with grey dots the AUPRC obtained when we randomly shuffle the prior TF-target gene interaction hyperparameters before using them to build the prior distribution for $A$. As anticipated, the resulting AUPRC scores are close to 0, implying that our approach, as well as the Inferelator, are capable of taking into account such prior information well and that the prior information we provided is useful and reliable (see Methods section for details).

![AUPRC computed for GRN’s inferred by PMF (pink) and Inferelator (orange) from two independently collected single-cell RNA-seq datasets after averaging. We compare three Inferelator algorithms, AMuSR, BBSR, and StARS to our PMF model (blue dots). To benchmark all networks inferred, we infer two negative controls for each network. NP (No Prior) represents a network inferred without prior-known interactions (black dots), while S (Shuffled) is a network inferred using a prior in which the gene names have been shuffled to randomize the entries.](image)

PMF-GRN Recovers True Interactions in Prokaryotes as Evaluated by Cross-Validation

We carry out experiments using two replicate experiments of a scRNA-seq $B. subtilis$ dataset [29]. As we do not have prior information that is independent of the gold-standard for these datasets, we use an approach inspired by cross-validation to evaluate PMF-GRN as well as the Inferelator.

For the prior hyperparameters of $A$, we use the gold standard with one modification: we randomly hold out 20% of the genes in $A$ by leaving the rows corresponding to these genes in $A$ but setting all prior logistic normal means for these rows to be the same low number. We carry out inference and then evaluate the posterior means for this held-out part of $A$ against the held-out set. Hence the held-out portion is used as an unseen gold-standard while the rest is used as noisy prior knowledge on the GRN. We repeat this procedure using five different randomly chosen held-out sets and calculate the mean and standard deviation of the AUPRCs achieved by the inferred GRNs.

Results from our experiments are shown in Figure 3. (The numbers used to create this figure are given in Supplementary Table [2].) We observe that PMF-GRN achieves a higher AUPRC than all the Inferelator algorithms. Furthermore, as with $S. cerevisiae$, our approach yields one set of results rather than multiple results as returned by different Inferelator algorithms. This one set of results performs reliably well, better than any of the Inferelator algorithms.

‘No Prior’ and ‘Shuffled’ results are also shown in Figure 3. For all Inferelator algorithms as well as for PMF-GRN, the corresponding AUPRCs are lower than those achieved using the Inferelator.
As with *S. cerevisiae*, this demonstrates the importance of providing prior information for matrix factorization approaches.

![Figure 3: Following the setup of Figure 2, we infer a GRN from two replicate *B. subtilis* experiments and calculate the AUPRC after averaging the inferred network. For each algorithm, we plot the mean ± standard deviation for the 5 distinct 80%-20% prior-gold standard splits. To benchmark all networks inferred, we infer two negative controls for each network. NP (No Prior) represents the mean ± standard deviation for the same 5 network splits inferred without any prior-known information (black dots), while S (Shuffled) represents the mean ± standard deviation for networks inferred using the same 5 prior splits, where the gene names in the prior have been shuffled to randomize the entries.](image)

**PMF-GRN Provides Well-Calibrated Uncertainty Estimates**

Through our inference procedure, we obtain a posterior variance for each element of $A$, in addition to the posterior mean. We interpret each variance as a proxy for the uncertainty associated with the corresponding posterior point estimate of the relationship between a TF and a gene. Due to our use of variational inference as the inference procedure, our uncertainty estimates are likely to be underestimates. However, these uncertainty estimates still provide useful information as to the confidence the model places in its point estimate of each interaction. We expect posterior estimates associated with lower variances (uncertainties) to be more reliable than those with higher variances.

In order to determine whether this holds for our posterior estimates, we cumulatively bin the posterior means of $A$ according to their variances, from low to high. We then calculate the AUPRC for each bin as shown for the GSE125162 *S. cerevisiae* dataset in Figure 4. It is evident from the figures that the AUPRC decreases as the posterior variance increases. Stated differently, inferred interactions associated with lower uncertainty are more likely to be accurate than those associated with higher uncertainty. This is in line with our expectations. The more certain the model is about the degree of existence of a regulatory interaction, the more accurate it is likely to be, showing that our model is well-calibrated.

**Discussion**

In this paper we present a framework for probabilistic matrix factorization, optimized using automatic variational inference, for inferring GRNs from single cell gene expression data. In contrast with previous methods, our framework decouples the model that defines the data generation process from the inference procedure. Concretely, this means that we can modify the latent variables that constitute the model, along with their distributions, without altering the inference procedure. This flexibility will allow different sequencing data and modeling assumptions to be readily incorporated into the model. Building new models no longer requires defining a new inference procedure, which has previously been the case.
Additionally, PMF-GRN provides a principled way to carry out model selection and hyperparameter configuration by using the same objective function and inference procedure across all models. This feature differs from previous GRN methods, where it is often unclear which algorithm or hyperparameters to use for a given dataset. In the PMF-GRN framework, we carry out hyperparameter searches across generative models and choose the configuration that corresponds to the optimal value of the objective function. This greatly reduces the need for heuristic model selection.

In order to demonstrate successful GRN inference, we infer a consensus GRN for *S. cerevisiae* using our principled model selection method, and compare our results to GRNs inferred by the Inferelator, with respect to a reliable gold standard. Whereas the Inferelator yields a set of highly varying results across the variants, our approach results in a single inferred GRN. This GRN yields an AUPRC that is higher than the mean and median AUPRC achieved by the Inferelator’s respective algorithms, and is comparable to the AUPRC achieved by performing Inferelator algorithm. Our model hence yields a reliable high-performing set of results without any need for heuristic model selection.

Using replicate experiments from a single-cell *B. subtilis* dataset, we further demonstrate that PMF-GRN is capable of learning informative GRNs. To include database information into both the prior knowledge and evaluation, we use an approach motivated by cross-validation. Here, we find that PMF-GRN outperforms all Inferelator algorithms in recovering TF-target gene interactions. Furthermore, as with *S. cerevisiae*, our method provides one set of reliable results, compared with the Inferelator, which provides multiple results that vary in terms of performance.

In order to determine the effect of incorporating our prior domain knowledge into the model, we compare results obtained using shuffled and unshuffled hyperparameters for the matrix *A*. We observe that for both *S. cerevisiae* and *B. subtilis*, not using prior information or shuffling the prior information results in very low AUPRCs, whereas using the prior information as intended results in significantly better AUPRCs. This result holds for PMF-GRN as well as for all Inferelator algorithms. This shows that prior information is essential for addressing the latent factor identifiability issue and obtaining interpretable results from matrix factorization approaches.
In contrast to previous methods, our model provides well-defined uncertainty estimation in addition to point estimates of GRNs. We evaluate these uncertainty estimates as provided by our model, by computing the AUPRC for inferred TF-target gene interactions corresponding to different levels of posterior uncertainty. We find that the AUPRC increases as the posterior variance decreases, demonstrating that when our model is more certain about its estimates, it produces better rankings of TF-target gene interactions compared to when it is uncertain. This indicates that our model is well-calibrated. For downstream experimental validation, biologists could therefore place more trust in model estimates that have a lower posterior variance.

We also note that the computational cost of our model scales linearly with the number of cells in the dataset. This enables application of our method to scRNA-seq datasets of any size.

We envision many possible directions for future work to design a better algorithm for inferring GRNs under our framework. This framework could be extended to explicitly model multiple expression matrices and their batch effects. We could probabilistically model prior information for \( A \) obtained from ATAC-seq and TF motif databases, and include this as part of the probabilistic model over which we carry out inference. Evaluating the posterior estimates of the direction of transcriptional regulation, provided by the matrix \( B \), could provide a useful benchmark for the computational estimation of TF activation and repression. Research could also be carried out on improved self-supervised objectives for hyperparameter selection.

Future work could also focus on how to use results from our framework to guide experimental wet-lab work. For example, the uncertainty quantification provided by our model could open up new research directions in active learning for GRN inference. Highly ranked, uncertain interactions could be experimentally tested and the results fed back into the prior hyperparameter matrix for \( A \). Inference with this updated matrix would ideally yield a better posterior GRN estimate. Posterior estimates of TFA provided by our model could be useful to wet lab scientists, as this quantity incorporates information on post-transcriptional modifications.

Most importantly, the study of GRN inference is far from complete. So far, this has required new computational models and assumptions in order to keep up with relevant sequencing technologies. It is thus essential to develop a model that can be easily adapted to new biological datasets as they become available, without having to completely re-build each model. We have therefore proposed PMF-GRN as a modular, principled, probabilistic approach that can be easily adapted to both new and different biological data without having to design a new GRN inference method.

**Methods**

**Model Details**

We index cells, genes and TFs using \( n \in \{1, \cdots, N\} \), \( m \in \{1, \cdots, M\} \) and \( k \in \{1, \cdots, K\} \), respectively. We treat each cell’s expression profile \( W_n \) as a random variable, with local latent variables \( U_n \) and \( d_n \), and global latent variables (that are shared among all cells) \( \sigma_{\text{obs}} \) and \( V = A \odot B \).

We use the following likelihood for each of our observations:

\[
p(W_n|U, V, \sigma_{\text{obs}}, d) = \mathcal{N}(d_n * U_n V^\top, \sigma_{\text{obs}}^2).
\]

We assume that \( U, V, \sigma_{\text{obs}} \) and \( d \) are independent i.e. \( p(U, V, \sigma_{\text{obs}}, d) = p(U)p(V)p(\sigma_{\text{obs}})p(d) \). In addition to our iid assumption over the rows of \( U \) and \( d \), we also assume that the entries of \( U_n \) are mutually independent, and that all entries of \( A \) and \( B \) are mutually independent. We choose a lognormal distribution for our prior over \( U \) and a logistic Normal distribution for our prior over \( d \):

\[
p(\log(U_{nk})) = \mathcal{N}(\mu_u, \sigma_u^2),
\]

\[
p(\logit(d_n)) = \mathcal{N}(0, 9)
\]

where \( \mu_u \in \mathbb{R} \) and \( \sigma_u \in \mathbb{R}^+ \).

We use a logistic Normal distribution for our prior over \( A \), a Normal distribution for our prior over \( B \) and a logistic Normal distribution for our prior over \( \sigma_{\text{obs}} \):

\[
p(\logit(A_{nk})) = \mathcal{N}(\logit(\text{clip}(A_{nk}, a_{\text{max}}, a_{\text{min}})), \sigma_a^2),
\]

\[
p(B_{nk}) = \mathcal{N}(0, \sigma_b^2).
\]
\[ p(\log(\sigma_{obs})) = \mathcal{N}(0,1), \]

where \( \bar{A}_{mk} \in \{0,1\} \), \( a_{\text{max}} \in (0,1) \), \( a_{\text{min}} \in (0,1) \), \( \sigma_a \in \mathbb{R}_{>0} \), \( \text{clip}(\bar{A}_{mk}, a_{\text{max}}, a_{\text{min}}) = \max(\min(\bar{A}_{mk}, a_{\text{max}}), a_{\text{min}}) \) and \( \sigma_b \in \mathbb{R}_{>0} \). \( \bar{A}_{mk} \) is given by a pipeline that is used by other methods such as the Inferelator. The pipeline leverages ATAC-seq and TF binding motif data to provide binary initial guesses of gene-TF interactions. \( a_{\text{max}} \) and \( a_{\text{min}} \) are hyperparameters that determine how we clip these binary values before transforming them to the logit space.

For our approximate posterior distribution, we enforce independence as follows:

\[ q(U, A, B, \sigma_{obs}, d) = q(U)q(A)q(B)q(\sigma_{obs})q(d). \]

We impose the same independence assumptions on each approximate posterior as we do for its corresponding prior. Specifically, we use the following distributions:

\[ q(\log(U_{nk})) = \mathcal{N}(\bar{U}_{nk}, \sigma_{\bar{U}_{nk}}^2), \]
\[ q(\logit(d_n)) = \mathcal{N}(\bar{d}_n, \sigma_{\bar{d}_n}^2), \]
\[ q(\logit(A_{mk})) = \mathcal{N}(\bar{A}_{mk}, \sigma_{\bar{A}_{mk}}^2), \]
\[ q(B_{mk}) = \mathcal{N}(\bar{B}_{mk}, \sigma_{\bar{B}_{mk}}^2), \]
\[ q(\log(\sigma_{obs})) = \mathcal{N}(\bar{\sigma}_o, \sigma_{\bar{\sigma}_o}^2), \]

where the parameters on the right hand sides of the equations are called variational parameters; \( \bar{U}_{nk}, \bar{d}_n, \bar{A}_{mk}, \bar{B}_{mk}, \bar{\sigma}_o \in \mathbb{R} \) and \( \sigma_{\bar{U}_{nk}}, \sigma_{\bar{d}_n}, \sigma_{\bar{A}_{mk}}, \sigma_{\bar{B}_{mk}}, \sigma_{\bar{\sigma}_o} \in \mathbb{R}^+ \). To avoid numerical issues during optimization, we place constraints on several of these variational parameters.

**Inference**

We perform inference on our model by optimizing the variational parameters to maximize the ELBo. In doing so, we minimise the KL-divergence between the true posterior and the variational posterior. In practice, to help with addressing the latent factor identifiability issue, we use a modified version of the ELBo where the prior and posterior terms are weighted by a constant \( \beta \geq 1 \) [30]:

\[
\mathbb{E}_{U,A,B,\sigma_{obs},d \sim q(U,A,B,\sigma_{obs},d)} \left[ \log p(W|U, V = A \odot B, \sigma_{obs}, d) \\
+ \beta \left( \log p(U, A, B, \sigma_{obs}, d) - \log q(U, A, B, \sigma_{obs}, d) \right) \right]
\]

Inference is carried out using the Adam optimizer with learning rate 0.1 and beta values of 0.9 and 0.99. We clip gradient norms at a value of 0.0001. We set \( a_{\text{min}} = 0.005 \), \( a_{\text{max}} = 0.995 \), \( \sigma_a^2 = 1 \) and \( \mu_u = 0 \). We vary \( \sigma_u \) and \( \sigma_a \) as hyperparameters that control the strengths of the priors over \( A \) and \( U \), respectively. We also vary \( \beta \) as a hyperparameter.

We choose a hyperparameter configuration using validation AUPRC as the objective function as well as the early stopping metric. We hold out hyperparameters for \( p(A) \) for a fraction of the genes. We do this by setting \( A_{mk} = 0 \) for \( m \) corresponding to these genes for all \( k \). During inference we regularly obtain posterior point estimates for these entries and measure the AUPRC against the original values of these entries as given in the full prior. This quantity is known as the validation AUPRC.

Once we have picked the hyperparameter configuration corresponding to the best validation AUPRC, we perform inference with this model using the full prior without holding out any information. We use an importance weighted estimate of the marginal log likelihood as our early stopping criterion:

\[
\log p(W) = \log \left( \mathbb{E}_{U,A,B,\sigma_{obs},d \sim q(U,A,B,\sigma_{obs},d)} \left[ \frac{p(W|U, A, B, \sigma_{obs}, d)p(U, A, B, \sigma_{obs}, d)}{q(U, A, B, \sigma_{obs}, d)} \right] \right) - \beta \left( \log p(U, A, B, \sigma_{obs}, d) - \log q(U, A, B, \sigma_{obs}, d) \right)
\]

where the expectation is computed using simple Monte Carlo and the \( \log(\sum_i \exp z_i) \) trick is used to avoid numerical issues.
Computing Summary Statistics for the Posterior

After training the model, we use $\tilde{A}$ and $\tilde{\sigma}_A$, the variational parameters of $q(A)$, to obtain a mean and a variance for each entry of $A$. Since $q(A)$ is logistic normal, it admits no closed form solution for the mean and variance. We therefore use Simple Monte Carlo i.e. we sample each entry of $A$ several times from its posterior distribution and then compute the sample mean and sample variance from these samples. We use each mean as a posterior point estimate of the probability of interaction between a TF and a gene, and its associated variance as a proxy for the uncertainty associated with this estimate.

Calculating AUPRC

The gold standards for the datasets used in this paper do not necessarily perfectly overlap with the genes and TFs that make up the rows and columns of $A$ as defined by the prior hyperparameters i.e. there may be genes and TFs in the gold standard with a recorded interaction or lack of interaction, that do not appear in our model at all because they are not present in the prior. The reverse is also true: the prior may contain genes and TFs that are not in the gold standard. For this reason, we compute the AUPRC using one of two methods: ‘keep all gold standard’ or ‘overlap’, which correspond to evaluating only interactions that are present in the gold standard or only interactions that are present in both the gold standard and the prior/posterior. We present results with ‘keep all gold standard’ AUPRC as the evaluation metric when comparing our model to the Inferelator in Figures 2 and 3. For our evaluation of uncertainty calibration (Figure 4), we use the overlap AUPRC so that bins containing a lower number of posterior means do not have artificially deflated AUPRCs (see the Evaluating Calibration of Posterior Uncertainty part of the Methods Section for further information).

Evaluating Calibration of Posterior Uncertainty

We create 10 bins, corresponding to the lowest 10%, 20%, 30% and so on of posterior variances. We place the posterior point estimates of TF-gene interactions associated with these variances into these bins and then calculate the ‘overlap AUPRC’ for each bin using the corresponding gold standard. The AUPRC for each bin is calculated using those interactions that are in the gold standard and also in the bin. We use such a cumulative binning scheme because using a non-cumulative scheme could result in some bins having very small numbers of posterior interactions that are present in the gold standard, which would lead to noisier estimates of the AUPRC.

Inference and Evaluation on Multiple Observations of $W$

For all datasets used in this paper, we have two scRNA-seq matrices corresponding to different experiments on the same organism. The Inferelator carries out inference with a separate model on each of these matrices, sparsifies each of the resulting TF-gene interaction matrices and picks as its final matrix the intersection between the two matrices, where an entry of the final matrix is non-zero if the corresponding entry in each of the two matrices is also non-zero. For our model, we also train a model on each of the matrices. We obtain a posterior mean matrix for $A$ for each expression matrix, and we average these posterior mean matrices to get our final posterior mean matrix for $A$. We use this final matrix for evaluation. As mentioned in the Discussion section, explicitly modeling separate expression matrices within the model could be a direction for future work.

Measuring the Impact of Prior Hyperparameters

We evaluate the utility of each of the prior hyperparameter matrices used in our experiments. In Figures 2 and 3, we present with grey dots the AUPRCs achieved when performing inference using shuffled prior hyperparameters for $A$. This corresponds to randomly assigning to each row (gene) of $A$, the prior hyperparameters that correspond to a different row of $A$. Shuffling the hyperparameters should lead to worse performance, as the posterior estimates should then also be shuffled, whereas the row/column labels for the posterior will remain unshuffled. For the ‘no prior’ setting, shown with black dots in the figures, we set $\bar{A}_{mk} = 0 \forall m, k$. The difference in AUPRC achieved using the unshuffled vs shuffled or no hyperparameters measures the usefulness of the provided hyperparameters for the inference task on the dataset in question.
Datasets and Preprocessing

We inferred each GRN using a single-cell RNA-seq expression matrix, a TF-target gene connectivity matrix, and a gold standard for bench-marking purposes. We modeled the single-cell expression matrices based on the raw UMI counts obtained from sequencing, which were therefore not normalized for the purpose of this work. We further obtained binary TF-gene matrices representing prior-known interactions, which served as prior hyperparameters over $A$, and were either literature derived or estimated using the Inferelator-Prior pipeline [13]. We acquired gold standards for each of our datasets from independent work which is detailed below.

Saccharomyces cerevisiae

We used two raw UMI count expression matrices for the organism $S. cerevisiae$ obtained from NCBI GEO (GSE125162 [8] and GSE144820 [31]). For this well studied organism, we employed the YEASTRACT [32, 33] literature derived network of TF-target gene interactions to be used as a prior over $A$ in both $S. cerevisiae$ networks. A gold standard for $S. cerevisiae$ was additionally obtained from a previously defined network [34] and used for bench-marking our posterior network predictions. We note that the gold standard is roughly a reliable subset of the YEASTRACT prior. Additional interactions in the prior can still be considered to be true but have less supportive evidence than those in the gold standard.

Bacillus subtilis

We used two replicates of raw UMI count expression matrices for the organism $B. subtilis$ obtained from NCBI GEO (GSM4594095 and GSM4594096 [29]). It is important to note that $B. subtilis$ is a polycistronic prokaryote, and thus the usual integer UMI count matrix is in double format. This is due to the fact that multiple genes are encoded by one transcript, and thus have their counts averaged in the UMI matrix. For this well studied organism, we use the subtiwiki database [35] to obtain a network of prior-known TF-target gene interactions to be used as a prior over $A$ as well as a gold standard for benchmarking posterior predictions.
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Supplementary Information

A  Supplementary Tables

<table>
<thead>
<tr>
<th>Method</th>
<th>Regular</th>
<th>None</th>
<th>Shuffled</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMF-GRN</td>
<td>0.375</td>
<td>0.014</td>
<td>0.023</td>
</tr>
<tr>
<td>Inferelator AmUSR</td>
<td>0.223</td>
<td>0.024</td>
<td>0.019</td>
</tr>
<tr>
<td>Inferelator BBSR</td>
<td>0.402</td>
<td>0.022</td>
<td>0.018</td>
</tr>
<tr>
<td>Inferelator StARS</td>
<td>0.186</td>
<td>0.028</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Supplementary Table 1: AUPRCs achieved by PMF-GRN and Inferelator algorithms on \textit{S. cerevisiae} datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prior information</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMF-GRN</td>
<td>0.0624 ± 0.0069</td>
</tr>
<tr>
<td>Inferelator AmUSR</td>
<td>0.0420 ± 0.0044</td>
</tr>
<tr>
<td>Inferelator BBSR</td>
<td>0.0390 ± 0.0065</td>
</tr>
<tr>
<td>Inferelator StARS</td>
<td>0.0498 ± 0.0058</td>
</tr>
</tbody>
</table>

Supplementary Table 2: AUPRCs achieved by PMF-GRN and Inferelator algorithms on \textit{B. subtilis} datasets. Results are reported as the mean AUPRC across five ‘cross-validation’ splits ± standard deviation.

B  Supplementary Methods

B.1  TF Target Gene Connectivity Matrix Generation

B.1.1  \textit{Saccharomyces cerevisiae}

Datasets were obtained from [13] without further modification.

B.1.2  \textit{Bacillus subtilis}

A prior-known TF-target gene interactions matrix was obtained from the Subtiwiki database [35] from "regulations" (downloaded 07/21/22). Using the columns "regulator locus" and "gene locus" a cross-tab integer matrix was created, where 1 represents the existence of an interaction and 0 represents no interaction. This matrix was randomly split 5 times in 80%-20% proportions along the gene axis to generate independent prior-known information and gold standard matrices.

B.2  Inferelator Networks

B.2.1  \textit{Saccharomyces cerevisiae}

Networks were inferred using the "multitask" workflow setting of the Inferelator for the same single-cell \textit{S.cerevisiae} datasets described in [13]. For each algorithm, BBSR, StARS, and AMuSR, the following parameters were used: gold_standard_filter_method=“keep_all_gold_standard”, num_bootstraps=5. Aggregated multi-task networks were used for benchmarking, while single-task networks were disregarded for the purpose of this work. To make these networks directly comparable to PMF, we did not make use of normalization, count minimum, or meta-data options available within the Inferelator workflow.

B.2.2  \textit{Bacillus subtilis}

Networks were inferred using the "multitask" workflow setting on the Inferelator. Using two tasks for GSM4594095 and GSM4594096 [29] respectively, an aggregate network was learned. For each algorithm, BBSR, Stars and AMuSR, the following parameters were used: gold_standard_filter_method=“keep_all_gold_standard”, num_bootstraps=5. Aggregated multi-task networks were used for benchmarking, while single-task networks were disregarded for the purpose of this work. To make these networks directly comparable to PMF, we did not make use of normalization, count minimum, or meta-data options available within the Inferelator workflow.