Auditory-nerve Model including Efferent Dynamic Gain Control with Inputs from Cochlear Nucleus and Inferior Colliculus

Afagh Farhadi,1 Skyler G. Jennings,2 Elizabeth A. Strickland,3 and Laurel H. Carney4,a

1 Departments of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14642, USA
2 Department of Communication Sciences and Disorders, University of Utah, Salt Lake City, Utah 84112, USA
3 Department of Speech, Language, and Hearing Sciences, Purdue University, West Lafayette, Indiana 47907, USA
4 Departments of Biomedical Engineering and Neuroscience, University of Rochester, Rochester, New York 14642, USA

The focus of most existing auditory models is on the afferent system. The auditory efferent system contains descending projections from several levels of the auditory pathway, from the auditory cortex to the brainstem, that control gain in the cochlea. We developed a model with a time-varying, gain-control signal from the efferent system that includes sub-cortical ascending and descending neural pathways. The medial olivocochlear (MOC) efferent stage of the model receives excitatory projections from both fluctuation-sensitive neurons in the inferior colliculus (IC) and wide-dynamic-range neurons in the cochlear nucleus (CN). The response of the model MOC stage controlled cochlear gain dynamically. Changes in the rates of IC neurons in awake rabbit to long-duration amplitude-modulated (AM) noise were employed to adjust the parameters of the proposed model. In response to AM stimuli, physiological response rates of most IC neurons with band-enhanced (BE) modulation transfer functions (MTFs) increased over a time course consistent with the dynamics of the MOC efferent feedback. The time constant of the MOC model that best matched the IC physiology was compared to available descriptions of the MOC. Responses of the proposed
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subcortical model to AM noise simulate the trend of increasing rate over time, while the model 
without the efferent system did not show this trend.
I. INTRODUCTION

Efferent feedback from the central auditory nervous system to the cochlea has been hypothesized to improve auditory perception in noise, including improvements in speech intelligibility in background noise (de Boer & Thornton, 2008; Ghitza et al., 2007; Giraud et al., 1997; Winslow & Sachs, 1988). Understanding speech in background noise is a challenging problem for all listeners, especially those with hearing loss, but the underlying mechanisms, even for normal hearing listeners, are yet to be revealed (Holmes & Griffiths, 2019). An accurate model for subcortical auditory pathways, including the efferent feedback system, would guide investigations of the mechanisms of hearing perception in background noise.

The dynamics of the efferent system support its potential role in improving speech perception. Specifically, the latency and time constant of the MOC efferent system (Backus & Guinan, 2006; Roverud & Strickland, 2010; Warren III & Liberman, 1989) are comparable to typical phonemic durations (Jacewicz et al., 2007; Umeda, 1977). Therefore, the MOC efferent system would presumably affect auditory neural responses both within the time course of phonemes and also in running speech, for which the perception of a phoneme would be influenced by the previous phoneme (co-articulation) (C. Chambers et al., 2017; Recasens, 1984, 2018). Despite the potential beneficial role of this feedback system, it is still poorly understood (Jennings, 2021).

A detailed, accurate, and comprehensive model capable of simulating auditory-nerve (AN) responses to arbitrary stimuli is a powerful tool for testing hypotheses, leading to insights on mechanisms in hearing (Meddis et al., 2010). In addition, cochlear implants, hearing aids, and automatic speech recognition devices could also benefit from improved auditory models (Dávila-Chacón et al., 2018; Saeedi et al., 2014; Zouhir & Ouni, 2016). Recent studies of speech enhancement have focused on improving the acoustic waveform and testing the improvement using neural-network-based models for the auditory cortex (Fu et al., 2017; K. Tan & Wang, 2018);
however, this method overlooks the role of the physiological nonlinearities in the auditory periphery (Drakopoulos et al., 2022; Zaar & Carney, 2022). Speech recognition systems that include a physiologically realistic model of the auditory periphery have been shown to be more robust in noisy environments than the model that does not include the physiological properties of the auditory system (Stern et al., 2012; Stern & Morgan, 2012).

Several models for AN responses exist that include detailed representations of the periphery, including nonlinearities such as cochlear compression, inner-hair-cell (IHC) transduction saturation, and AN rate saturation. However, most of these models do not include the efferent pathway (Rahman et al., 2019; Verhulst et al., 2012; Zilany et al., 2014; Zweig, 2015; Lopez-Poveda et al., 2016, 2017), which is at least as large as the ascending pathway in terms of numbers of anatomical projections (Schofield, 2011). The efferent system consists of several feedback projections, spanning all levels of the auditory pathways from the auditory cortex to the cochlea (Guinan, 2006; Warr, 1992). The olivocochlear efferents, the projections from the brainstem to the cochlea, include two systems (Guinan, 2006): lateral olivocochlear (LOC) and medial olivocochlear (MOC) efferents. The MOC efferent system, the focus of this study, controls cochlear gain, and has been hypothesized to improve hearing in noisy backgrounds (Christopher Kirk & Smith, 2003; S. Kim et al., 2006; Mertes et al., 2018, 2019). The MOC efferents receive several convergent inputs; the model presented here will focus on subcortical pathways, specifically inputs from the IC and cochlear nucleus (CN). MOC neurons modulation transfer functions (MTFs) (Gummer et al., 1988a; Huffman & Henson Jr, 1990; Schofield, 2011) from these inputs. MOC efferents also receive ascending projections from several types of cells in the CN that have wide dynamic ranges, including the small cell cap and T-stellate cells (Guinan Jr, 2018; Romero & Trussell, 2021; Ye et al., 2000) (Fig. 1). MOC neurons have tuning curves that are similar in shape, but slightly wider, than AN fibers (M. C. Brown, 2016; Guinan Jr, 2018; Wilson et al., 1991). The MOC neurons project to the
outer hair cells (OHCs), and this projection is tonotopic along the cochlea (M. C. Brown, 2016).

MOC efferent activity suppresses cochlear gain, often described in terms of two time frames (Guinan Jr, 2018). First, the fast effect of the MOC efferents has rise and fall times of approximately 100 ms for most mammals, including humans (Backus & Guinan, 2006; Roverud & Strickland, 2010; Warren III & Liberman, 1989). Second, the slow effect of the MOC efferents occurs over a time course of tens of seconds, and this effect is believed to be relatively small in humans (Guinan, 2018).

Despite several studies of the physiology of the efferent system (Guinan, 2006; Gummer et al., 1988; Liberman & Guinan, 1998; Schofield, 2011), many aspects are not well understood. Studying the efferent system is challenging due to the complex projections within this pathway (Schofield, 2011). Additionally, there exist limited experimental methods for understanding the efferent system. Most of the information available is based on a limited number of recordings from single neurons located deep in the brainstem in anesthetized animals (Guinan, 2018); however, anesthesia...
suppresses MOC responses (Aedo et al., 2015; A. R. Chambers et al., 2012; Guitton et al., 2004). Noninvasive methods used to study MOC effects on cochlear gain is to measure either otoacoustic emissions (OAEs) (Guinan, 2006) or cochlear microphonic (Jamos et al., 2020, 2021) with and without MOC activation by electrical stimulation or contralateral broadband noise, respectively. This method, however, does not provide information about higher-level projections in the pathway, such as from the IC or auditory cortex to the MOC (Delano et al, 2007). Furthermore, the middle-ear reflex also affects OAEs (Sun, 2008). The proposed model of the MOC efferent system may help in designing future experiments for studying efferent function, for example using recordings from structures that are accessible in awake animals, such as the midbrain (Kuwada et al., 1987).

Several previous AN models include efferent signals driven by the periphery (N. R. Clark et al., 2012; Giguere & Woodland, 1994; Kwan et al., 2019; Smalt et al., 2014; Yasin et al., 2020). In some of these previous implementations, cochlear gain remains constant over time, omitting the dynamics of MOC efferents (G. J. Brown et al., 2010; Ferry & Meddis, 2007; Giguere & Woodland, 1994; Jennings et al., 2011). Smalt et al. (2014) proposed a model based on Zilany et al. (2014) but with an efferent system modeled by a time-varying gain-control feedback system. However, in this model, a local gain-control system was implemented based on the output of model OHCs, which is inconsistent with the overall structure of the MOC efferent system (Smalt et al., 2014; Schofield, 2011). None of these models included the large descending input to the MOC efferent system from the midbrain (Schofield, 2011). The focus of this study is to include both peripheral and midbrain inputs to a dynamic MOC efferent system in a model for AN responses.

In this work, we propose a dynamic, sample-by-sample based, MOC efferent gain-control system with feedback loops from CN neurons and from IC neurons with band-enhanced (BE) MTFs. The ascending pathway from the CN is characterized by a wide dynamic range, driven by low-spontaneous-rate (LSR) AN fibers. This input represents both the small-cell-cap and T-stellate
cell projections to the MOC, as the average rate dynamic ranges of both types of neurons are similar
to those of low- or medium-spontaneous-rate AN fibers (Blackburn & Sachs, 1990; Romero &
Trussell, 2021). It is often assumed that AN average-rates profiles encode the spectrum of complex
sounds, thus previous models for the MOC efferent system have AN rate as the primary control
input. However, the majority of AN fibers, the HSR fibers, have average rates that are saturated at
conversational speech levels (55–65 dB SPL, Olsen, 1998). Therefore, level-dependent neural
discharge rates of HSR AN fibers do not include enough information to explain perception of
complex sounds (Bharadwaj et al., 2014; Carney, 2018; Liberman, 1978). On the other hand,
temporal fluctuations of HSR AN responses, referred to as neural fluctuations, have robust
information at conversational speech levels, potentially encoding peaks and valleys in the stimulus
spectrum because the amplitudes of fluctuations are lower for AN fibers tuned near peak
frequencies and higher for other frequency channels (Carney et al., 2015; Carney, 2018). If AN
response fluctuations play a key role in encoding complex sounds, then these fluctuations should
also play a key role in the gain control system. The descending projection to the MOC neurons from
IC neurons, which are sensitive to the amplitudes of low-frequency fluctuations of their inputs
(Carney, 2018; P X Joris et al., 2004; Krishna & Semple, 2000; Nelson & Carney, 2007), provides
this information to the MOC gain control system. Re-examination of IC responses to amplitude-
modulated (AM) noise revealed rates that vary over a time course that is consistent with the
dynamics of MOC efferent gain control (Farhadi et al., 2021).

Here, we refine and test an AN model with both fluctuation- and wide-dynamic-range-driven
gain control (Farhadi et al., 2021). First, we will review the modifications required to change the
structure of previous AN models from processing the entire stimulus duration, stage-to-stage, to a
model using sample-by-sample processing, as required to implement a dynamic feedback system.
Then, we will introduce the novel control system used to implement the MOC efferent pathway.
The next step was to adjust the parameters of the MOC efferent model based on a physiological dataset from a previous study of IC responses to AM noise (Carney et al., 2014). Finally, we show that the model with efferents outperforms the model without efferents in simulating the dynamics of physiological responses in the IC to AM stimuli. This finding, based on the simulation result with and without activation of the efferent system, supports the hypothesis that the efferent system is a potential mechanism underlying the increase in rate trend observed in IC cell responses to AM noise.

II. METHOD

We adapted existing models to simulate responses of AN fibers and IC cells in order to implement the proposed model with MOC efferent gain control. First, we briefly introduce the foundational AN and IC models. Then, we describe the modifications that were applied, including changes to the structure of the existing models and new extensions added to simulate the MOC efferent system. Finally, we introduce the methods used to estimate the MOC efferent-system model parameters.

A. Existing models

The Zilany et al. (2009, 2014) AN model was expanded here. In this model, the stimulus first passes through a middle-ear filter. The output of the middle ear is the input to the cochlea (Fig. 2). Cochlear tuning is modeled using two filters, a relatively sharp chirping filter in the signal path tuned at the characteristic frequency (CF) and a wider bandpass filter in the feedforward control path tuned slightly higher than CF (Zhang et al., 2001; Tan & Carney, 2003; Zilany & Bruce, 2006). The output of the control-path filter and outer-hair-cell (OHC) model adjusts the time constant, and thus the gain and bandwidth, of the chirping filter. The constant value of the $C_{OHC}$ cochlear
gain parameter in this model can be varied from 1 (normal OHC function) to 0 (completely impaired OHC function) to simulate hearing loss related to OHC impairment. The inner hair cell (IHC) is modeled with a nonlinear function followed by a low-pass filter. Hearing loss related to decreased IHC sensitivity is implemented by varying the constant value of the $C_{IHC}$ parameter between 1 (normal IHC function) and 0 (completely impaired IHC function).

We used the IC model from Mao et al. (2013), a band-pass filter centered at the best modulation frequency (BMF) of the IC cell. The output of the AN model is the input to the IC model; this structure is a simplified version of an IC model that includes the cochlear nucleus (CN) stage between the AN and IC to simulate modulation tuning (Nelson and Carney, 2004).
B. Proposed model with MOC efferents

One of the challenges of including the efferent system in the computational AN model is to reconfigure the implementation of the model to work sample by sample. In the previous model, since there was no feedback from IC to the cochlear, the AN and IC response were calculated one stage at a time for the whole duration of the stimulus. In the sample-by-sample configuration, for each time sample, a new value of the cochlear gain, controlled by the time-varying parameter, $C_{\text{OHC}}(t)$, must be computed. Each value of the gain is influenced by the output of a new stage, the model MOC (Fig. 2, dashed red box). The inputs to the MOC model are the previous time samples of the IC-model rate-function (time-varying rate, in spikes/sec) and CN wide-dynamic-range (WDR) response provided by the AN-model rate-function output. For simplicity, we used the AN LSR model response, which represents all inputs to the MOC with wide dynamic ranges, including the T-
stellate cells in the anteroventral cochlear nucleus (Oertel et al., 2011; Romero & Trussell, 2021) and
cells in the small cell cap of the CN that receive exclusive inputs from LSR and MSR AN fibers
(Ryugo, 2008). In the sample-by-sample implementation, for accurate performance of the filters in
the AN model, the previous states of all the filters are preserved and passed to the filter input to
process the next sample of the stimulus.

The Zilany et al. (2014) AN AN model was re-configured to compute responses, one sample at a
time, by storing the states of each filter stage from one sample to the next. Then, the gain-control
feedback signal, based on the current samples of the neural signals at the input to the MOC stage,
modulated the output of the control-path filter to calculate the gain for processing the next sample.
The model with this new configuration was tested to ensure that it matched the response of the
original model when the efferent stage was deactivated.

The two inputs to the proposed MOC model (Fig. 2, red) are the descending IC feedback signal
and the ascending WDR signal. The IC signal carries information related to the amplitude of AN
fluctuations at a given CF and works as a positive feedback loop to improve contrast in the IC
rate profile across frequency channels. The rationale behind this statement is as follows: 1) AN
frequency channels tuned near local peaks in the stimulus spectrum have responses that are
“captured” by the spectral peak, and thus have low-amplitude fluctuations (Carney, 2018; Young and
Sachs, 1979). Consequently, for these frequency channels, model IC cells that are excited by
fluctuations (BE IC cells) have lower response rates. Activity of MOC neurons reduces cochlear gain
(Guinan, 2018); therefore, reduced input to the MOC in these channels results in a smaller gain
reduction, resulting in channels with relatively higher cochlear gains. The higher gains will tend to
drive IHCs closer to saturation over time, resulting in further reduction of the amplitude
fluctuations in AN HSR responses (i.e., positive feedback). 2) For frequency channels tuned away
from spectral peaks, AN fluctuations are stronger and the BE IC responses are therefore stronger.
The increased input to the MOC results in a reduction in cochlear gain, reducing IHC saturation and further increasing fluctuation amplitudes in the AN response. Overall, the IC provides a positive feedback that would enhance the fluctuation contrast across AN channels and thus the rate contrast across IC channels. This feedback potentially enhances the neural representation of the spectrum at the level of the IC.

The other input to the MOC stage is from the WDR cells in the CN, which carry the stimulus sound-level information. This level-dependent input to the MOC acts as a negative feedback, keeping the operating point of the IHC transducer function near the knee point, so that local maxima in the stimulus spectrum saturate the IHCs. This signal ensures sufficient baseline fluctuation contrast across frequency channels, so that the IC feedback signal can then enhance this contrast. Without the WDR signal, regardless of the peaks and valleys in the stimulus spectrum, if the stimulus level were too low or high, all AN channels would have fluctuating or flat responses, respectively. Both extremes would degrade the ultimate neural representation of the spectrum, reducing the contrast in fluctuation amplitudes across IC frequency channels.

The excitatory input to the MOC stage is the sum of the IC and the WDR rate functions. A constant scalar, $K_{IC}$, is applied to the IC rate signal to approximately balance the amplitudes of the two MOC inputs (Table 1). The MOC system was modeled with a low-pass filter representing slow dynamics of the MOC efferent system, followed by a decaying rational function (Eqn. 1) that maps the MOC inputs to the time-varying cochlear gain parameter, COHC. The rational function was chosen to be second order to ensure asymptotic behavior for both small and large input signals.

$$C_{OHSC}(t) = \frac{1}{1 + (B \times M_{in(t)}^2)}$$  (Eqn. 1)
In this equation, $M_{in}(t)$ is the sum of the projections from the CN and IC to the MOC unit that is low-pass filtered. $B$ is a constant that adjusts the shape of MOC input-output function (Fig. 2). The optimization of the value of parameter $B$ is discussed later (Section C of the methods). The MOC output, $C_{MOC}(t)$, is a value between 0 and 1 which controls the gain of the chirping filter. Increasing the input to the MOC decreases the output of the MOC and thus cochlear gain. Figure 3 shows the intermediate responses at each level of the composite model to a tone-in-noise stimulus.

For the first 200 ms the stimulus is noise only (Fig. 3, black); because of the fluctuation in AN HSR rates (Fig. 3, blue), the BE IC response is robust (Fig. 3, purple), thus driving the MOC model and decreasing the cochlear gain (Fig. 3, green). Between 200 ms and 500 ms, a tone at the model CF (5 kHz) is added to the noise stimulus, resulting in saturation of the IHC (not shown) and flattening the neural fluctuation amplitudes in the AN HSR response. As a result of the reduced AN HSR neural fluctuations, the BE IC rate response decreases. The reduced IC rate results in a weaker MOC input and thus an increase in the cochlear gain signal (Fig. 3, green). Note that the mean rate of the AN HSR fiber is not changed appreciably by addition of the tone due to rate saturation; however, the model WDR rate function is increased during presentation of the tone. After the tone
ends, the IHC is no longer saturated, AN fluctuations reappear, the IC response increases. The increase in the IC response that excites the MOC reduces the cochlear gain. The changes in the WDR response rate (Fig.3, red) also influence cochlear gain; as described above, the WDR signal maintains the IHC operating point such that the IC response has an effect on $C_{OHC}$

FIG. 3. The MOC efferent model diagram with intermediate responses at different levels of auditory periphery in response to tone-in-noise stimulus. The stimulus (black) is a wide band noise and after 200 ms a tone is added to the noise for a duration of 300 ms. The response of the models at AN (HSR) stage (blue) shows that during the noise-only stimulus (first 200 ms) the fluctuation increases over time as the gain decreases (green), and as a result the IC (purple) rate increases. After the addition of the tone (200 -500 ms) the fluctuations in the AN HSR responses are reduced in amplitude, resulting in a drop in IC response rate. As the In1 input to the MOC block (on the right side of this figure) decreases, the gain starts to recover (green). After the offset of the tone (500-700 ms) the gain decreases again, and the AN fluctuations and IC rate increase.
C. Adjusting the parameters of the MOC efferent model

Parameters of the MOC efferent model include those of the MOC input/output function, $B$ (Eqn.1, Fig.3) the scaler constant for IC rate ($K_{IC}$), and the low pass filter (LPF) time constant (cut-off frequency). We used an existing physiological dataset to adjust these parameters (Carney et al., 2014).

1. Stimuli

The stimulus for both the physiological dataset and the model simulation during the parameter fits was a sinusoidally amplitude-modulated (SAM) wideband noise (100 Hz to 20 kHz) and modulation depths that varied from -30 to 0 dB (fully modulated) in 5 dB steps, and an unmodulated wideband noise with the same bandwidth as the SAM noise. We analyzed the model and physiological responses to stimuli at three spectrum levels, -4, 16, 36 dB re 20µPa (RMS: 36, 56, 76 dB SPL overall level). The stimuli in response to 36 dB SPL were used for adjusting model parameters because at this level the trend of increasing rate over time was strongest. The duration of the stimuli in this dataset was 500 ms, with 50-ms raised-cosine ramps.

2. Physiological method and data analysis

The physiological dataset used in this work included previously published extracellular, tetrode recordings of responses in the central nucleus of the IC in three awake rabbits. Details of the physiological methods can be found in Carney et al. (2014). Briefly, IC cells were classified based on their modulation transfer functions (MTFs, the average rate in response to AM stimuli
as a function of stimulus modulation frequency) into band-enhanced (BE), band-suppressed (BS),
hybrid, flat and unusual types (Kim et al., 2015, 2020) (Fig. 4). The focus of this study was on BE
cells; this IC MTF type was hypothesized in to project to the MOC based on BE MTFs reported for
MOC neurons (Gummer et al., 1988b). IC BE cells are excited by low frequency (5-250 Hz)
fluctuations (Kim et al., 2020). MTF shape was classified similar to Kim et al. (2020), using a
criterion ratio of 1.2 peak MTF rate to reference rate which yielded an equally distributed class of
MTFs (Fig. 4). MTFs in response to 36-dB SPL spectrum level wideband noise were used to identify
a cell’s best modulation frequency (BMF), the frequency of the peak rate in the MTF. In the dataset
used here, the modulation frequency was matched approximately to the cell’s BMF; datasets with
more than an octave difference between stimulus modulation frequency and the cell’s BMF were
excluded in these analyses.

FIG. 4. Distribution of MTF classes of the IC neurons in the physiological dataset (Carney et al.,
To analyze the physiological responses to AM noise, a Gaussian filter was used to smooth the spike trains to avoid aliasing introduced by PSTH bin-widths (Lehky, 2010). The standard deviation of the Gaussian filter was inversely proportional to each cell’s BMF; the number of points in the filter was 6 times the standard deviation of the Gaussian window. Responses were averaged over 50 repetitions, excluding 200 ms at the response onset.

Trends in rate over the course of the response were characterized using a simple linear regression. The sign of the linear model’s slope indicated whether the response increased or decreased over time. IC BE responses with rates that increased over time were used to find the time constant of the LPF in the MOC efferent model by maximizing the correlation between the IC BE spiking rate and the model simulations in response to a stimulus with a modulation depth of -10 dB. -10 dB modulation depth was chose here because the majority of the IC neurons had stronger increases in rate over time at this modulation depth as compared to higher modulation depths.

Constrained minimization (fmincon function in MATLAB) was used to simultaneously fit the time constant $\tau_{MOC}$, the rational function parameter, $B$ (Eqn. 1), and the IC constant scaler $K_{IC}$. A 300-ms duration analysis window beginning 200 ms after the stimulus onset was applied to the simulation results and to the physiological response. Properties of the model such as CF, BMF, and modulation frequency were matched to each cell in the physiological dataset. Based on the parameter value fits for each neuron, a distribution of the parameters was established, and the means of the distributions were chosen for the final model parameter values. The sensitivity of the model to the parameter values was studied by comparing the average correlation between the physiological and the model response when each model parameter was either set to the value fit to each neuron or to the mean parameter value for the population.
III. RESULTS

Section A below reviews our hypothesis regarding the MOC efferent model response to AM noise stimuli, analysis of the physiological dataset in response to AM noise, and implementation of the MOC efferent model with its parameters ($K_{IC}$, $B$, $\tau_{MOC}$). Section B describes how these parameters were optimized and compares the responses of models with and without the MOC efferent control system to physiological data. In section C we use the new model with MOC efferent control to simulate responses to a few different stimuli and compare these responses with physiological data from the literature.

A. The hypothesis and physiological dataset

We hypothesized that MOC efferent gain control would result in an increase in the average rate of IC BE neurons over time in response to an AM noise stimulus. The rationale for this argument is that the low-frequency fluctuations in the envelope of AN fiber responses to modulated noise stimuli excite IC neurons with BE MTFs. BE IC neurons were then assumed to excite MOC cells, and MOC activity decreases cochlear gain. Reduction in cochlear gain effectively decreases the slope of the IHC transduction nonlinearity and therefore increases the effective modulation depth in the output of the IHC (Fig. 5), ultimately increasing the BE IC response. Thus, the MOC efferent control represents positive feedback on IC rates in response to AM noise; IC rates would increase until a saturation point was reached.
We re-analyzed an existing physiological dataset (Carney et al., 2014), which includes recordings from IC cells in the midbrain of awake rabbits. Consistent with our hypothesis, the IC rates increase over time in most IC neurons with BE MTFs. Figure 6 presents six examples of BE IC neuron responses for which the trend of increasing rate over time seems to be very noticeable and also these examples were chosen as they have different BMFs and CFs; the left panel in each example is the rate MTF, and the right panel is the IC response to AM noise modulated at a frequency near the neurons BMF, with a range of modulation depths. The gray time range is the time window after the

FIG. 5. Effect of MOC efferent activity on IHC input-output function. Left panel: The effective modulation depth in IHC output voltage is limited due to the saturation. Right panel: with the same input pressure, effective modulation depth is increased due to the MOC efferent activity and decrease in gain.
onset response over which we analyzed the increase in rate. All of the examples in figure 6 had increasing rate over time during the analysis window, especially in response to lower modulation depths. In some neurons (e.g., Fig. 6B) the rate was nearly constant over time in response to fully modulated noise, but the IC rate was high for this modulation depth from the beginning of the analysis window. In the framework of our hypothesis, this observation suggests that because of the strong modulation in the stimulus, the fluctuation in AN PSTHs would be large enough to maximize the IC rate, such that a change in cochlear gain as a result of MOC efferent activity could not further increase the IC rate.

FIG. 6. A-F) Six examples of IC BE neuron responses to AM noise stimulus. The left-hand panel in each example is the MTF for AM noise stimuli; the vertical green lines indicate BMF. The right-hand panels show smoothed PSTHs that illustrate the time course of the rate during responses to AM noise stimuli with a modulation frequency near each neuron’s BMF and a range of modulation depths (see legend).
The trend of increasing rate over time occurs in approximately 80% of neurons with BE MTFs in response to lower modulation depths (modulation depth less than -15 dB in Fig. 7). This percentage decreases at high modulation depths (see Fig. 6). As described above, the decrease at high modulation depths can be explained by a ceiling effect on the IC rate. In general, response rates are expected to decrease over time as a result of rate adaptation. The increase or decrease of rates over time was determined by the sign of the slope of a linear regression fit to these responses. The result, that in fact 80% of the IC BE cells had rates that increased over the time course of the AM noise stimuli, is consistent with the hypothesis that MOC efferent activity results in an increase in these IC rates over time.

FIG. 7. Percentage IC BE neurons with increasing rate over the time course of wideband AM noise stimuli.

B. Adjusting the model parameter

We used constrained minimization (fmincon function in MATLAB) to adjust the MOC model parameters, including the time constant of the MOC system, $\tau_{MOC}$, the bias parameter in the MOC input/output function, $B$, and the IC constant scalar, $K_{IC}$. We searched for parameter values.
within a reasonable range that maximized the correlation between the model response and the physiological data over the analysis window. Parameters were estimated for each neuron in the dataset. The distribution of the optimized parameter for neurons in this study was very broad (Fig. 8). The median of the distribution for each parameter was also tested as the final value for that parameter ($K_{IC}=20$, $\tau_{MOC}=236$ ms, $B=0.01$) (Eqn.1). The estimated time constant of 236 ms for the LPF in the MOC’s model, $\tau_{MOC}$, agrees with values of the time constant that have been suggested for

FIG. 8. Distribution of the fit values of, A) time constant ($\tau_{MOC}$), B) the rational function parameter ($B$), and C) the IC scaler ($K_{IC}$) for the model for 29 neurons in this study for which the rates increased during the SAM stimuli, the MTF type was BE, and the modulating frequency of the stimulus matched the BMF of the cell.
The median correlation between the model and physiological responses during the analysis time window was calculated for models with and without the efferent feedback system (Fig. 9). The negative correlation of -0.15 between data and model without efferent response (Fig. 9-A) demonstrates that the model without efferents did not simulate the trend of increasing rate over time in the physiological dataset. Simulations using a MOC efferent model with parameters based on other types of measurements (Backus & Guinan, 2006; Roverud & Strickland, 2010; Warren & Liberman, 1989).
identified for each neuron resulted in a correlation of 0.87 between data and the model response (Fig. 9-B). The correlation reduced to 0.72 after replacing the individual values with the median values of the parameter distributions. (Fig. 9-C). This result shows that the model was sensitive to the parameters but still simulated the increased rate in response to AM noise using fixed parameters. We further studied the effect of each parameter on the correlation independently, where either $B$, $K_{IC}$ or $\tau_{MOC}$ was identified for each neuron while the two other were fixed based on the mean of the distribution of estimates for each parameter (Fig. 9-D, E, F respectively). These results showed that the model was equally sensitive to all these parameters.

Unlike the physiological data, the response of the model without efferent feedback did not increase over time during the analysis window. As expected from the correlation results and the

FIG. 10. A) Physiological data from a BE IC cell in awake rabbit, and IC model responses to AM noise with modulation depth of -10 dB B) without and C) with efferent activation. The CF and BMF of the model were matched to the example neuron (BMF is 80 Hz and CF is 3500Hz in this example neuron) and the Model is using the mean value for the model parameters (Fig. 9-C).
hypothesis, the model with MOC efferent gain control had an IC response that increased over time
during the analysis window. Figure 10 shows responses to AM noise for a single representative IC
cell and for models with MOC efferent using the mean value for the model parameters (Fig. 9-C)
and without efferents (Fig. 9-A). The models had BMF and CF that matched the example neuron.
The model with MOC efferent feedback simulates the increase in rate over time consistent with the
hypothesis of this study that a model with MOC efferent system can simulate the response to AM
noise more accurately than the model without efferents.

C. Validating the proposed model responses to tone stimuli

The model responses to tone stimulus is compared to the previous model and physiological data in
the literature. The purpose of presenting this result is to test the new model’s responses to some
basic stimuli. However, it is important to note that the physiological data were recorded from ANs
in anesthetized animals, in which the MOC efferent system was likely suppressed (Guitton et al.,
2004). Thus, direct correspondence between the physiological responses and the responses of the
model with MOC efferents was not expected for complex stimuli. However, for tone stimuli Rhode
and Kettner (1987) showed that anesthesia does not affect post-stimulus time histograms (LSTHs)
or rate-level functions of primary-like neurons in the cochlear nucleus (and one presumed AN fiber).
Therefore, we validated the proposed model by comparing simulated tone responses to
physiological examples.
Response to pure tones and recovery of spontaneous rate

Figure 11 shows data and simulated responses to a 500-ms tone at CF followed by 500-ms silence. The purpose of this task was to study both the tone response and the AN model’s recovery to spontaneous rate. Recovery of spontaneous activity depends on stimulus level and on the spontaneous rate of the fiber (Kiang, 1965). Here we compare model responses to physiological recordings from two HSR fibers with CFs of 1.82 and 10.34 kHz from Kiang (1965) (Fig. 11). The

FIG. 11. AN and model responses to tones at CF: (A) Unit 43 : CF = 1.82 kHz, 55 dB SPL, SR = 60.6 s/sec, (B) Unit 41: CF = 10.34 kHz, 30 dB SPL, SR = 51.7 s/sec), C, D) Responses to the same tones for the model without efferents, and E, F) with MOC efferents. For all model simulations (C to F) the AN model type was HSR with CFs matching the AN fibers in the physiological study. The stimulus sound level was also matched to stimuli for the physiological data from Kiang (1965, permission requested.)
model response during the tone is comparable to the physiological examples, and the model shows the same initial pause and time course of recovery after the stimulus as in the physiological responses. Note that the response to a pure tone would primarily activate the AN/CN input to MOC efferent pathway, because the IC stage of the model would mainly respond at the onset and offset of the tone.

IV. DISCUSSION

In this work, we modified an existing model for the peripheral auditory system to simulate both the ascending pathway and the MOC efferent feedback with both AN/CN and IC inputs. The physiological data and simulation results are consistent with the hypothesis that the MOC efferent system influences neural fluctuations over time (Carney, 2018), as observed here in the increasing responses of BE IC cells over the time course of an AM noise. The simulation results support the hypothesis that a sub-cortical model with MOC efferent gain control better simulates IC responses to AM noise compared to a model without efferents.

One of the components of the proposed model is a LPF which was implemented to simulate the dynamics of the MOC efferent system. The time constant (or cut-off frequency) of this filter was adjusted based on the physiological dataset. The dynamics of the MOC efferent system based on the fit parameter agree with the reported dynamics in the literature for the MOC efferent fast effect. Backus and Guinan (Backus & Guinan Jr, 2006) used stimulus-frequency otoacoustic emission (SFOAE) measurements to estimate the human MOC reflex time constant. They reported an overall onset time constant of 277±62 ms and decay time constant of 159±54 ms. Warren & Liberman (1989) estimated the MOC response to have a time constant of 250 ms in barbiturate-anesthetized cats. Roverud and Strickland (2010) used an optimized psychophysical technique to estimate the
time course of cochlear gain reduction. They estimated an average exponential decay of 100 ms, which is faster than the time constant estimated by Backus and Guinan. Yasin et al. (2020) used a computational model of human hearing that included the MOC efferent feedback and evaluated the model’s speech recognition for different MOC efferent time constants. Their results suggest the improvement in recognition of speech in AM noise is the highest for a MOC efferent time constant of 200 ms. In general, all of the time constants suggested in the literature for the MOC efferent system are in the same range as our results based on rabbit midbrain physiology. However, the MOC efferent system time constant could differ between rabbits and humans. Using the proposed MOC efferent model to simulate psychoacoustic experiments could better inform our understanding of the time constant for human listeners. It should also be noted that there is not a pure delay in this proposed model as we assumed that the time constant of the proposed model can simulate the delay that is suggested in James et al. (1987). Adding a pure delay to the model would require re-adjusting of the time constant of the low-pass filter in the proposed model.

Another important component of the proposed model MOC efferent system was the input-output function that maps the MOC input to a gain factor that scales the cochlear gain coefficient between 0 and 1. The second-order rational function used in this model was chosen based on its asymptotic behavior at low and high input levels. The shape of the proposed input-output function was also similar to the MOC efferent attenuation as a function of input sound level shown in Russell and Murugasu (1997). Also, the asymptotic trend of this function for higher values is similar to the asymptotic responses shown in Liberman (1988) for MOC efferent activity as a function of input sound level.

Other physiological and psychoacoustic studies can be used to further fine tune the model's parameters and structure. For example, forward masking studies with long-duration maskers would be expected to activate the MOC efferent system. At the level of IC, further animal studies of the
temporal properties of responses to complex sounds would contribute to this modeling effort, such as investigating the changes in synchrony of IC responses to the envelope of AM stimuli over time.

Another direction for future work is to study the influence of efferent activity on the responses of other MTF types in the IC, such as BS or Hybrid MTFs. Here we focused on BE MTFs, as the increase in their rate over the time course of a stimulus cannot be confused with rate adaptation.

The peripheral model studied here is a monaural model, with “one-sided” brainstem and midbrain stages. A binaural model would be a powerful tool for studying the crossed and uncrossed effects of the efferents.

In general, recording from AN fibers requires an anesthetized animal preparation. Anesthesia suppresses MOC efferent activity (Guitton et al., 2004). As a result, there are no known references in the AN physiology literature for comparison to the AN model response with active MOC efferents. However, recording from more accessible levels of the auditory pathway, such as the IC in awake animals, could provide further information regarding the MOC efferent system. Recording from the CN in awake animals and comparing it with the recording from anesthetized animal or recording from AN fibers in decerebrate animals could also potentially be beneficial for studying the MOC efferent system (Kim et al., 1990a, 1990b, Chang, et al., 1990).

Other phenomena could explain the increase in IC response rates over time in response to AM noise, either in addition to or instead of efferent activity. For instance, adaptation of inhibition (Viemeister & Bacon, 1982) could also be a potential reason for the increase in rate we observed in the IC response to AM noise in this study. Adaptation of inhibition has been suggested as an explanation for auditory enhancement, in which a target signal embedded in a masker is preceded by the same masker but without the target frequency. Adaptation of inhibition results in an improvement in the threshold of detecting the tone (Byrne et al., 2011). However, neural mechanisms underlying adaptation of inhibition are not clear; the related enhancement effect and its
properties, such as time constant and level-dependence, could be further examined using the MOC efferent model in the future.
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