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Inhibition stabilization is considered a ubiquitous property of cortical networks, whereby inhibition controls network activity in the presence of strong recurrent excitation. In networks with fixed connectivity, an identifying characteristic of inhibition stabilization is that increasing (decreasing) excitatory input to the inhibitory population leads to a decrease (increase) in inhibitory firing, known as the paradoxical effect. However, population responses to stimulation are highly nonlinear, and drastic changes in synaptic strengths induced by short-term plasticity (STP) can occur on the timescale of perception. How neuronal nonlinearities and STP affect inhibition stabilization and the paradoxical effect is unclear. Using analytical calculations, we demonstrate that in networks with STP the paradoxical effect implies inhibition stabilization, but inhibition stabilization does not imply the paradoxical effect. Interestingly, networks with neuronal nonlinearities and STP can transition non-monotonically between inhibition-stabilization and non-inhibition-stabilization, and between paradoxically- and non-paradoxically-responding regimes with increasing excitatory activity. In summary, our work reveals the relationship between inhibition stabilization and the paradoxical effect in the presence of neuronal nonlinearity and STP, yielding several testable predictions.

I. INTRODUCTION

Cortical networks are typically characterized by inhibition stabilization, where inhibition is needed to keep network activity levels in biologically realistic ranges despite the presence of strong recurrent excitation\textsuperscript{1}. Networks operating in the inhibition-stabilized regime are capable of performing various computations, including input amplification, response normalization, and network multistability\textsuperscript{2–6}. In networks with fixed connectivity, a hallmark of inhibition stabilization is the paradoxical effect: an increase or a decrease of excitatory input to the inhibitory population respectively decreases or increases the inhibitory firing. Over the past decade, much effort has been made to identify the operating regime of cortical networks based on the paradoxical effect\textsuperscript{1–7,8}.

Yet, various aspects ranging from the network to the synaptic level can considerably affect network dynamics and the operating regime. First, if individual neurons in the network receive large excitatory and inhibitory currents which precisely cancel each other, the network operates in a balanced state characterized by a linear population response\textsuperscript{9,11}. Recent work has argued that neuronal input-output functions are better characterized by supralinear functions, and networks with this type of nonlinearity can exhibit various nonlinear phenomena as observed in biology\textsuperscript{12–14}. Second, synapses in the brain are highly dynamic as a result of different short-term plasticity (STP) mechanisms, operating on a timescale of milliseconds to seconds\textsuperscript{15,16}. Upon presynaptic stimulation, postsynaptic responses can either get depressed subject to short-term depression (STD) or facilitated subject to short-term facilitation (STF). While short-term synaptic dynamics are widely observed in biological circuits, it is unclear how they interact with the neuronal nonlinearity to jointly determine the network operating regime. Here we ask how the neuronal nonlinearity and STP affect inhibition stabilization and the paradoxical effect.

To address this question, we determine the conditions for inhibition stabilization and the paradoxical effect in networks of excitatory and inhibitory neurons in the presence of STD with linear and supralinear population response functions. We find that irrespective of the neuronal nonlinearity, in networks with excitatory-to-excitatory (E-to-E) STD, inhibition stabilization does not necessarily imply the paradoxical effect, but the paradoxical effect implies inhibition stabilization. In contrast, in networks with static connectivity or networks with other STP mechanisms, inhibition stabilization and the paradoxical effect imply each other. Interestingly, neuronal nonlinearities and STP endow the network with unconventional behaviors. More specifically, in the presence of the neuronal nonlinearity and E-to-E STD, monotonically increasing excitatory activity can lead to non-monotonic transitions between non-inhibition-stabilization and inhibition-stabilization, as well as between non-paradoxically-responding and paradoxically-responding. In con-
clusion, our work reveals the impact of the neuronal nonlinearity and STP on inhibition stabilization and the paradoxical effect, and makes several predictions for future experiments.

II. RESULTS

To understand the relationship between inhibition stabilization and the paradoxical effect in recurrent neural networks with STP, we studied rate-based population models consisting of an excitatory (E) and an inhibitory (I) population. The dynamics of the network are given by

\[ \tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_E \right]^{\alpha_E} \]  

(1)

\[ \tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I} \]  

(2)

where \( r_E \) and \( r_I \) denote the firing rates of the excitatory and inhibitory population, \( \tau_E \) and \( \tau_I \) are the corresponding time constants, \( J_{AB} \) represents the synaptic strength from population B to population A, where \( A, B \in \{E, I\} \), \( g_E \) and \( g_I \) are the external inputs to the respective populations. Finally, \( \alpha_E \) and \( \alpha_I \) are the exponents of the respective input-output functions. To investigate the impact of neuronal nonlinearities on inhibition stabilization and the paradoxical effect, we considered both threshold-linear networks (\( \alpha_E = \alpha_I = 1 \)) as well as supralinear networks (\( \alpha_E = \alpha_I > 1 \)). In the regime of positive \( r_E \) and \( r_I \), threshold-linear networks behave as linear networks. In the following, we thus call them linear networks. Furthermore, while we keep our analysis for supralinear networks in a general form, we use \( \alpha_E = \alpha_I = 2 \) for the numerical simulations. Note that the neuronal nonlinearity in our study refers to the nonlinearity of population-averaged responses to input when no STP mechanisms are taken into account, which is fully determined by \( \alpha_E \) and \( \alpha_I \).

We implemented short-term plasticity mechanisms based on the Tsodyks and Markram model (Supplemental Methods). For the sake of analytical tractability, we included one STP mechanism at a time. To investigate how inhibition stabilization is affected by the neuronal nonlinearity and STP, we computed the real part of the leading eigenvalue of the Jacobian matrix of the excitatory-to-excitatory subnetwork incorporating STP, and refer to it as the 'Inhibition Stabilization index' (IS index) (Supplemental Methods; Supplemental Table 1). A positive (negative) IS index implies that the network is in the IS (non-IS) regime. To reveal how inhibition stabilization changes with network activity and network connectivity, we investigated how the IS index changes with the excitatory activity \( r_E \) and the excitatory to excitatory connection strength \( J_{EE} \). These two parameters, \( r_E \) and \( J_{EE} \), are directly involved in the definition of the IS index (Supplemental Table 1).

A. INHIBITION STABILIZATION IN RECURRENT NEURAL NETWORKS WITH SHORT-TERM DEPRESSION AT E-TO-E SYNAPSES

We first examined inhibition stabilization for networks with E-to-E STD, evaluated at the fixed point of the system (Fig. 1). The distinction between non-IS and IS is reflected in network responses to perturbations induced by injecting additional excitatory currents into excitatory neurons while inhibition is fixed. Networks initially in the non-IS regime return back to their initial activity level after a small transient perturbation to the excitatory activity when inhibition is fixed, whereas networks initially in the IS regime deviate from their initial activity (Fig. S1). For linear networks with E-to-E STD, if \( J_{EE} \) is less than 1, the network is always in the non-IS regime regardless of \( r_E \) (Fig. 1a). If \( J_{EE} \) is greater than 1, the network transitions from IS to non-IS with increasing \( r_E \) (Fig. 1b). In contrast, supralinear networks with E-to-E STD manifest different behaviors. When \( J_{EE} \) is large, the network first transitions from non-IS to IS, and then back to non-IS with increasing \( r_E \) (Fig. 1c, Fig. S1). When \( J_{EE} \) is small, the supralinear network stays in the non-IS regime for all values of \( r_E \) (Fig. 1d). To better understand the transition between non-IS and IS in the presence of neuronal nonlinearities and E-to-E STD, we investigated how the boundary between non-IS and IS, defined as 'IS boundary', changes with \( r_E \) (Supplemental Methods; Fig. S2). Mathematically, the IS boundary is determined by the recurrent excitatory-to-excitatory connection strength for different \( r_E \) at which the IS index is 0, denoted by \( J_{EE}^{IS} \). By computing the derivative of \( J_{EE}^{IS} \) with respect to \( r_E \) (Supplemental Methods), we found that the derivative is always positive for linear networks with E-to-E STD, suggesting that the IS boundary increases with increasing \( r_E \) (Fig. 1e). Therefore, for networks with large \( J_{EE} \), as \( r_E \) increases, only the transition from IS to non-IS is possible (Fig. 1b, d). In contrast, for supralinear networks with E-to-E STD,
the derivative changes from negative to positive with increasing \( r_E \) (Supplemental Methods), implying that the IS boundary first decreases and then increases as \( r_E \) increases (Fig. 1b). As a result, networks can undergo non-monotonic transitions between non-IS and IS with increasing \( r_E \). More specifically, networks can switch from non-IS to IS, and then back to non-IS with increasing \( r_E \) (Fig. 1e; Fig. S1). We found that these non-monotonic transitions cannot be observed in networks with static connectivity (Fig. S3 Supplemental Methods). Taken together, our results suggest that E-to-E STD can nontrivially affect the inhibition stabilization property, especially in the presence of neuronal nonlinearities.

### B. INHIBITION STABILIZATION IN RECURRENT NEURAL NETWORKS WITH SHORT-TERM FACILITATION AT E-TO-E SYNAPSES

To determine if the observed effects are specific to the type of STP at E-to-E synapses, we next examined networks with E-to-E STF (Fig. 2a). Unlike the scenario with STD, for both linear networks or supralinear networks, only a monotonic transition from non-IS to IS is possible with increasing \( r_E \) in the presence of E-to-E STF (Fig. 2b,c). In contrast to supralinear networks, linear networks with \( J_{EE} \) larger than 1 are always in the IS regime regardless of \( r_E \). In both cases, the parameter regime of \( J_{EE} \) and \( r_E \) which supports IS is much larger than in the corresponding network with STD (Fig. 2). Furthermore, independent of the neuronal nonlinearity, the derivative of \( J_{EE}^{IS} \) with respect to \( r_E \) is always negative (Supplemental Methods), indicating that the IS boundary decreases as \( r_E \) increases (Fig. 2d,e). These results indicate that E-to-E STF exerts a more intuitive influence on the inhibition stabilization property than E-to-E STD even in the presence of neuronal nonlinearities.
**FIG. 2.** Inhibition stabilization in recurrent neural networks with E-to-E short-term facilitation. (a) Schematic of the recurrent network model consisting of an excitatory (blue) and an inhibitory population (red) with E-to-E STF. (b) Left: IS index as a function of excitatory firing rate $r_E$ and excitatory-to-excitatory connection strength $J_{EE}$. Right: zoomed-in version of (b) left. Here, the facilitation rate $U_f$ is 1.0, and the maximal facilitation value $U_{max}$ is 6.0 (Supplemental Methods). (c) Same as (b) but for supralinear networks with E-to-E STF. Here, the facilitation rate $U_f$ is 1.0, and $U_{max}$ is 6.0 (Supplemental Methods). (d) IS boundary for linear networks with E-to-E STF, defined as the corresponding excitatory-to-excitatory connection strength $J_{EE}^{IS}$ for different $r_E$ at which the IS index is 0. Different colors represent the IS boundary for different values of $U_{max}$. (e) Same as (d) but for supralinear networks with E-to-E STF.

**C. INHIBITION STABILIZATION IN RECURRENT NEURAL NETWORKS WITH SHORT-TERM PLASTICITY AT OTHER SYNPASES**

Finally, we performed the same analyses for networks with different types of STP at all synapses other than E-to-E, including E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF, respectively (Fig. 3; Supplemental Methods). Including these STP mechanisms does not change the IS condition relative to networks with fixed connectivity (Supplemental Methods). For networks with a linear input-output function, the IS boundary does not change with $r_E$ (Fig. 3b, d; Supplemental Methods), and $J_{EE}$ completely determines whether the network is non-IS or IS. In contrast, for networks with a supralinear input-output function, the derivative of $J_{EE}^{IS}$ with respect to $r_E$ is always negative, suggesting that the IS boundary decreases with increasing $r_E$ (Fig. 3c, e; Supplemental Methods). Therefore, the transition from non-IS to IS with increasing $r_E$ in static supralinear networks or supralinear networks with STP at all synapses other than E-to-E can only happen for large $J_{EE}$ (Fig. 3c, e; Fig. S3). No transition between non-IS and IS can occur in the biological realistic firing regime from 0 to 150 Hz for small $J_{EE}$ (Fig. 3f, e).

In summary, by considering all possible STP mechanisms, our results demonstrate a nontrivial influence of the neuronal nonlinearity and STP on inhibition stabilization. Specifically, we revealed how inhibition stabilization changes with network activity and network connectivity when considering neuronal nonlinearities and STP.

**D. PARADOXICAL EFFECTS IN RECURRENT NEURAL NETWORKS WITH SHORT-TERM PLASTICITY**

Previous theoretical studies have suggested that in excitatory and inhibitory networks with static connectivity one identifying characteristic of inhibition stabilization is that injecting excitatory (inhibitory) current into inhibitory neurons decreases (increases) inhibitory firing rates, known as the paradoxical effect [11, 17]. Here, we sought to identify the conditions under which a paradoxical effect can arise in recurrent neural networks with STP. We assumed that the system is stable locally around...
the fixed point, in other words, a small transient perturbation to the system will not lead to deviation from the initial fixed point over time. Furthermore, the perturbation used to probe the paradoxical effect (e.g., the excitatory current injected to the inhibitory population) is small enough that it will not lead to a transition between non-IS and IS. To determine the conditions for the presence of the paradoxical effect under these assumptions, we considered the phase plane of the excitatory (x-axis) and inhibitory (y-axis) firing rate dynamics. The first condition involves a positive slope of the excitatory nullcline around the fixed point in the phase plane, while the second condition involves a larger slope of the inhibitory nullcline than of the excitatory nullcline locally around the fixed point (Supplemental Methods). We compared the above two conditions for the presence of the paradoxical effect with the conditions to be in the IS regime. We found that irrespective of the shape of the neuronal nonlinearity, in networks with E-to-E STD, the paradoxical effect implies inhibition stabilization, whereas inhibition stabilization does not imply the paradoxical effect (Supplemental Methods). In contrast, for networks with E-to-E STF, E-to-I STD/STF, I-to-I STD/STF, and I-to-I STD/STF, inhibition stabilization and the paradoxical effect imply each other (Supplemental Methods). To highlight the difference between inhibition stabilization and the paradoxical effect in networks with E-to-E STD (Fig. S4; Supplemental Methods), we plotted the paradoxical effect boundary that separates the paradoxically-responding and the non-paradoxically-responding regime together with the IS boundary for both linear networks and supralinear networks with E-to-E STD (Fig. S4-a-f). In the two dimensional $r_E$-$J_{EE}$ plane, the parameter regime for the paradoxical effect is much narrower than the IS regime, suggesting that there is a large parameter space, in which inhibition-stabilized networks do not exhibit the paradoxical effect (Fig. S4-a-f).

Furthermore, by analyzing how the paradoxical effect boundary changes with $r_E$, we found that it exhibits a similar trend to the IS boundary (Supplemental Methods). In particular, the paradoxical effect boundary of supralinear networks with E-to-E STD is also a non-monotonic
FIG. 4. Relationship between inhibition stabilization and the paradoxical effect in recurrent neural networks with short-term plasticity. (a) In networks with E-to-E STD, the paradoxical effect implies inhibition stabilization, whereas inhibition stabilization does not imply the paradoxical effect indicated by the unidirectional red arrow. In contrast, for networks with E-to-E STF, E-to-I STD/STF, I-to-I STD/STF, and I-to-I STD/STF, inhibition stabilization and the paradoxical effect imply each other indicated by the bidirectional green arrows. (b) Schematic of the recurrent network model consisting of an excitatory (blue) and an inhibitory population (red) with E-to-E STD. (c) An example of the paradoxical effect boundary (dashed line) and the inhibition stabilization boundary (solid line) as a function of excitatory firing rate $r_E$ for linear networks with E-to-E STD. The paradoxically-responding region is marked in gray. Here, the depression rate $U_d$ is 0.2 (Supplemental Methods). (d) Same as (c) but for supralinear networks with E-to-E STD. Right: zoomed-in version of (d) left. (e-f) Same as (c-d) but the depression rate $U_d$ is 1.0.

function of $r_E$. Therefore, in this case, networks can undergo non-monotonic transitions between the paradoxically-responding regime and non-paradoxically-responding regime with monotonically changing excitatory activity $r_E$. Taken together, our results indicate that the relationship between inhibition stabilization and paradoxical effect in networks with STP becomes non-trivial in the presence of short-term plasticity.

III. DISCUSSION

In this study, we combined analytical and numerical methods to reveal the effects of neuronal nonlinearities and STP on inhibition stabilization, the paradoxical effect, and the relationship between them. Including STD at E-to-E synapses, in contrast to other types of STP and other synapse types, generates the most surprising results. Under these conditions, the paradoxical effect implies inhibition stabilization, whereas inhibition stabilization does not imply the paradoxical effect. For networks with other STP mechanisms and networks with static
connectivity, inhibition stabilization and the paradoxical effect imply each other. Additionally, in the presence of a neuronal nonlinearity and E-to-E STD, a non-monotonic transition between different regimes can occur when excitatory activity changes monotonically.

Recent studies have examined inhibition stabilization and the paradoxical effect in threshold-linear networks with E-to-E STP to demonstrate that inhibition stabilization can be probed by the paradoxical effect \[1\]. Recent work has conducted similar analysis for supralinear networks with short-term plasticity on specific synapses \[18\]. Here, we systematically analyzed networks with all forms of STP mechanisms, for both linear networks and supralinear networks. By mathematically defining the IS boundary and the paradoxical effect boundary, we further demonstrated how network activity and connectivity affect the inhibition stabilization property and the paradoxical effect.

In this work, we assumed that the network activity has reached a fixed point, and we did not consider scenarios like multistability or oscillations that could arise from neuronal nonlinearities or STP \[14\] \[19\] \[20\]. While multistability and oscillations have been observed in the brain \[21\] \[22\], the single stable fixed point assumed in our study is believed to be a reasonable approximation of awake sensory cortex \[23\]. Furthermore, to retain analytical tractability, here we only considered individual STP mechanisms one at a time. While classical STP models incorporate both STD and STF at the same synapses \[15\], depending on how the effective synaptic strength changes with activity, either the STD or the STF component dominates for a given activity level. Therefore, in principle, our theory approximates these scenarios when the dominant mechanism is known.

Beyond the single inhibitory population considered here, inhibitory neurons in the cortex are highly diverse in terms of anatomy, electrophysiology and function \[24\] \[26\]. Recent studies have investigated inhibition stabilization and the paradoxical effect in networks with multiple interneuron subtypes in the absence of STP \[27\] \[31\]. Yet, synapses between different interneuron subtypes exhibit considerable short-term dynamics \[32\]. It will be interesting for future work to consider STP in networks with different subclasses of interneurons, especially in the presence of neuronal nonlinearities.

Our model makes several predictions that can be tested in optogenetic experiments. Across cortical layers and across brain regions, synaptic strengths can differ by an order of magnitude \[33\]. Furthermore, the degrees of balance between excitation and inhibition may also vary \[34\] \[36\], resulting different neuronal nonlinearities \[10\] \[12\] \[35\]. Therefore, different behaviors predicted by our analysis may be observable in different neural circuits. For example, in the presence of E-to-E STD, our model shows that networks with weak excitatory to excitatory connection strength \(J_{EE}\) are always non-IS in the biologically realistic activity regime and therefore exhibit no paradoxical effects. In contrast, with E-to-E STD and strong \(J_{EE}\), network models with a linear population-averaged response function can undergo the transition from IS to non-IS with increasing excitatory activity \(r_E\). Different from linear networks, our model predicts that non-monotonic transitions between non-IS and IS can be found in supralinear networks. More specifically, supralinear networks can switch from non-IS to IS, and then from IS to non-IS with increasing \(r_E\). Although inhibition stabilization does not imply the paradoxical effect in the presence of E-to-E STD, the transition between paradoxically-responding and non-paradoxically-responding regime is also non-monotonic with increasing \(r_E\) in supralinear networks, whereas in linear networks, only transitions from the paradoxically-responding to the non-paradoxically-responding regime with increasing \(r_E\) is possible. Therefore, depending on the excitation-inhibition balance, and the specific short term plasticity mechanisms operating in different brain regions, our work proposes that the circuits will exhibit different properties when interrogated with common experimental techniques.

Second, in the presence of STF on E-to-E synapses or STP on other synapses, our results demonstrate that inhibition stabilization and the paradoxical effect imply each other. Linear network models with \(J_{EE}\) larger than 1 that have E-to-E STF are always IS and thus exhibit the paradoxical effect. In linear network models with STP on other synapses, activity does not affect inhibition stabilization and the paradoxical effect. In contrast, regardless of the strength of \(J_{EE}\), supralinear networks with E-to-E STF or STP on other synapses can switch from non-IS to IS with increasing \(r_E\). This transition from non-IS and IS can be directly tested experimentally by probing the paradoxical effect, because of the equivalence of inhibition stabilization and the paradoxical effect found in network models with E-to-E STF or STP on other synapses.

Last, our analysis shows that in most cases substantially altering either \(J_{EE}\) or \(r_E\) can switch the network operating regime. Multiple factors can modify \(J_{EE}\) and \(r_E\) experimentally. On a short
timescale, the strength of sensory stimulation, and behavioral states like arousal [38], attention [37] and locomotion [38] can dramatically change activity levels $r_E$. Regime switching may therefore be experimentally observable across different stimulation conditions and different behavioral states. On a long timescale, $J_{EE}$ or $r_E$ can be modified by long term plasticity mechanisms [39, 40]. In this case, regime switching could be experimentally detectable across different developmental stages.

Taken together, our theoretical framework provides a systematic analysis of how short-term synaptic plasticity and response nonlinearities interact to determine the network operating regime, revealing unexpected relationships and their signatures as a guide for future experimental studies.
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Supplemental Tables

Table 1: IS index

<table>
<thead>
<tr>
<th></th>
<th>E-to-E</th>
<th>STD</th>
<th>[ \text{Re} \left( \frac{1}{2}(\tau_{E}^{-1}(xJ_{EE}alphaE_{E}^{alphaE-1} - 1) - \tau_{x}^{-1} - U_{dE}) + \right. ]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STF</td>
<td>[ \sqrt{\frac{1}{2}(\tau_{E}^{-1}(xJ_{EE}alphaE_{E}^{alphaE-1} - 1) + \tau_{x}^{-1} + U_{dE})^2 - \tau_{E}^{-1}J_{EE}alphaE_{E}^{alphaE-1}U_{dE} - \tau_{x}^{-1} - U_{dE})^2} ]</td>
<td></td>
</tr>
<tr>
<td>E-to-I</td>
<td>STD</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STF</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
<tr>
<td>I-to-E</td>
<td>STD</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STF</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
<tr>
<td>I-to-I</td>
<td>STD</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>STF</td>
<td>[ \tau_{E}^{-1}(J_{EE}alphaE_{E}^{alphaE-1} - 1) ]</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Parameters for Figure 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{E} )</td>
<td>20</td>
<td>ms</td>
<td>Time constant of excitatory firing dynamics</td>
</tr>
<tr>
<td>( \tau_{x} )</td>
<td>200</td>
<td>ms</td>
<td>Time constant of STD</td>
</tr>
<tr>
<td>( U_{d} )</td>
<td>1.0</td>
<td>-</td>
<td>Depression rate</td>
</tr>
</tbody>
</table>

Note that these values are also used elsewhere unless mentioned otherwise.
Table 3: Parameters for Figure 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_u$</td>
<td>200</td>
<td>ms</td>
<td>Time constant of STF</td>
</tr>
<tr>
<td>$U_f$</td>
<td>1.0</td>
<td>-</td>
<td>Facilitation rate</td>
</tr>
<tr>
<td>$U_{max}$</td>
<td>6.0</td>
<td>-</td>
<td>Maximal facilitation value</td>
</tr>
</tbody>
</table>

Note that these values are also used elsewhere unless mentioned otherwise.
Supplementary Figures

Figure S1. Examples of network activity in response to transient small perturbations to the excitatory activity while freezing inhibition at different initial states. (a) IS index as a function of excitatory firing rate $r_E$ and excitatory-to-excitatory connection strength $J_{EE}$ for supralinear networks with E-to-E STD. The non-IS and IS regimes are marked in blue and red, respectively. (b) Zoomed-in version of (a). (c) Firing rates of the excitatory (blue) and inhibitory population (red) for a network with an initially non-IS state corresponding to the triangle in (b). A small transient perturbation to excitatory population activity is introduced marked with arrows while freezing inhibition. The periods in which inhibition is frozen are marked with the black bar. (d-e) Same as (c) but for networks with initially IS and non-IS states corresponding to the circle and the cross in (a), respectively. Initial states are shifted by changing $g_E$. $g_E$ is 6.65 in (c), 20 in (d), and 100 in (e).

Figure S2. Schematic of IS boundary. Trace boundary (blue line) and determinant boundary (red line) correspond to the $J_{EE}$ values at which the trace and the determinant of the Jacobian of the system with fixed inhibition are 0 for different $r_E$, respectively. IS boundary (black dashed line) is defined as the minimal $J_{EE}$ values at which either the trace or the determinant of the Jacobian of the system with fixed inhibition is 0 for different $r_E$. The green and white regions represent the IS regime and non-IS regime, respectively.
Figure S3. Inhibition stabilization in recurrent neural networks with static connectivity. (a) Schematic of the recurrent network model consisting of an excitatory (blue) and an inhibitory population (red) with static connectivity. (b) Left: IS index as a function of excitatory firing rate $r_E$ and excitatory-to-excitatory connection strength $J_{EE}$ for linear networks with static connectivity. The non-IS and IS regime are marked in blue and red, respectively. Right: zoomed-in version of (b) left. (c) Same as (b) but for supralinear networks with static connectivity. (d) IS boundary for linear networks with static connectivity, defined as the corresponding excitatory-to-excitatory connection strength $J_{IS}^{EE}$ for different $r_E$ at which the IS index is 0. (e) Same as (d) but for supralinear networks with static connectivity.

Figure S4. Conditions for the presence of the paradoxical effect from the angle of phase portraits. (a) Phase portrait of a linear non-IS network. The slope of the E-nullcline (blue) around the fixed point (black dot) is negative. The slope of the I-nullcline (red) is larger than that of the E-nullcline. Perturbating the inhibitory population via injecting additional excitatory current shifts the I-nullcline vertically (from the red solid line to the red dashed line). The inhibitory activity at the new fixed point (gray dot) after perturbation is higher than at the original fixed point. The non-IS network therefore does not exhibit the paradoxical response. (b) Same as (a) but for a linear IS network. The slope of the E-nullcline (blue) around the fixed point is positive. The inhibitory activity at the new fixed point (gray dot) after perturbation is lower than at the original fixed point. The IS network therefore exhibits the paradoxical response.
Supplemental Methods

To incorporate short-term plasticity mechanisms, we followed the Tsodyks and Markram model [15] and modeled STD as follows:

$$\frac{dx_{AB}}{dt} = \frac{1 - x_{AB}}{\tau_x} - U_d x_{AB} r_B$$  \hspace{1cm} (S0.1)

where $x_{AB}$ is a depression variable that is limited to the interval $(0, 1]$ for the synaptic connection from population $B$ to population $A$, $\tau_x$ is the time constant of STD, and $U_d$ is the depression rate.

Furthermore, we modeled STF as follows:

$$\frac{du_{AB}}{dt} = \frac{1 - u_{AB}}{\tau_u} + U_f (U_{max} - u_{AB}) r_B$$  \hspace{1cm} (S0.2)

where $u_{AB}$ is a facilitation variable that is constrained to the interval $[1, U_{max})$ for the synaptic connection from population $B$ to population $A$, $\tau_u$ is the time constant of STF, $U_f$ is the facilitation rate, and $U_{max}$ is the maximal facilitation value. Note that the short-term plasticity (STP) variables $x_{AB}$ and $u_{AB}$ multiply the corresponding synaptic connection strength $J_{AB}$, and therefore affect the effective synaptic strength.

Conditions for IS in networks with E-to-E STD

The dynamics of networks with E-to-E STD are given by

$$\begin{align*}
\tau_E \frac{dr_E}{dt} &= -r_E + \left[ x_J E E r_E - J_{E I} r_I + g_E \right]^\alpha_E + \\
\tau_I \frac{dr_I}{dt} &= -r_I + \left[ J_{I E} r_E - J_{I I} r_I + g_I \right]^\alpha_I \\
\frac{dx}{dt} &= \frac{1 - x}{\tau_x} - U_d x r_E 
\end{align*}$$  \hspace{1cm} (S0.3, S0.4, S0.5)

where $x$ is the depression variable, which is limited to the interval $(0, 1]$, $\tau_x$ is the depression time constant, and $U_d$ is the depression rate.

The Jacobian $M^E_{STD}$ of the system with E-to-E STD is given by

$$M^E_{STD} = \begin{bmatrix}
\tau_E^{-1} (x_J E E \alpha_E r_E^{\alpha_E - 1}) - \tau_I^{-1} J_{I I} r_I^{\alpha_I - 1} - \tau_E^{-1} J_{E I} \alpha_E r_E^{\alpha_E - 1} & \tau_E^{-1} J_{E E} \alpha_E r_E^{\alpha_E - 1} & \tau_E^{-1} J_{E E} \alpha_E r_E^{2 \alpha_E - 1} \\
\tau_I^{-1} J_{I E} \alpha_I r_I^{\alpha_I - 1} & -\tau_I^{-1} (1 + J_{I I} r_I^{\alpha_I - 1}) & 0 \\
-U_d x & 0 & -\tau_x^{-1} - U_d r_E
\end{bmatrix}$$  \hspace{1cm} (S0.6)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

$$N^E_{STD} = \begin{bmatrix}
\tau_E^{-1} (x_J E E \alpha_E r_E^{\alpha_E - 1}) - \tau_I^{-1} J_{I I} r_I^{\alpha_I - 1} & \tau_E^{-1} J_{E E} \alpha_E r_E^{\alpha_E - 1} & \tau_E^{-1} J_{E E} \alpha_E r_E^{2 \alpha_E - 1} \\
-U_d x & 0 & -\tau_x^{-1} - U_d r_E
\end{bmatrix}$$  \hspace{1cm} (S0.7)

For the system with frozen inhibition, the dynamics are stable if

$$\text{tr}(N^E_{STD}) = \tau_E^{-1} (x_J E E \alpha_E r_E^{\alpha_E - 1}) - \tau_I^{-1} J_{I I} r_I^{\alpha_I - 1} - \tau_x^{-1} - U_d r_E < 0$$  \hspace{1cm} (S0.8)

and

$$\det(N^E_{STD}) = \tau_E^{-1} (x_J E E \alpha_E r_E^{\alpha_E - 1})(-\tau_x^{-1} - U_d r_E) - \tau_E^{-1} J_{E E} \alpha_E r_E^{2 \alpha_E - 1} (-U_d x) > 0$$  \hspace{1cm} (S0.9)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

$$x > \min \left( \frac{1}{J_{E E} \alpha_E r_E^{\alpha_E - 1}}, \frac{\tau_x + \tau_E \tau_x U_d r_E}{J_{E E} \alpha_E r_E^{\alpha_E - 1}} \right)$$  \hspace{1cm} (S0.10)
We further define the IS index for the system with E-to-E STD, which is the real part of the leading eigenvalue of $N_{EE}^{STD}$, as follows:

$$
\text{IS index} = \text{Re} \left[ \frac{\tau_E^{-1} (x J_{EE} \alpha_E r_E^{\alpha_E} - 1) - \tau_x^{-1} - U_d r_E}{2} 
+ \sqrt{\frac{1}{4} \left[ \tau_E^{-1} (x J_{EE} \alpha_E r_E^{\alpha_E} - 1) + \tau_x^{-1} + U_d r_E \right]^2 - \tau_E^{-1} J_{EE} \alpha_E r_E^{\alpha_E} U_d x} \right] 
$$

(S0.11)
IS boundary for networks with E-to-E STD

We next investigated how the boundary between non-IS and IS, which we called 'IS boundary', changes as a function of $r_E$. Mathematically, the IS boundary is determined by the corresponding recurrent excitatory-to-excitatory connection strength denoted by $J_{EE}^{r}$ for different $r_E$ at which the IS index is 0. Therefore, we have

$$\text{tr}(N_{EE}^{STD}) = \tau_E^{-1}(x_J^{EE} \alpha r_E \frac{\alpha_E-1}{\alpha_E} - 1) - \tau_x^{-1} - U_d r_E = 0$$ (S0.12)

$$J_{EE}^{r} = \frac{\tau_E \tau_x^{-1} + 1 + 2 \tau_E U_d r_E + \tau_E \tau_x U_d^2 r_E^2 + U_d \tau_x r_E}{\alpha \alpha_E r_E \frac{\alpha_E-1}{\alpha_E}}$$ (S0.13)

$$\det(N_{EE}^{STD}) = -\tau_E^{-1} \left( \frac{J_{EE}^{det} \alpha \alpha_E r_E}{\alpha_E} \right) - \frac{1 + \tau_x U_d r_E}{\tau_x} = \frac{J_{EE}^{det} \alpha \alpha_E r_E^{\frac{\alpha_E-1}{\alpha_E}} U_d}{1 + U_d r_E \tau_x} = 0$$ (S0.14)

$$J_{EE}^{IS} = \min(J_{EE}^{r}, J_{EE}^{det})$$ (S0.16)

For $\alpha_E = 1$, we have

$$\frac{dJ_{EE}^{r}}{dr_E} = 2 \tau_E U_d + 2 \tau_E \tau_x U_d^2 r_E + U_d \tau_x$$ (S0.17)

$$\frac{dJ_{EE}^{det}}{dr_E} = 2 \tau_x U_d + 2 \tau_x^2 U_d^2 r_E$$ (S0.18)

As a result, for linear networks with E-to-E STD, $J_{EE}^{r}$ and $J_{EE}^{det}$ (Fig. S2), and thus can be written as follows:

$$J_{EE}^{IS} = \min(J_{EE}^{r}, J_{EE}^{det})$$ (S0.16)

For $\alpha_E > 1$, we have

$$\frac{dJ_{EE}^{r}}{dr_E} = -\left( \tau_E \tau_x^{-1} + 1 + 2 \tau_E U_d r_E + \tau_E \tau_x U_d^2 r_E^2 + U_d \tau_x r_E \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + (2 \tau_E U_d + 2 \tau_E r_x U_d^2 r_E + U_d \tau_x) \alpha \alpha_E r_E \frac{\alpha_E-1}{\alpha_E} \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E}$$ (S0.19)

Further,

$$-\left( \tau_E \tau_x^{-1} + 1 + 2 \tau_E U_d r_E + \tau_E \tau_x U_d^2 r_E^2 + U_d \tau_x r_E \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + (2 \tau_E U_d + 2 \tau_E \tau_x U_d^2 r_E + U_d \tau_x) \alpha \alpha_E r_E \frac{\alpha_E-1}{\alpha_E} \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E}$$ (S0.19)

Similarly, we have

$$\frac{dJ_{EE}^{det}}{dr_E} = -\left( 1 + \tau_x U_d r_E \right)^2 \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + \left( 1 + \tau_x U_d r_E \right) 2 \tau_x U_d \alpha \alpha_E r_E \frac{\alpha_E-1}{\alpha_E} \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E}$$ (S0.20)

Further,

$$-\left( 1 + \tau_x U_d r_E \right)^2 \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + \left( 1 + \tau_x U_d r_E \right) 2 \tau_x U_d \alpha \alpha_E r_E \frac{\alpha_E-1}{\alpha_E} \right) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E}$$ (S0.20)

Clearly, the terms $-(\tau_E \tau_x^{-1} + 1 + 2 \tau_E U_d r_E + \tau_E \tau_x U_d^2 r_E^2 + U_d \tau_x r_E) \left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + (2 \tau_E U_d + 2 \tau_E \tau_x U_d^2 r_E + U_d \tau_x) \alpha \alpha_E r_E$ and $-\left( \frac{\alpha_E - 1}{\alpha_E} \right) \frac{-1}{\alpha_E} + \tau_x U_d + \tau_x U_d \alpha \alpha_E$ switch from negative to positive as $r_E$ grows. Therefore, for supralinear networks with E-to-E STD, the IS boundary first shifts downwards and then shifts upwards as $r_E$ increases.
Conditions for paradoxical response in networks with E-to-E STD

Next, we derived the condition of having the paradoxical effect in networks with E-to-E STD. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point \[17\]. We set the depression variable to the value at its fixed point in terms of \(r_E\). Then we can write the excitatory nullcline as follows

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ \frac{1}{1 + \tau_s U_d r_E} J_{EE} r_E - J_{EI} r_I + g_E \right]_{+}^{\alpha_E} = 0 \quad (S0.23)
\]

For \(r_{E,I} > 0\), we have

\[
r_I = \frac{1}{1 + \tau_s U_d r_E} J_{EE} r_E - \frac{1}{\alpha_E} r_E^{-1} + g_E \quad (S0.24)
\]

The slope of the excitatory nullcline in the \(r_E/r_I\) plane where \(x\) axis is \(r_E\) and \(y\) axis is \(r_I\) can be written as follows

\[
k_{STD}^E = \frac{1}{J_{EI}} \left[ -\frac{J_{EE}}{(1 + \tau_s U_d r_E)^2 \tau_s U_d r_E + \frac{J_{EE}}{1 + \tau_s U_d r_E} - \frac{1}{\alpha_E} r_E^{-1} \right] \quad (S0.25)
\]

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, the short-term depression variable \(x\) at the fixed point has to satisfy the following condition

\[
x > \left[ \frac{1}{J_{EE} \alpha_E} \right]^{\alpha_E} \quad (S0.26)
\]

The inhibitory nullcline can be written as follows

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]_{+}^{\alpha_I} = 0 \quad (S0.27)
\]

In the region of rates \(r_{E,I} > 0\), we have

\[
r_I = \frac{J_{IE} r_E - \frac{1}{\alpha_I} r_I^{-1} + g_I}{J_{II}} \quad (S0.28)
\]

The slope of the inhibitory nullcline can be written as follows

\[
k_{STD}^I = \frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{-\alpha_I}} \quad (S0.29)
\]

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

\[
J_{EE} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} J_{EI} \alpha_I r_I^{\frac{\alpha_I - 1}{\alpha_I}} (\tau_x^{-1} + U_d r_E) > (1 + J_{II} \alpha_I r_I^{\frac{\alpha_I - 1}{\alpha_I}}) \left[ -\frac{J_{EE} U_d r_E}{1 + \tau_s U_d r_E} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} + \frac{J_{EE}}{1 + \tau_s U_d r_E} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} (\tau_x^{-1} + U_d r_E) - (\tau_x^{-1} + U_d r_E) \right] \quad (S0.30)
\]

Note that to ensure that the system with E-to-E STD is stable, \(\det(M_{EE}^{STD})\) has to be negative. Therefore, we have

\[
\det(N_{STD}^{EE}) = \tau_E^{-1} (x J_{EE} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} - 1) \tau_I^{-1} (1 + J_{II} \alpha_I r_I^{\frac{\alpha_I - 1}{\alpha_I}})(\tau_x^{-1} + U_d r_E) - \tau_E^{-1} J_{EE} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} J_{EE} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} (\tau_x^{-1} + U_d r_E) + \tau_E^{-1} J_{EE} \alpha_E r_E^{\frac{\alpha_E - 1}{\alpha_E}} \tau_I^{-1} (1 + J_{II} \alpha_I r_I^{\frac{\alpha_I - 1}{\alpha_I}}) U_d x < 0 \quad (S0.31)
\]

The condition shown in Eq. \(S0.30\) is the same as the stability condition of the determinant of the Jacobian of the system with E-to-E STD, namely, as \(\det(M_{EE}^{STD}) < 0\). Thus, the condition is always satisfied when the system with E-to-E STD is stable.
Based on the condition of being IS shown in Eq. S0.10 and the condition of having paradoxical effect shown in Eq. S0.26, we therefore can conclude that in networks with E-to-E STD, the paradoxical effect implies inhibitory stabilization, whereas inhibitory stabilization does not necessarily imply paradoxical responses.
Paradoxical boundary for networks with E-to-E STD

We next investigated how the boundary between non-paradoxical and paradoxical effects, which we called ‘paradoxical boundary’, changes as a function of $r_E$. Mathematically, the paradoxical boundary is determined by the corresponding recurrent excitatory-to-excitatory connection strength denoted by $J_{EE}^{PD}$ for different $r_E$ at which the slope of the excitatory nullcline is 0. Therefore, we have

$$k_{STD}^E = \frac{1}{J_{EE}} \left( -\frac{J_{EE}^{PD}}{(1 + \tau_x U_d r_E)^2} \tau_x U_d r_E + \frac{J_{EE}^{PD}}{1 + \tau_x U_d r_E} - \frac{1}{\alpha_E} r_E^{-1} \right) = 0 \quad \text{(S0.32)}$$

$$J_{EE}^{PD} = \frac{1}{\alpha_E} r_E^{-1} (1 + \tau_x U_d r_E)^2 \quad \text{(S0.33)}$$

For $\alpha_E = 1$, we have

$$\frac{dJ_{EE}^{PD}}{dr_E} = 2\tau_x U_d + 2\tau_x^2 U_d^2 r_E \quad \text{(S0.34)}$$

Obviously, the derivative is always positive. Therefore, for linear networks with E-to-E STD, $J_{EE}^{PD}$ is increasing with $r_E$.

For $\alpha_E > 1$, we have

$$\frac{dJ_{EE}^{PD}}{dr_E} = \frac{1}{\alpha_E} \left( \frac{1 - \alpha_E r_E^{-1}}{\alpha_E} + 2\tau_x U_d \frac{1}{\alpha_E} r_E^{-1} + \tau_x^2 U_d^2 \frac{1 + \alpha_E r_E^{-1}}{\alpha_E} \right) \quad \text{(S0.35)}$$

Clearly, the derivative switches from negative to positive as $r_E$ grows. Therefore, for supralinear networks with E-to-E STD, the paradoxical effect boundary first shifts downwards and then shifts upwards as $r_E$ increases.
Conditions for IS in networks with E-to-E STF

The dynamics of networks with E-to-E STF are given by

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ u J_{EE} r_E - J_{EI} r_I + g_E \right]^{\alpha_E}_{+} \tag{S0.36}
\]

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I}_{+} \tag{S0.37}
\]

\[
\frac{du}{dt} = \frac{1 - u}{\tau_u} + U_f (U_{\text{max}} - u) r_E \tag{S0.38}
\]

where \( u \) is the facilitation variable constrained to the interval \([1, U_{\text{max}}]\), \( U_{\text{max}} \) is the maximal facilitation value, \( \tau_u \) is the time constant of STF, and \( U_f \) is the facilitation rate.

The Jacobian \( M_{\text{STF}}^{EE} \) of the system with E-to-E STF is given by

\[
M_{\text{STF}}^{EE} = \begin{bmatrix}
\tau_E^{-1}(u J_{EE} E r_E^{\alpha_E} - 1) & -\tau_E^{-1} J_{EI} \alpha_I r_I^{\alpha_I} E r_E^{\alpha_E} & \tau_E^{-1} J_{EE} E r_E^{2\alpha_E - 1} \\
\tau_I^{-1} J_{IE} E r_I^{\alpha_I} & -\tau_I^{-1} (1 + J_{II} \alpha_I r_I^{\alpha_I}) & 0 \\
U_f(U_{\text{max}} - u) & 0 & -\tau_u^{-1} - U_f r_E
\end{bmatrix} \tag{S0.39}
\]

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
N_{\text{STF}}^{EE} = \begin{bmatrix}
\tau_E^{-1}(u J_{EE} E r_E^{\alpha_E} - 1) & -\tau_E^{-1} J_{EE} E r_E^{2\alpha_E - 1} \\
U_f(U_{\text{max}} - u) & 0 \\
0 & 0 & -\tau_u^{-1} - U_f r_E
\end{bmatrix} \tag{S0.40}
\]

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(N_{\text{STF}}^{EE}) = \tau_E^{-1}(u J_{EE} E r_E^{\alpha_E} - 1) - \tau_u^{-1} - U_f r_E < 0 \tag{S0.41}
\]

and

\[
\text{det}(N_{\text{STF}}^{EE}) = \tau_E^{-1}(u J_{EE} E r_E^{\alpha_E} - 1)(-\tau_u^{-1} - U_f r_E) - \tau_E^{-1} J_{EE} E r_E^{2\alpha_E - 1} U_f(U_{\text{max}} - u) > 0 \tag{S0.42}
\]

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
(1 + 2U_f U_{\text{max}} r\tau_u + U_f r\tau_u U_f U_{\text{max}} r\tau_u) J_{EE} E r_E^{\alpha_E - 1} \left(1 + \tau_u U_f r_E\right)^2 - 1 > 0 \tag{S0.43}
\]

We further define the IS index for the system with E-to-E STF as follows:

\[
\text{IS index} = \text{Re} \left[ \frac{\tau_E^{-1}(u J_{EE} E r_E^{\alpha_E} - 1) - \tau_u^{-1} - U_f r_E}{2} \right] + \sqrt{\frac{1}{4} \left[ \tau_E^{-1} (u J_{EE} E r_E^{\alpha_E} - 1) + \tau_u^{-1} + U_f r_E \right]^{2} + \tau_E^{-1} J_{EE} E r_E^{2\alpha_E - 1} U_f(U_{\text{max}} - u)} \tag{S0.44}
\]
IS boundary for networks with E-to-E STF

We next investigated how the boundary between non-IS and IS, which we called 'IS boundary', changes as a function of $r_E$. Mathematically, the IS boundary is determined by the corresponding recurrent excitatory-to-excitatory connection strength denoted by $J_{EE}^{IS}$ for different $r_E$ at which the IS index is 0. Therefore, we have

$$\text{tr}(N_{EE}^{STF}) = \tau_E^{-1} (u_Jr_E \alpha_{EE}^{r_E} - 1) - \tau_u^{-1} - U_{frE} = 0$$

(S0.45)

$$J_{EE}^{IS} = \frac{(\tau_E \tau_u^{-1} + \tau_E U_{frE} + 1)(1 + U_{frE} \tau_u)}{(1 + U_f U_{max} \tau_E \alpha_{EE}^{r_E})}$$

(S0.46)

det$(N_{EE}^{STF}) = \tau_E^{-1} (-\tau_u^{-1} + U_f U_{max} \tau_E \alpha_{EE}^{r_E} + \tau_u^{-1} + U_f r_E - J_{EE}^{det} \alpha_{EE}^{r_E} U_f U_{max}) = 0$

(S0.47)

$$J_{EE}^{det} = \frac{1 + \tau_u U_f r_E}{1 + U_f U_{max} \tau_E \alpha_{EE}^{r_E} + \tau_u \alpha_{EE}^{r_E} U_f U_{max}}$$

(S0.48)

Clearly, $J_{EE}^{IS}$ is greater than $J_{EE}^{det}$ for any $r_E$. Therefore, we have

$$J_{EE}^{IS} = \min(J_{EE}^{r_E}, J_{EE}^{det}) = J_{EE}^{det}$$

(S0.49)

For $\alpha_E = 1$, we have

$$\frac{dJ_{EE}^{IS}}{dr_E} = \frac{dJ_{EE}^{r_E}}{dr_E} = \frac{2U_f \tau_u (1 - U_{max})}{(1 + U_f \tau_E \alpha_{EE}^{r_E})^2 + \tau_u \alpha_{EE}^{r_E} U_f U_{max}^2}$$

(S0.50)

Therefore, for linear networks with E-to-E STF, $J_{EE}^{IS}$ is decreasing with $r_E$. Furthermore, the decrease of $J_{EE}^{IS}$ slows down for larger $r_E$.

For $\alpha_E > 1$, we have

$$\frac{dJ_{EE}^{IS}}{dr_E} = \frac{dJ_{EE}^{r_E}}{dr_E} = -\frac{1 + \tau_u U_f r_E}{(1 + U_f \tau_E \alpha_{EE}^{r_E})^2 + \tau_u \alpha_{EE}^{r_E} U_f U_{max}^2} \left( -\frac{\alpha_{EE}^{r_E} U_f \tau_u + U_f U_{max} \tau_u \alpha_{EE}^{r_E} U_f U_{max}}{(1 + U_f \tau_E \alpha_{EE}^{r_E})^2} \right)$$

(S0.51)

Further,

$$-(1 + \tau_u U_f r_E)(-\frac{\alpha_{EE}^{r_E} U_f \tau_u + U_f U_{max} \tau_u \alpha_{EE}^{r_E} U_f U_{max}}{(1 + U_f \tau_E \alpha_{EE}^{r_E})^2})$$

(S0.52)

Therefore, for supralinear networks with E-to-E STF, $J_{EE}^{IS}$ is decreasing with $r_E$. 
Conditions for paradoxical response in networks with E-to-E STF

Next, we derived the condition of having the paradoxical effect in networks with E-to-E STF. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point \[17\]. We set the facilitation variable to the value at its fixed point in terms of \( r_E \). Then we can write the excitatory nullcline as follows

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ \frac{1 + U_f U_{max} r_E \tau_u}{1 + U_f r_E \tau_u} J_{EE} r_E - J_{EI} r_I + g_E \right]^{\alpha_E}_+ = 0 \quad (S0.53)
\]

For \( r_{E,I} > 0 \), we have

\[
r_I = \frac{1 + U_f U_{max} r_E \tau_u}{1 + U_f r_E \tau_u} J_{EE} r_E - \frac{r_I^\alpha_E}{J_{EI}} + g_E \quad (S0.54)
\]

The slope of the excitatory nullcline in the \( r_E/r_I \) plane where \( x \) axis is \( r_E \) and \( y \) axis is \( r_I \) can be written as follows

\[
k_{STF}^E = \frac{1}{J_{EI}} \left( \frac{1 + U_f U_{max} r_E \tau_u}{1 + U_f r_E \tau_u} J_{EE} + \frac{U_f U_{max} \tau_u (1 + U_f r_E \tau_u) - (1 + U_f U_{max} r_E \tau_u) U_f \tau_u}{(1 + U_f r_E \tau_u)^2} J_{EE} r_E - \frac{1}{\alpha_E} r_E^{\alpha_E - 1} \right) \quad (S0.55)
\]

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

\[
1 + 2 U_f U_{max} r_E \tau_u + U_f U_{max} r_E \tau_u U_f r_E \tau_u \frac{\alpha_E - 1}{(1 + U_f r_E \tau_u)^2} J_{EE} r_E \tau_u - 1 > 0 \quad (S0.56)
\]

The above condition can be simplified as follows:

\[
1 + 2 U_f U_{max} r_E \tau_u + U_f U_{max} r_E \tau_u U_f r_E \tau_u \frac{\alpha_E - 1}{(1 + U_f r_E \tau_u)^2} J_{EE} r_E \tau_u - 1 > 0 \quad (S0.57)
\]

The inhibitory nullcline can be written as follows

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I}_+ = 0 \quad (S0.58)
\]

In the region of rates \( r_{E,I} > 0 \), we have

\[
r_I = \frac{J_{IE} r_E - \frac{r_I^\alpha_I}{J_{II}} + g_I}{J_{II}} \quad (S0.59)
\]

The slope of the inhibitory nullcline can be written as follows

\[
k_{STF}^I = \frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I}} \quad (S0.60)
\]

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

\[
\frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I}} > \frac{1}{J_{EI}} \left[ \frac{1 + U_f U_{max} r_E \tau_u}{1 + U_f r_E \tau_u} J_{EE} + \frac{U_f U_{max} \tau_u (1 + U_f r_E \tau_u) - (1 + U_f U_{max} r_E \tau_u) U_f \tau_u}{(1 + U_f r_E \tau_u)^2} J_{EE} r_E - \frac{1}{\alpha_E} r_E^{\alpha_E - 1} \right] \quad (S0.61)
\]
Note that to ensure that the system with E-to-E STF is stable, \( \det(\mathbf{M}_{E}^{EE}) \) has to be negative. Therefore, we have

\[
\det(\mathbf{N}_{EE}^{STF}) = \tau^{-1}_E (u J_{EE} \alpha_{EE} r_{EE}^{\alpha_E} - 1) (-\tau^{-1}_u - U_f r_E) - \tau^{-1}_E J_{EE} \alpha_{EE} r_{EE}^{\alpha_E} U_f (U_{max} - u) < 0 \tag{S0.62}
\]

The condition shown in Eq. S0.61 is the same as the stability condition of the determinant of the Jacobian of the system with E-to-E STF, namely, as \( \det(\mathbf{M}_{E}^{EE}) < 0 \). Thus, the condition is always satisfied when the system with E-to-E STF is stable.

The condition of being IS shown in Eq. S0.43 is identical to the condition of having paradoxical effect shown in Eq. S0.57, we therefore can conclude that in networks with E-to-E STF, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with E-to-I STD

The dynamics of networks with E-to-I STD are given by

\[
\begin{align*}
\tau_E \frac{dr_E}{dt} &= -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_E \right]^{\alpha_E} \\
\tau_I \frac{dr_I}{dt} &= -r_I + \left[ x J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I} \\
\frac{dx}{dt} &= 1 - x \tau_x - U_d x r_E
\end{align*}
\]  

(S0.63)  

(S0.64)  

(S0.65)

where \(x\) is the depression variable, which is limited to the interval \((0, 1]\), \(\tau_x\) is the depression time constant, and \(U_d\) is the depression rate.

The Jacobian \(\mathbf{M}_{\text{STD}}^{IE}\) of the system with E-to-I STD is given by

\[
\mathbf{M}_{\text{STD}}^{IE} = \begin{bmatrix}
\tau_E^{-1} (J_{EE}^{\alpha_E} - 1) & -\tau_E^{-1} J_{EI}^{\alpha_E} & 0 \\
\tau_I^{-1} x J_{IE}^{\alpha_I} & -\tau_I^{-1} (1 + J_{II}^{\alpha_I}) & \tau_I^{-1} J_{IE}^{\alpha_I} \\
-U_d x & 0 & -\tau_x^{-1} - U_d r_E
\end{bmatrix}
\]  

(S0.66)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
\mathbf{N}_{\text{STD}}^{IE} = \begin{bmatrix}
\tau_E^{-1} (J_{EE}^{\alpha_E} - 1) & 0 \\
-U_d x & -\tau_x^{-1} - U_d r_E
\end{bmatrix}
\]  

(S0.67)

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(\mathbf{N}_{\text{STD}}^{IE}) = \tau_E^{-1} (J_{EE}^{\alpha_E} - 1) - \tau_x^{-1} - U_d r_E < 0
\]  

(S0.68)

and

\[
\det(\mathbf{N}_{\text{STD}}^{IE}) = \tau_E^{-1} (J_{EE}^{\alpha_E} - 1)(-\tau_x^{-1} - U_d r_E) > 0
\]  

(S0.69)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau_E^{-1} (J_{EE}^{\alpha_E} - 1) > 0
\]  

(S0.70)

We further define the IS index for the system with E-to-I STD as follows:

\[
\text{IS index} = \tau_E^{-1} (J_{EE}^{\alpha_E} - 1)
\]  

(S0.71)
Conditions for paradoxical response in networks with E-to-I STD

Next, we derived the condition of having the paradoxical effect in networks with E-to-I STD. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point [17]. We set the depression variable to the value at its fixed point in terms of \( r_E \).

Then we can write the excitatory nullcline as follows

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_E \right]_+^{\alpha_E} = 0 \tag{S0.72}
\]

For \( r_{E,I} > 0 \), we have

\[
r_I = \frac{J_{EE} r_E - \frac{1}{r_E^E} \tau_E + g_E}{J_{EI}} \tag{S0.73}
\]

The slope of the excitatory nullcline in the \( r_E/r_I \) plane where \( x \) axis is \( r_E \) and \( y \) axis is \( r_I \) can be written as follows

\[
k_{STD}^E = 1 \frac{(J_{EE} - \frac{1}{\alpha_E} r_E^{E-1})}{J_{EI}} \tag{S0.74}
\]

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

\[
J_{EE}^{\alpha_E \tau_E^{E-1}} - 1 > 0 \tag{S0.75}
\]

The inhibitory nullcline can be written as follows

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ \frac{1}{1 + U_{dE} r_I} J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I}_+ = 0 \tag{S0.76}
\]

In the region of rates \( r_{E,I} > 0 \), we have

\[
r_I = \frac{1}{1 + U_{dE} r_I} J_{IE} r_E - \frac{1}{r_I^{I-1}} + g_I \tag{S0.77}
\]

The slope of the inhibitory nullcline can be written as follows

\[
k_{STD}^I = \frac{1}{(1 + U_{dE} r_I)^{\alpha_I}} \frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{1-\alpha_I}} \tag{S0.78}
\]

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

\[
\frac{1}{(1 + U_{dE} r_I)^{\alpha_I}} \frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{1-\alpha_I}} > \frac{1}{J_{EE} - \frac{1}{\alpha_E^E} r_E^{E-1}} \tag{S0.79}
\]

Note that to ensure that the system with E-to-I STD is stable, \( \det(M_{STD}^{IE}) \) has to be negative. Therefore, we have

\[
\det(M_{STD}^{IE}) = \tau_E^{E-1} (J_{EE} \alpha_E r_E^{E-1} - 1) \tau_I^{I-1} (1 + J_{II} r_I^{1-\alpha_I}) (\tau_I^{-1} + U_{dE}) + \tau_E^{E-1} \alpha_E r_E^{E-1} \left[ (\tau_I^{-1} x J_{IE} \alpha_I r_I^{1-\alpha_I}) (\tau_I^{-1} - U_{dE}) + \tau_I^{-1} J_{IE} r_E \alpha_I r_I^{1-\alpha_I} U_{dE} \right] < 0 \tag{S0.80}
\]

The condition shown in Eq. \[0.79\] is fulfilled if \( \det(M_{STD}^{IE}) < 0 \). Thus, the condition is always satisfied when the system with E-to-I STD is stable.

The condition of being IS shown in Eq. \[0.70\] is identical to the condition of having paradoxical effect shown in Eq. \[0.75\] we therefore can conclude that in networks with E-to-I STD, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with E-to-I STF

The dynamics of networks with E-to-I STF are given by

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE}r_E - J_{EI}r_I + g_E \right]^{\alpha_E}_{+} \quad (S0.81)
\]

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ uJ_{IE}r_E - J_{II}r_I + g_I \right]^{\alpha_I}_{+} \quad (S0.82)
\]

\[
\frac{du}{dt} = \frac{1 - u}{\tau_u} + U_f(U_{\text{max}} - u)r_E \quad (S0.83)
\]

where \( u \) is the facilitation variable constrained to the interval \([1, U_{\text{max}}]\), \( U_{\text{max}} \) is the maximal facilitation value, \( \tau_u \) is the time constant of STF, and \( U_f \) is the facilitation rate.

The Jacobian \( M_{\text{STF}}^{IE} \) of the system with E-to-I STF is given by

\[
M_{\text{STF}}^{IE} = \begin{bmatrix}
\tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1}) - 1 & -\tau^{-1}_E J_{EI}r_E^{\alpha_E - 1} & 0 \\
\tau^{-1}_I uJ_{IE}r_I^{\alpha_I - 1} & -\tau^{-1}_I (1 + J_{II}r_I^{\alpha_I - 1}) & \tau^{-1}_I J_{IE}r_I^{\alpha_I - 1} \\
U_f(U_{\text{max}} - u) & 0 & -\tau^{-1}_u - U_f r_E
\end{bmatrix} \quad (S0.84)
\]

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
N_{\text{STF}}^{IE} = \begin{bmatrix}
\tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1}) - 1 & 0 \\
U_f(U_{\text{max}} - u) & -\tau^{-1}_u - U_f r_E
\end{bmatrix} \quad (S0.85)
\]

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(N_{\text{STF}}^{IE}) = \tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1}) - 1 - \tau^{-1}_u - U_f r_E < 0 \quad (S0.86)
\]

and

\[
\det(N_{\text{STF}}^{IE}) = \tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1})(-\tau^{-1}_u - U_f r_E) > 0 \quad (S0.87)
\]

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1}) - 1 > 0 \quad (S0.88)
\]

We further define the IS index for the system with E-to-I STF as follows:

\[
\text{IS index} = \tau^{-1}_E (J_{EE}r_E^{\alpha_E - 1}) - 1 \quad (S0.89)
\]
Conditions for paradoxical response in networks with E-to-I STF

Next, we derived the condition of having the paradoxical effect in networks with E-to-I STF. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point. We set the facilitation variable to the value at its fixed point in terms of $r_E$. Then we can write the excitatory nullcline as follows

$$\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_E \right]_+^{\alpha_E} = 0 \quad \text{(S0.90)}$$

For $r_{E,I} > 0$, we have

$$r_I = \frac{J_{EE} r_E - r_E^{\alpha_E} + g_E}{J_{EI}} \quad \text{(S0.91)}$$

The slope of the excitatory nullcline in the $r_E/r_I$ plane where $x$ axis is $r_E$ and $y$ axis is $r_I$ can be written as follows

$$k_{STF}^E = \frac{1}{J_{EI}} (J_{EE} - \frac{1}{\alpha_E} r_E^{\alpha_E-1}) \quad \text{(S0.92)}$$

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

$$J_{EE}^{\alpha_E-1} - 1 > 0 \quad \text{(S0.93)}$$

The inhibitory nullcline can be written as follows

$$\tau_I \frac{dr_I}{dt} = -r_I + \left[ \frac{1 + U_I U_{max} r_E r_I}{1 + U_I r_E r_I} J_{IE} r_E - J_{II} r_I + g_I \right]^{\alpha_I} = 0 \quad \text{(S0.94)}$$

In the region of rates $r_{E,I} > 0$, we have

$$r_I = \frac{1 + U_I U_{max} r_E r_I}{1 + U_I r_E r_I} J_{IE} r_E - r_I^{\alpha_I} + g_I \quad \text{(S0.95)}$$

The slope of the inhibitory nullcline can be written as follows

$$k_{STF}^I = \frac{J_{IE} + \frac{U_I U_{max} r_E - U_I r_E}{(1 + U_I r_E r_I)^2} J_{IE} r_E}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I-1}} \quad \text{(S0.96)}$$

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

$$\frac{J_{IE} + \frac{U_I U_{max} r_E - U_I r_E}{(1 + U_I r_E r_I)^2} J_{IE} r_E}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I-1}} > \frac{1}{J_{EI}} (J_{EE} - \frac{1}{\alpha_E} r_E^{\alpha_E-1}) \quad \text{(S0.97)}$$

Note that to ensure that the system with E-to-I STF is stable, $\det(M_{STF}^E)$ has to be negative. Therefore, we have

$$\det(M_{STF}^E) = \tau_E^{r_E^{\alpha_E-1}} (J_{EE} r_E^{\alpha_E-1} - 1) r_I^{\alpha_I-1} (1 + J_{II} r_I) \quad \text{(S0.98)}$$

The condition shown in Eq. S0.97 is the same as the stability condition of the determinant of the Jacobian of the system with E-to-I STF, namely, as $\det(M_{STF}^E) < 0$. Thus, the condition is always satisfied when the system with E-to-I STF is stable.

The condition of being IS shown in Eq. S0.98 is identical to the condition of having paradoxical effect shown in Eq. S0.93; we therefore can conclude that in networks with E-to-I STF, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with I-to-E STD

The dynamics of networks with I-to-E STD are given by

\[
\begin{align*}
\tau_E \frac{dr_E}{dt} &= -r_E + \left[J_{EE} r_E - x J_{EI} r_I + g_E\right]^{\alpha_E}_+ \\
\tau_I \frac{dr_I}{dt} &= -r_I + \left[J_{IE} r_E - J_{II} r_I + g_I\right]^{\alpha_I}_+ \\
\frac{dx}{dt} &= 1 - x \tau_x - U_d x r_I
\end{align*}
\]  
(S0.99)  
(S0.100)  
(S0.101)

where \(x\) is the depression variable, which is limited to the interval \((0, 1]\), \(\tau_x\) is the depression time constant, and \(U_d\) is the depression rate.

The Jacobian \(M_{EI}^{STD}\) of the system with I-to-E STD is given by

\[
M_{EI}^{STD} = \begin{bmatrix}
\tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1) & -\tau_E^{-1} x J_{EI} \alpha_E r_E^{\alpha_E - 1} & -\tau_E^{-1} J_{EI} r_I \alpha_E r_E^{\alpha_E - 1} \\
\tau_I^{-1} J_{IE} \alpha_I r_I^{\alpha_I - 1} & -\tau_I^{-1} (1 + J_{II} r_I^{\alpha_I - 1}) & 0 \\
0 & -U_d x & -\tau_x^{-1} - U_d r_I
\end{bmatrix}
\]  
(S0.102)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
N_{EI}^{STD} = \begin{bmatrix}
\tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1) & -\tau_E^{-1} J_{EI} r_I \alpha_E r_E^{\alpha_E - 1} \\
0 & -\tau_x^{-1} - U_d r_I
\end{bmatrix}
\]  
(S0.103)

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(N_{EI}^{STD}) = \tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1) - \tau_x^{-1} - U_d r_I < 0
\]  
(S0.104)

and

\[
\text{det}(N_{EI}^{STD}) = \tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1)(-\tau_x^{-1} - U_d r_I) > 0
\]  
(S0.105)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1) > 0
\]  
(S0.106)

We further define the IS index for the system with I-to-E STD as follows:

\[
\text{IS index} = \tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E - 1} - 1)
\]  
(S0.107)
Conditions for paradoxical response in networks with I-to-E STD

Next, we derived the condition of having the paradoxical effect in networks with I-to-E STD. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point \([17]\). We set the depression variable to the value at its fixed point in terms of \(r_I\).

Then we can write the excitatory nullcline as follows

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - \frac{1}{1+U_d r_I \tau_x} J_{EI} r_I + g_E \right]_{+}^{\alpha_E} = 0
\]  

(S0.108)

For \(r_{E,I} > 0\), we have

\[
r_I = \frac{J_{EE} r_E - \frac{1}{1+U_d r_I \tau_x} J_{EI} r_I + g_E}{1+U_d r_I \tau_x J_{EI}}
\]  

(S0.109)

The slope of the excitatory nullcline in the \(r_E/r_I\) plane where \(x\) axis is \(r_E\) and \(y\) axis is \(r_I\) can be written as follows

\[
k_{STF}^E = \frac{J_{EE} - \frac{1}{1+U_d r_I \tau_x} J_{EI} r_I + g_E}{1+U_d r_I \tau_x J_{EI}}
\]  

(S0.110)

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

\[
J_{EE} \alpha_{r_E} - 1 > 0
\]  

(S0.111)

The inhibitory nullcline can be written as follows

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]_{+}^{\alpha_I} = 0
\]  

(S0.112)

In the region of rates \(r_{E,I} > 0\), we have

\[
r_I = \frac{J_{IE} r_E - \frac{1}{1+U_d r_I \tau_x} J_{II} r_I + g_I}{J_{II} + \frac{1}{1+U_d r_I \tau_x} J_{IE}}
\]  

(S0.113)

The slope of the inhibitory nullcline can be written as follows

\[
k_{STF}^I = \frac{J_{IE}}{J_{II} + \frac{1}{1+U_d r_I \tau_x} J_{IE}}
\]  

(S0.114)

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

\[
\frac{J_{IE}}{J_{II} + \frac{1}{1+U_d r_I \tau_x} J_{IE}} > \frac{J_{EE} - \frac{1}{1+U_d r_I \tau_x} J_{EI} r_I + g_E}{1+U_d r_I \tau_x J_{EI}}
\]  

(S0.115)

Note that to ensure that the system with I-to-E STD is stable, \(\det(M_{STD}^{EI})\) has to be negative. Therefore, we have

\[
\det(M_{STD}^{EI}) = (J_{EE} \alpha_{r_E} - 1)(1 + J_{II} \alpha_{r_I} - 1)(1 + \tau_x U_d r_I)
\]  

(S0.116)

\[
-\tau_x J_{IE} \alpha_{r_E} - J_{IE} \alpha_{r_I} (1 + \tau_x U_d r_I) J_{EE} \alpha_{r_E} - J_{IE} \alpha_{r_I} \alpha_{r_E} - J_{IE} \alpha_{r_I} \alpha_{r_E} - J_{IE} \alpha_{r_I} \tau_x U_d r_I < 0
\]
The condition shown in Eq. S0.115 is the same as the stability condition of the determinant of the Jacobian of the system with I-to-E STD, namely, as det(M_{EI}^{STD}) < 0. Thus, the condition is always satisfied when the system with I-to-E STD is stable.

The condition of being IS shown in Eq. S0.106 is identical to the condition of having paradoxical effect shown in Eq. S0.111, we therefore can conclude that in networks with I-to-E STD, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with I-to-E STF

The dynamics of networks with I-to-E STF are given by

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - u J_{EI} r_I + g_E \right]^\alpha_E
\] (S0.117)

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{II} r_I - J_{EI} r_E + g_I \right]^\alpha_I
\] (S0.118)

\[
\frac{du}{dt} = 1 - \frac{u}{\tau_u} + U_f (U_{max} - u) r_I
\] (S0.119)

where \( u \) is the facilitation variable constrained to the interval \([1, U_{max}]\), \( U_{max} \) is the maximal facilitation value, \( \tau_u \) is the time constant of STF, and \( U_f \) is the facilitation rate.

The Jacobian \( M_{STF}^{EI} \) of the system with I-to-E STF is given by

\[
M_{STF}^{EI} = 
\begin{bmatrix}
\tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1) & -\tau_E^{-1} u J_{EI} r_I^{\frac{\alpha_E-1}{\alpha_E}} & -\tau_E^{-1} J_{EI} r_I^{\frac{\alpha_E-1}{\alpha_E}} \\
\tau_I^{-1} J_{II} r_I^{\frac{\alpha_I-1}{\alpha_I}} & -\tau_I^{-1} (1 + J_{EI} r_I^{\frac{\alpha_I-1}{\alpha_I}}) & 0 \\
0 & U_f (U_{max} - u) & -\tau_u^{-1} - U_f r_I
\end{bmatrix}
\] (S0.120)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
N_{STF}^{EI} = 
\begin{bmatrix}
\tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1) & -\tau_E^{-1} J_{EI} r_I^{\frac{\alpha_E-1}{\alpha_E}} \\
0 & -\tau_u^{-1} - U_f r_I
\end{bmatrix}
\] (S0.121)

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(N_{STF}^{EI}) = \tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1) - \tau_u^{-1} - U_f r_I < 0
\] (S0.122)

and

\[
\text{det}(N_{STF}^{EI}) = \tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1) (-\tau_u^{-1} - U_f r_I) > 0
\] (S0.123)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1) > 0
\] (S0.124)

We further define the IS index for the system with I-to-E STF as follows:

\[
\text{IS index} = \tau_E^{-1} (J_{EE} r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1)
\] (S0.125)
Conditions for paradoxical response in networks with I-to-E STF

Next, we derived the condition of having the paradoxical effect in networks with I-to-E STF. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point [17]. We set the facilitation variable to the value at its fixed point in terms of $r_I$. Then we can write the excitatory nullcline as follows

$$\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - \frac{1 + U_J U_{\text{max}} u_J r_u}{1 + U_f r_I r_u} J_{EI} r_I + g_E \right]^\alpha_E = 0$$  \hspace{1cm} (S0.126)

For $r_{E,I} > 0$, we have

$$r_I = \frac{J_{EE} r_E - \frac{1}{\alpha_E} r_I^{\alpha_E - 1}}{1 + U_J U_{\text{max}} u_J r_u J_{EI}}$$  \hspace{1cm} (S0.127)

The slope of the excitatory nullcline in the $r_E/r_I$ plane where $x$ axis is $r_E$ and $y$ axis is $r_I$ can be written as follows

$$k_{STF}^E = \frac{J_{EE} - \frac{1}{\alpha_E} r_I^{\alpha_E - 1}}{1 + U_J U_{\text{max}} u_J r_u J_{EI} + \frac{U_J U_{\text{max}} u_J r_u - U_f r_u J_{EI} r_I}{(1 + U_f r_I r_u)^2} J_{EI} r_I}$$  \hspace{1cm} (S0.128)

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

$$J_{EE}^{\alpha_E - 1} r_I^{-1} - 1 > 0$$  \hspace{1cm} (S0.129)

The inhibitory nullcline can be written as follows

$$\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - J_{II} r_I + g_I \right]^\alpha_I = 0$$  \hspace{1cm} (S0.130)

In the region of rates $r_{E,I} > 0$, we have

$$r_I = \frac{J_{IE} r_E - \frac{1}{\alpha_I} r_I^{\alpha_I - 1}}{J_{II}}$$  \hspace{1cm} (S0.131)

The slope of the inhibitory nullcline can be written as follows

$$k_{STF}^I = \frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I - 1}}$$  \hspace{1cm} (S0.132)

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

$$\frac{J_{IE}}{J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I - 1}} > \frac{J_{EE} - \frac{1}{\alpha_E} r_I^{\alpha_E - 1}}{1 + U_J U_{\text{max}} u_J r_u J_{EI} + \frac{U_J U_{\text{max}} u_J r_u - U_f r_u J_{EI} r_I}{(1 + U_f r_I r_u)^2} J_{EI} r_I}$$  \hspace{1cm} (S0.133)

Note that to ensure that the system with I-to-E STF is stable, $\text{det}(M_{STF}^E)$ has to be negative. Therefore, we have

$$\text{det}(M_{STF}^E) = \tau_E^{-1} (J_{EE}^{\alpha_E - 1} - 1) \tau_I^{-1} (1 + J_{II}^{\alpha_I - 1} r_I^{\alpha_I - 1}) (\tau_u^{-1} + U_f r_I) + \tau_E^{-1} u_J E_{\alpha_E} r_E^{\alpha_E - 1} \tau_I^{-1} J_{IE}^{\alpha_I - 1} (\tau_u^{-1} - U_f r_I) - \tau_E^{-1} J_{EI} r_I \alpha_E r_E^{\alpha_E - 1} \tau_I^{-1} J_{IE}^{\alpha_I - 1} r_I (U_{\text{max}} - u) < 0$$  \hspace{1cm} (S0.134)
The condition shown in Eq. S0.133 is the same as the stability condition of the determinant of the Jacobian of the system with I-to-E STF, namely, as \( \text{det}(\mathbf{M}^{\text{EI}}_{\text{STF}}) < 0 \). Thus, the condition is always satisfied when the system with I-to-E STF is stable.

The condition of being IS shown in Eq. S0.124 is identical to the condition of having paradoxical effect shown in Eq. S0.129, we therefore can conclude that in networks with I-to-E STF, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with I-to-I STD

The dynamics of networks with I-to-I STD are given by

\[\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE}r_E - J_{EI}r_I + g_E \right]^{\alpha_E \circ} \]  \quad (S0.135)

\[\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE}r_E - xJ_{II}r_I + g_I \right]^{\alpha_I \circ} \]  \quad (S0.136)

\[\frac{dx}{dt} = \frac{1 - x}{\tau_x} - U_d x r_I \]  \quad (S0.137)

where \(x\) is the depression variable, which is limited to the interval \((0, 1]\), \(\tau_x\) is the depression time constant, and \(U_d\) is the depression rate.

The Jacobian \(M_{STD}^{II}\) of the system with I-to-I STD is given by

\[
M_{STD}^{II} = \begin{bmatrix}
\tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1) & -\tau_E^{-1}J_{EI}\alpha_{E\tau_E}^{\alpha_E \circ} & 0 \\
\tau_I^{-1}J_{IE}\alpha_{I\tau_I}^{\alpha_I \circ} & -\tau_I^{-1}(1 + xJ_{II}\alpha_{I\tau_I}^{\alpha_I \circ}) & -\tau_I^{-1}J_{II}\alpha_{II\tau_I}^{\alpha_{II \circ}} \tau_I^{-1} \cdot -U_d x \\
0 & 0 & -\tau_x^{-1} - U_d r_I \\
\end{bmatrix}
\]  \quad (S0.138)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
N_{STD}^{II} = \begin{bmatrix}
\tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1) & 0 \\
\tau_I^{-1}J_{IE}\alpha_{I\tau_I}^{\alpha_I \circ} & -\tau_x^{-1} - U_d r_I \\
0 & 0 \\
\end{bmatrix}
\]  \quad (S0.139)

For the system with frozen inhibition, the dynamics are stable if

\[\text{tr}(N^{II}_{STD}) = \tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1) - \tau_x^{-1} - U_d r_I < 0 \]  \quad (S0.140)

and

\[\text{det}(N^{II}_{STD}) = \tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1)(-\tau_x^{-1} - U_d r_I) > 0 \]  \quad (S0.141)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1) > 0 \]  \quad (S0.142)

We further define the IS index for the system with I-to-I STD as follows:

\[\text{IS index} = \tau_E^{-1}(J_{EE}\alpha_{E\tau_E}^{\alpha_E \circ} - 1) \]  \quad (S0.143)

Conditions for paradoxical response in networks with I-to-I STD

Next, we derived the condition of having the paradoxical effect in networks with I-to-I STD. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point \[17\]. We set the depression variable to the value at its fixed point in terms of \(r_I\). Then we can write the excitatory nullcline as follows

\[\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE}r_E - J_{EI}r_I + g_E \right]^{\alpha_E \circ} = 0 \]  \quad (S0.144)

For \(r_{E,I} > 0\), we have

\[r_I = \frac{J_{EE}r_E - r_{E,I}^{\frac{1}{\alpha_E \circ}} + g_E}{J_{EI}} \]  \quad (S0.145)
The slope of the excitatory nullcline in the $r_E/r_I$ plane where $x$ axis is $r_E$ and $y$ axis is $r_I$ can be written as follows

$$k^E_{STD} = \frac{1}{J_{EI}} \left( J_{EE} - \frac{1}{\alpha_E} \frac{1}{r_E^{\alpha_E-1}} \right)$$

(S0.146)

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

$$J_{EE} \alpha_E r_E^{\alpha_E-1} - 1 > 0$$

(S0.147)

The inhibitory nullcline can be written as follows

$$\tau_i \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - \frac{1}{1 + U_{d} r_I \tau_x} J_{II} r_I + g_I \right]_{+}^{\alpha_I} = 0$$

(S0.148)

In the region of rates $r_{E,I} > 0$, we have

$$r_I = \frac{J_{IE} r_E - r_I^{\alpha_I} + g_I}{1 + U_{d} r_I \tau_x} J_{II}$$

(S0.149)

The slope of the inhibitory nullcline can be written as follows

$$k^I_{STD} = \frac{J_{IE}}{-\frac{1}{(1 + U_{d} x) \tau_x} U_{d} \tau_x J_{II} r_I + \frac{1}{1 + U_{d} x \tau_x} J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I-1}}$$

(S0.150)

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

$$\frac{J_{IE}}{-\frac{1}{(1 + U_{d} x) \tau_x} U_{d} \tau_x J_{II} r_I + \frac{1}{1 + U_{d} x \tau_x} J_{II} + \frac{1}{\alpha_I} r_I^{\alpha_I-1}} > \frac{1}{J_{EI}} \left( J_{EE} - \frac{1}{\alpha_E} r_E^{\alpha_E-1} \right)$$

(S0.151)

Note that to ensure that the system with I-to-I STD is stable, $\det(M^I_{STD})$ has to be negative. Therefore, we have

$$\det(M^I_{STD}) = \tau_E^{-1} (J_{EE} \alpha_E r_E^{\alpha_E-1} - 1)[\tau_I^{-1} (1 + x J_{II} \alpha_I r_I^{\alpha_I-1}) (r_x^{\alpha_I-1} + U_{d} r_I) - \tau_I^{-1} J_{II} \alpha_I J_{II}^{\alpha_I-1} U_{d} x] + \tau_E^{-1} J_{EI} \alpha_E r_E^{\alpha_E-1} \tau_I^{-1} J_{IE} \alpha_I r_I^{\alpha_I-1} (-r_x^{\alpha_I-1} - U_{d} r_I) < 0$$

(S0.152)

The condition shown in Eq. S0.151 is the same as the stability condition of the determinant of the Jacobian of the system with I-to-I STD, namely, as $\det(M^I_{STD}) < 0$. Thus, the condition is always satisfied when the system with I-to-I STD is stable.

The condition of being IS shown in Eq. S0.142 is identical to the condition of having paradoxical effect shown in Eq. S0.147, we therefore can conclude that in networks with I-to-I STD, inhibitory stabilization and the paradoxical effect imply each other.
Conditions for IS in networks with I-to-I STF

The dynamics of networks with I-to-I STF are given by

\[
\tau_E \frac{dr_E}{dt} = -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_r \right]_{+}^\alpha_E
\]

\[
\tau_I \frac{dr_I}{dt} = -r_I + \left[ J_{IE} r_E - u J_{II} r_I + g_I \right]_{+}^\alpha_I
\]

\[
\frac{du}{dt} = 1 - u \tau_u + U_f \left( U_{\text{max}} - u \right) r_I
\]

where \( u \) is the facilitation variable constrained to the interval \([1, U_{\text{max}}]\), \( U_{\text{max}} \) is the maximal facilitation value, \( \tau_u \) is the time constant of STF, and \( U_f \) is the facilitation rate.

The Jacobian \( \mathbf{M}^{\text{II}}_{\text{STF}} \) of the system with I-to-I STF is given by

\[
\mathbf{M}^{\text{II}}_{\text{STF}} = 
\begin{bmatrix}
\tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1) & -\tau_E^{-1} J_{EI} \alpha_{\text{ER}} r_E^{\alpha_E-1} & 0 \\
\tau_I^{-1} J_{IE} \alpha_{\text{IR}} r_I^{\alpha_I-1} & -\tau_I^{-1} (1 + u J_{II} \alpha_{\text{IR}} r_I^{\alpha_I-1}) & -\tau_I^{-1} J_{II} \alpha_{\text{IR}} r_I^{\alpha_I-1} \\
0 & U_f (U_{\text{max}} - u) & -\tau_u^{-1} - U_f r_I
\end{bmatrix}
\]

(S0.156)

If inhibition is frozen, in other words, if feedback inhibition is absent, the Jacobian of the system becomes as follows:

\[
\mathbf{N}^{\text{II}}_{\text{STF}} = 
\begin{bmatrix}
\tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1) & 0 \\
0 & -\tau_u^{-1} - U_f r_I
\end{bmatrix}
\]

(S0.157)

For the system with frozen inhibition, the dynamics are stable if

\[
\text{tr}(\mathbf{N}^{\text{II}}_{\text{STF}}) = \tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1) - \tau_u^{-1} - U_f r_I < 0
\]

(S0.158)

and

\[
\det(\mathbf{N}^{\text{II}}_{\text{STF}}) = \tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1)(-\tau_u^{-1} - U_f r_I) > 0
\]

(S0.159)

Therefore, if the network is an IS at the fixed point, the following condition has to be satisfied:

\[
\tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1) > 0
\]

(S0.160)

We further define the IS index for the system with I-to-I STF as follows:

\[
\text{IS index} = \tau_E^{-1}(J_{EE} \alpha_{\text{ET}} r_E^{\alpha_E-1} - 1)
\]

(S0.161)
Conditions for paradoxical response in networks with I-to-I STF

Next, we derived the condition of having the paradoxical effect in networks with I-to-I STF. Under the assumption that sufficient small perturbations would not lead to unstable network dynamics and regime transition between non-IS and IS, the conditions of having paradoxical effects are a positive slope of the excitatory nullcline and a larger slope of the inhibitory nullcline than that of the excitatory nullcline locally around the fixed point [17]. We set the facilitation variable to the value at its fixed point in terms of $r_I$. Then we can write the excitatory nullcline as follows

$$\tau_E \frac{d r_E}{dt} = -r_E + \left[ J_{EE} r_E - J_{EI} r_I + g_E \right]^{\alpha_E}_+ = 0 \quad (S0.162)$$

For $r_{E,I} > 0$, we have

$$r_I = \frac{J_{EE} r_E - \frac{1}{\alpha_E} r_E^{\frac{1}{\alpha_E}} + g_E}{J_{EI}} \quad (S0.163)$$

The slope of the excitatory nullcline in the $r_E/r_I$ plane where $x$ axis is $r_E$ and $y$ axis is $r_I$ can be written as follows

$$k_{STF}^E = \frac{1}{J_{EI}} (J_{EE} - \frac{1}{\alpha_E} r_E^{\frac{1}{\alpha_E}} - 1) \quad (S0.164)$$

To have paradoxical effect, the slope of the excitatory nullcline at the fixed point of the system has to be positive. Therefore, we have

$$J_{EE} \alpha_E r_E^{\frac{1}{\alpha_E}} - 1 > 0 \quad (S0.165)$$

The inhibitory nullcline can be written as follows

$$\tau_I \frac{d r_I}{dt} = -r_I + \left[ J_{IE} r_E - \frac{1}{\alpha_I} r_I^{\frac{1}{\alpha_I}} + g_I \right]^{\alpha_I}_+ = 0 \quad (S0.166)$$

In the region of rates $r_{E,I} > 0$, we have

$$r_I = \frac{J_{IE} r_E - \frac{1}{\alpha_I} r_I^{\frac{1}{\alpha_I}} + g_I}{1 + U_f U_{max} r_I + U_f U_{tau} J_{II} r_I + g_I} \quad (S0.167)$$

The slope of the inhibitory nullcline can be written as follows

$$k_{STF}^I = \frac{J_{IE}}{\frac{1}{\alpha_I} r_I^{\frac{1}{\alpha_I}} - 1} \quad (S0.168)$$

In addition to the positive slope of the excitatory nullcline, the slope of the inhibitory nullcline at the fixed point of the system has to be larger than the slope of the excitatory nullcline. We therefore have

$$\frac{J_{IE}}{1 + U_f U_{max} r_I + U_f U_{tau} J_{II} r_I + g_I} + \frac{1}{\alpha_I} r_I^{\frac{1}{\alpha_I}} > \frac{1}{J_{EI}} \left( J_{EE} - \frac{1}{\alpha_E} r_E^{\frac{1}{\alpha_E}} - 1 \right) \quad (S0.169)$$

Note that to ensure that the system with I-to-I STF is stable, $\det(M_{STF}^II)$ has to be negative. Therefore, we have

$$\det(M_{STF}^II) = \tau_E^{-1} (J_{EE} \alpha_E r_E^{\frac{1}{\alpha_E}} - 1) \left( J_{IE} \alpha_I r_I^{\frac{1}{\alpha_I}} - 1 \right) \left( J_{II} \alpha_I r_I^{\frac{1}{\alpha_I}} + U_f (U_{max} - u) \right)$$

$$- \tau_I^{-1} J_{IE} \alpha_E r_E^{\frac{1}{\alpha_E}} J_{IE} \alpha_I r_I^{\frac{1}{\alpha_I}} (\tau_u^{\frac{1}{\alpha_I}} + U_f r_I) - \tau_I^{-1} J_{II} \alpha_I r_I^{\frac{1}{\alpha_I}} (\tau_u^{\frac{1}{\alpha_I}} + U_f r_I) < 0 \quad (S0.170)$$
The condition shown in Eq. S0.169 is the same as the stability condition of the determinant of the Jacobian of the system with I-to-I STF, namely, as \( \text{det}(M_{\text{STF}}^{II}) < 0 \). Thus, the condition is always satisfied when the system with I-to-I STF is stable.

The condition of being IS shown in Eq. S0.160 is identical to the condition of having paradoxical effect shown in Eq. S0.165, we therefore can conclude that in networks with I-to-I STF, inhibitory stabilization and the paradoxical effect imply each other.
IS boundary for networks with E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF

We next investigated how the boundary between non-IS and IS, which we called ‘IS boundary’, changes as a function of $r_E$. Mathematically, the IS boundary is determined by the corresponding recurrent excitatory-to-excitatory connection strength denoted by $J_{EE}^{IS}$ for different $r_E$ at which the IS index is 0. Therefore, we have

$$\det(N_{IE}^{STD}) = \det(N_{IE}^{STF}) = \det(N_{EI}^{STD}) = \det(N_{EI}^{STF}) = \det(N_{II}^{STD}) = \det(N_{II}^{STF})$$

$$= \tau_E^{-1}(J_{EE}^{IS} \alpha_E r_E^{\frac{\alpha_E-1}{\alpha_E}} - 1)(-\tau_x^{-1} - U_d r_E) = 0$$

(S0.171)

$$J_{EE}^{IS} = \frac{1}{\alpha_E} r_E^{-\frac{2\alpha_E-1}{\alpha_E}}$$

(S0.172)

For $\alpha = 1$, we have

$$\frac{dJ_{EE}^{IS}}{dr_E} = 0$$

(S0.173)

Therefore, for linear networks with E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF, the IS boundary does not change with $r_E$.

For $\alpha > 1$, we have

$$\frac{dJ_{EE}^{IS}}{dr_E} = -\frac{\alpha_E - 1}{\alpha_E^2} r_E^{-\frac{2\alpha_E-1}{\alpha_E}}$$

(S0.174)

As a result, for supralinear networks with E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF, $\frac{dJ_{EE}^{IS}}{dr_E}$ is always negative, suggesting that the boundary shifts downwards as $r_E$ increases. Furthermore, the decrease of $J_{EE}^{IS}$ slows down for larger $r_E$.

Paradoxical boundary for networks with E-to-E STF, E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF

As inhibition stabilization and paradoxical effect imply each other in networks with E-to-E STF, E-to-I STD/STF, I-to-E STD/STF, and I-to-I STD/STF, the change of paradoxical boundary is identical to the change of IS boundary as we demonstrated before.

Note that conditions for IS and the paradoxical effect in networks with E-to-E STD and networks with E-to-I STF are shown in recent studies [18]. For the sake of completeness, we also included them in the Methods section.