Automated, unbiased optoretinography reveals comprehensive nanoscopic dynamics of the outer retina in rodents

Bingyao Tan\textsuperscript{a,b,c,1}, Huakun Li\textsuperscript{b,1}, Veluchamy Amutha Barathi\textsuperscript{c,d,e}, Leopold Schmetterer\textsuperscript{a,b,c,d,f,g,h,1}, and Tong Ling\textsuperscript{a,b,c,}\footnote{These authors contributed equally to this work}

Small animals, such as rodents, serve as an attractive option for investigating the intrinsic process of photoreceptor degeneration because of their wide availability and versatility in disease models and gene manipulations. However, there was a lack of an objective and quantitative approach to measure their outer retina dynamics while preserving spatial heterogeneity. Here, we demonstrate an automated, unbiased approach for functional retinal imaging in rodents based on unsupervised machine learning. Our method automatically searches for and classifies nanoscopic cellular dynamics from obscure speckle patterns captured by a low-cost, phase-sensitive optical coherence tomography. Using this approach, we revealed highly reproducible Type-I and Type-II signals in rodents related to different parts of the outer retina. The fast Type-I signal was not reported previously and we hypothesized that it originated from the movement of rod outer segments. We also characterized the light-induced response of the outer retina under scotopic and photopic conditions, and demonstrated en-face mapping of the outer retina function in an extended field of view (12°), analogous to multifocal electroretinograms, but only with a single shot and yielding much higher spatial resolution. Our approach can be widely applied to investigating tissue-specific retinal dynamics across animal models, as well as facilitating clinical translations for the early detection of neurodegenerative diseases.
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Introduction

Optoretinography (ORG) is an optical imaging modality for the non-invasive evaluation of photoreceptor function \textit{in-vivo}. It usually utilizes optical coherence tomography (OCT) to measure function-associated mechanical deformations of specialized neurons in the retina (1\textendash}3). A few pilot studies have exploited the ORG to classify cone subtypes according to their responses to chromatic flashes (4) and demonstrated its clinical potential in assessing retinitis pigmentosa (5). Compared with conventional approaches such as electroretinography and visual field testing, ORG is strongly desired in clinical settings owing to its merits in non-invasiveness, objectiveness, and unprecedented spatial resolution. It may serve as an ideal tool for the diagnosis/prognosis of retinal degenerative diseases at the early stage, when no clear signs of degeneration are visible in the structure.

However, several obstacles still hinder ORG from being a clinically ready technology. Photoreceptors are small in diameter, and previous ORG studies on human subjects primarily focused on cone photoreceptors in regions slightly eccentric to the fovea (2, 6, 7). These cones are larger and more sparsely distributed compared with cones in the fovea, and they can be individually resolved by OCT systems equipped with hardware-based (8, 9) or computational adaptive optics (10). Cones in the fovea, whose dysfunction is the hallmark of ocular diseases like age-related macular degeneration, are more difficult to be resolved on an OCT. Additionally, other vision complications, such as age-related cataracts or high refractive errors, particularly among elderly patients, may further complicate the capacity of resolving individual photoreceptors for ORG imaging.

Given the similarity of photoreceptors’ structure and function, small animals such as rodents are efficient and cost-effective alternatives for studying the mechanism of photoreceptor degeneration and optimizing experiment protocols for preclinical trials. Rodent retina has a high portion of rods in their photoreceptors (with the ratio being \(\sim 97\%\) in mice (11)) and retinal degenerative disease models in rodents are beneficial for studying the early rod degeneration, which often starts prior to the cone degeneration in human retinal degenerative diseases (12\textendash}14). Genetically modified animals, such as Gnat1 and Gnat2 mutants and knockout animals, can provide new perspectives into the temporal manifestation of the ORG related to different stages of the phototransduction cascade (15, 16). In addition, imaging anesthetized animals has fewer motion artifacts and is less subjective to lens opaqueness and other ocular complexities.

Despite all the benefits mentioned above, the size of rod outer segments in rodents (\(\sim 1.4\ \mu \text{m}\) in diameter) is often smaller than the lateral resolution of the OCT system (17). Hence, the
light scattered from multiple rod outer segments is coherently integrated by the point spread function of the OCT system, resulting in obscured speckle patterns in the OCT image. To mitigate the problem, previous reports of the ORG response in rodents mostly relied upon measuring the averaged intensity of photoreceptor layers in the OCT image (1, 18, 19). This method is limited by the axial resolution of the OCT (~2 µm in air) and cannot provide the nanometer-scale precision achieved in human subjects by measuring phase changes originated from the movements of cone outer segment tips. Although a few studies have extracted phase-sensitive ORG signals from speckle patterns by spatial averaging, this approach could not maintain the spatial heterogeneity (20–22). It was unclear how the actual nanoscopic tissue movement could be interpreted from the phase component of speckle patterns or how other tissues such as the retinal pigment epithelium (RPE) and Bruch’s membrane (BrM) behave in response to light stimuli, as their signals are mixed in these speckle patterns. The randomness of speckle patterns adds further difficulty in identifying the proper pixel for detecting the phase change, which can vary dramatically from one to another. Currently, there is no criterion for picking the right pixel from speckle patterns while minimizing the measurement bias among different animals, which is crucial for preclinical trials.

In this paper, we propose an automated, unbiased approach for studying comprehensive outer retina dynamics in response to visual stimuli in rodents using a phase-sensitive spectral-domain OCT system. We employed a recently developed phase-restoring subpixel motion correction method to correct the bulk tissue motion that would degrade the accuracy of phase measurement in speckle patterns. Moreover, temporal phase traces were extracted from speckle patterns in the outer retina, projected onto a common principal component (PC) space, and automatically classified using hierarchical clustering. To ensure consistency across data from different animals, a support vector machine (SVM) was trained in the same PC space, and the learned decision boundaries were applied to classify all subsequent phase traces. We validated the repeatability of our method and performed comprehensive evaluations under different scotopic and photopic conditions. We also demonstrated en-face mapping of the outer retina function in an extended (12°) field of view (FOV), analogous to multifocal electroretinograms.

Results

Agglomerative hierarchical clustering and support vector machine in the principal component space enable automated, unbiased optoretinography. To reveal comprehensive dynamics of the outer retina in response to light stimuli in an unbiased manner, we projected individual phase traces onto a common PC space, and employed unsupervised learning via agglomerative hierarchical clustering to group them into distinct types. A SVM model was then trained on these type labels in the common PC space, enabling us to classify new phase traces with the same decision boundaries (Methods, SI Appendix, Fig. S1). Cross-sectional (Fig. 1A) or volumetric scans were acquired in time sequence from a 12° FOV on wild-type rats’ retinas.

**Fig. 1.** Image and signal processing framework for automated, unbiased optoretinography. (A) Repeated cross-sectional OCT images acquired from a 12° field of view on the rat’s retina. In the outer retina, the upper hypereflective band corresponds to the inner segment/outer segment junction (IS/OS), while the lower hypereflective band contains the outer segment tips of photoreceptors, retinal pigment epithelium (RPE), and Bruch’s membrane (BrM). The OCT structural image agreed well with the histology (inset). Scale bar: 100 µm for OCT images and 20 µm for histology. (B) Left column: time-elapsed intensity (upper) and phase (lower) M-scans without correction, when no light stimulus was delivered to the retina. Scale bar: 500 µs (horizontal), 100 µm (vertical). Center column: the subpixel-level bulk motion estimated by locating the peak of the upsampled cross-correlation map between repeated B-scans. Scale bar: 500 µs (horizontal), 5 µm (vertical). Right column: corresponding time-elapsed intensity (upper) and phase (lower) M-scans after the phase-restoring subpixel motion correction. Scale bar: 500 µs (horizontal), 100 µm (vertical). Gray and pink arrows label loci of the outer retina and the choroid, respectively. (C) The distribution density of stable phase traces with (top) and without (bottom) a light stimulus. (D) The distribution density of normalized phase responses with a light stimulus, after each phase trace in the top panel of Fig. 1C was subtracted by its mean value and divided by its standard deviation. (E) The distribution of the normalized phase responses in the common principal component (PC) space consisting of the top three PCs. Gray dots represent the outliers identified using a distance-based outlier detection method, while remaining data points were labelled by pink dots. The heatmaps show the distribution density of the remaining data points when projected onto three feature planes.
the phase difference between two hyperreflective bands in the outer retina to reveal its dynamics. As illustrated in Fig. 1A, the upper layer corresponds to the inner segment/outer segment junction (IS/OS) of photoreceptors. The lower layer contains multiple types of tissues that the current imaging modality cannot resolve, including the outer segment tips of the photoreceptors, RPE, and BrM. From here, we call this lower layer the target layer for convenience. Despite the high motion detection sensitivity of phase-sensitive OCT, its signal stability is susceptible to bulk tissue motion, which would result in apparent image distortions in the time-elapsed intensity M-scan and degrade the phase stability (see Fig. 1B, left column). To correct the negative influence of bulk tissue motion, we adopted our recently proposed phase-restoring sub-pixel motion correction method to register complex-valued OCT images down to subpixel precision (23). We noticed periodical oscillations on the order of a few micrometers in estimated lateral and axial shifts that matched the frequency of heart pulsation (~4 Hz, see Fig. 1B, center column). After image registration (see Fig. 1B, right column), we achieved excellent motion stability at photoreceptor layers (gray arrows), while periodical oscillations from the vascular pulsation (pink arrows) could be observed in the chorioid.

For each pixel in the target layer, we computed its temporal phase change with respect to the IS/OS layer (Methods). To account for inter-subject differences, phase traces from five healthy rats were combined for the subsequent feature extraction and unsupervised clustering. We set a threshold in the pre-stimulus period to remove phase traces with high variance prior to the light stimulus, leaving stable phase traces for further analysis. When a flash was delivered to the retina (t = 0 s), function-associated phase responses were clearly observed (see Fig. 1C, top), whereas without a light stimulus, phase traces were gradually decorrelated without any noticeable response pattern (see Fig. 1C, bottom). Each phase trace in the top panel of Fig. 1C was then normalized by subtracting its mean value and then divided by its standard deviation (SD). The normalization process contrasted two distinct signal patterns in the distribution density map (Fig. 1D). We conducted principal component analysis (PCA) across temporal phase traces and retained the top three components to form a common PC space, as shown in Fig. 1E. To avoid undesirable elongated clusters in subsequent unsupervised clustering, we further used a distance-based outlier detection algorithm to identify and remove outliers distributed in low-density regions (gray dots in Fig. 1E).

To automatically classify remaining phase traces in the common PC space (pink dots in Fig. 1E), we used an agglomerative hierarchical clustering algorithm based on Ward’s criterion (24). Thresholding the dendrogram at different levels leads to different clusters (see Figs. 2A-D). For example, Fig. 2D shows the clustering result in the PC space when the optimal cluster number was determined by the cluster number offering the maximum $C_{RMS}$ value.
phase traces were divided into 7 groups along the dashed black line in Fig. 2A. Corresponding representative signals were obtained by averaging individual phase traces within each cluster and converted into the optical path length change (ΔOPL), where two distinct types (red and blue) and some intermediate types were detected. To find out the optimal cluster number for further quantitative analysis, we calculated inter-cluster correlation coefficients between representative signals and computed their root-mean-square (RMS) relative to 1 (perfect correlation), which is termed $C_{RMS}$. A higher $C_{RMS}$ indicates a larger inter-cluster dissimilarity. As shown in Fig. 2C, when the cluster number was 2, $C_{RMS}$ reached its maximum to best distinguish representative signals. Therefore, we applied a threshold to the dendrogram (solid black line in Fig. 2A) to divide the phase traces in the PC space into 2 clusters (Fig. 2B). The first type of signal (red) exhibited a biphasic trend with a rapid elongation followed by a gradual recovery, while the second type of signal (blue) showed a slow elongation. In this study, we named these two types of signals Type-I and Type-II signals.

We later trained a support vector machine (SVM) model with the labels obtained in Fig. 2B to set boundaries for Type-I signal (red surface) and Type-II signal (blue surface) in the common PC space, as shown in Fig. 2E. Using the pretrained SVM, preprocessed new phase traces can be successfully classified into Type-I signal (red dots within the red decision boundary in Fig. 2E), Type-II signal (blue dots within the blue decision boundary in Fig. 2E), and outlier (grey dots in Fig. 2E) in the identical PC space. Figure 2F shows average phase traces of the classified Type-I signals (red) and Type-II signals (blue), with their bands showing their standard deviations (SDs). The peak amplitudes and corresponding latencies of individual Type-I and Type-II signals exhibited a clear separation (Fig. 2G).

Signal repeatability and dependencies on experimental conditions in scotopic and photopic environments

We tested the reproducibility of Type-I and Type-II signals by repeating the measurement 5 times at the same location. We maintained equal stimulus intensity (0.10%, 1 ms) across all 5 trials, and we shortened time intervals between flashes progressively from 2 minutes to 15 seconds. As shown in Fig. 3A, both Type-I and Type-II signals were reproducible across acquisitions ($p > 0.05$, repeated measures analysis of variance), and the variance across the traces increased slightly over time, which was likely due to progressive signal decorrelation from motion. For statistical analysis, we compared with baseline to calculate the fractional change in the peak amplitude and the offset in the peak latency, avoiding inter-animal variation. The peak amplitude and latency
of the Type-I signal stayed consistent among measurements. Normalized peak amplitude fluctuation was at a maximum of 0.107, and the peak latency fluctuation was at a maximum of 78 ms.

Next, we tested the dependencies of Type-I and Type-II signals on light stimulus strengths in the scotopic condition. Type-I and Type-II signal traces in response to different levels of stimulus strengths are shown in Fig. 3B. For the Type-I signal, the peak amplitude increased non-linearly with higher stimulus strengths, where \(\Delta\text{OPL} = 14.46 (3.66) \text{ nm} \) [mean (SD)] at a bleach level of 0.0019%, and approached the saturation level of 48.60 (5.36) nm when the bleach level increased 148-fold to 0.28%. The peak latencies remained within \(450 - 580 \text{ ms}\) at a bleach level \(\leq 0.10\%\), but in response to stronger stimuli at 0.19% and 0.28% bleach, the latency increased to 885.3 (119.3) ms and 892.1 (53.1) ms, respectively. Interestingly, a negative-going wave that followed the positive peak was sensitive to the stimulus intensity, and a slower signal appeared to have a flat and horizontal slope at a bleach level of 0.0019%, and the slope remained consistent when the bleach level increased to 0.28%. At a higher bleach level \(\geq 0.19\%\), the Type-II signal underwent an initial rapidly rising slope, followed by a slow ramp.

Moreover, we tested the dependencies of Type-I and Type-II signals on background intensities in photopic conditions. A series of Type-I and Type-II signal traces with different levels of light adaptation are shown in Fig. 3C. The light adaptation lasted for 5 minutes using the same LED (500 nm) before each flash stimulus. The background intensities ranged from \(7.8 \times 10^3 \text{ to } 7.8 \times 10^6 \text{ photons/}(\mu\text{m}^2\cdot\text{s})\), while the stimulus strength was identical across these tests (bleach level = 0.28%). With the dimmest background illuminance \(7.8 \times 10^3 \text{ photons/}(\mu\text{m}^2\cdot\text{s})\), no significant change was detected. With brighter light adaptation intensities, the Type-I signal started to attenuate: the peak amplitude decreased from 48.60 (5.36) nm to 18.8 (7.0) nm, and the recovery was faster with the peak latency decreased from 892.1 (53.1) ms to 686.5 (164.1) ms. The Type-II signal, in contrast, stayed relatively consistent when background intensities \(\leq 7.8 \times 10^5 \text{ photons/}(\mu\text{m}^2\cdot\text{s})\), and an apparent slower slope appeared with a brighter background illuminance of \(7.8 \times 10^6 \text{ photons/}(\mu\text{m}^2\cdot\text{s})\).

**Spatial and depth-resolved retinal function maps over an extended field of view.** We explored spatial distributions of Type-I and Type-II signals in retina cross-sections (Fig. 4). Figure 4A shows an OCT volume of a rat’s retina, where ORG experiments were conducted in sequence on adjacent cross-sectional scans. The bleach level was 0.10%, and the time interval between acquisitions was 2 minutes. Red and blue dots in OCT cross sections in Fig. 4A show the loci of Type-I and Type-II signals and histograms (insets) show their axial distances to BrM. We found that Type-I signals were located more anteriorly than Type-II signals. More specifically, Type-I loci obeyed a normal distribution, while Type-II loci showed two distinct peaks, which could be fitted in a bimodal Gaussian function (blue curve in Fig. 4B). The loci of the three peaks differed significantly from each other (Fig. 4C, \(\ast P < 0.05\), analysis of variance and Bonferroni post-hoc comparison). As a comparison, we calculated averaged traces stratified by their distances to BrM (SI Appendix, Fig. S2), traces similar to Type-I and Type-II signals were observed at depths distal and proximal to BrM, respectively. From a distance of 4.47 - 17.87 \(\mu\text{m}\) to BrM, traces appeared as a mixture of Type-I and Type-II signals.

In an en-face fashion, we achieved automated ORG in volumetric OCT scans offering geographic function maps, analogous to multifocal electroretinograms but only required a single-shot measurement (Fig. 5). Figure 5A shows an OCT volume with 12° FOV, with the structural contrast in
gray scale and angiographic contrast highlighted in red color. Phase traces were extracted from repeated volumetric scans and classified into Type-I signal, Type-II signal and outlier (Methods and SI Appendix, Fig. S3). Figures 5B and 5C depict the corresponding temporal evolution of the extracted Type-I and Type-II signals, where the classified temporal phase traces were averaged into $10 \times 25$ ($x \times y$) grids, each of which represents the outer retina response from a $1.2^\circ \times 0.48^\circ$ area. In general, our en-face automated ORG showed high-fidelity detection over the entire FOV, except for regions underneath large vessels (dashed lines; Figs. 5B and 5C) because of signal decorrelation. A video visualizing the spatiotemporal evolution of Type-I and Type-II signals is shown in Movie S1. Phase signals during the pre-stimulus period were highly stable over the entire FOV except for regions outlined by dashed lines. After the stimulus, Type-I signals peaked within 1 second and returned below the baseline at $t = 3.5$ seconds. In contrast, Type-II signals showed a slow, monotonical increase until $t = 3.5$ seconds.

**Discussion**

In this paper, we demonstrated an automated, unbiased ORG for rodents using a point-scan, phase-sensitive, spectral-domain OCT. Using our approach, two types of signals that corresponded to the dynamics of different tissue types in rodents were automatically identified from speckle patterns, in which the fast Type-I signal has not been previously reported. A SVM model was trained to explore the decision boundaries of each type of signal in an established PC space, facilitating the automated classification of phase traces in new datasets. We simultaneously studied outer retinal dynamics containing various tissue types. Moreover, we generated geographic function maps, analogous to multifocal electroretinograms, with only a single-shot measurement as brief as a few seconds. We demonstrated a general protocol applicable to conventional OCT systems in animal labs and clinics without any demanding hardware. Our method holds a remarkable potential in mining for tissue-specific dynamics to other stimuli/triggers of interest from noisy speckle patterns.

Rod phototransduction cascade was studied pharmacologically, electroretinographically, and genetically (25, 26). Investigating rod ORG is difficult in human subjects because rods are generally denser, smaller, and packed around cones (27, 28). One recent study demonstrated rod dynamics using ORG combined with hardware-based adaptive optics (17). The authors reported that rods exhibited a faster response and lower saturation threshold than cones in human subjects. Since rod's structure and function are almost identical among vertebrate animals, nocturnal animals like rodents, which possess a high percentage of rods ($\sim 97\%$) (11), are optimal for studying rod dynamics. The remaining 3% cone population, especially the M-opsin, which shares the same spectral sensitivity with rods, could potentially contribute to the detected signal. However, our data showed that the Type-I signal approaches saturation with meager bleach levels (0.28%) and is significantly influenced by dim background illumination ($\geq 7.8 \times 10^5$ photons$/\mu m^2$-s$^1$). These pieces of evidence indicate a minimal contribution from cones, since cones have a higher saturation level and their responses are
less attenuated by background illuminance (29). Moreover, M-opsin expression decreases progressively from dorsal to ventral retina, whereas the rhodopsin distribution is uniform over the entire retina (30). The evenly distributed Type-I signals detected from our OCT volumes (12° FOV) further corroborates the dominance of rods’ contribution to the Type-I signal.

Some recent studies reported photoreceptor dynamics in rodents using intensity or phase information (1, 20, 31). By massively averaging the intensity profiles among A-scans (1) or phases within the region of interest (20), a slow and gradient elongation of the outer segment was observed (1). Ma et al. applied prior knowledge of early signal activation to select temporal traces and found a fast onset (2 ms) followed by a consistent increase/decrease of the intrinsic tissue scattering (31). The benefits of using phase information and performing unsupervised clustering in the PC space based on non-averaged temporal traces arise from the following aspects: (i) phase change is more sensitive to the nanoscopic tissue movement in the axial direction, and has an intuitive and quantitative relationship with the moving distance. (ii) as mentioned above, rod outer segment dynamics are compounded by motion from other tissues in a conventional OCT image due to insufficient resolution, and an automated classification algorithm could isolate the rod signal from other confounders without requiring prior knowledge.

Elongation of outer segment tips is associated with the activation of phototransduction that can be modeled by a collective effect of osmotic pressure imbalance and restoring force between macromolecules (1). A more recent study hypothesized that the photoreceptor elongation is an aggregated effect of osmotic water influx, membrane swelling, transmembrane water transport via activated rhodopsin, and water influx via choroidal vasculature (3). Our experiment measured a saturated elongation of \(\sim 34\) nm (calculated with a refractive index of 1.41) at 1 second. Based on a previous model developed by Zhang et al. and assuming similar parameters, including the rest plasma osmolarity (325 mOsM) (32) rod length (24.0 \(\mu\)m), rod OS cross-sectional area (1.54 \(\mu\)m\(^2\)) (1) and rod OS surface area (132 \(\mu\)m\(^2\)), we achieved a water permeability coefficient of \(5.8 \times 10^{-3}\) cm-s\(^{-1}\), which is about 250-fold higher than in (1) but similar to 2.6 \(\times 10^{-3}\) cm-s\(^{-1}\) observed from in-vitro studies (33, 34). Details are shown in SI Appendix and SI Appendix, Table S1. We also observed a faster and full recovery of the rod elongation: the signal recovered to the baseline or even lower within 4 seconds. A plausible explanation is the rebinding of the osmolytes during deactivation (25, 26). However, the understanding for the Type-II signal is still lacking as the response is likely derived from non-photosensitive tissues, including RPE, and BrM. The slow and progressive shift of their positions may originate from transport of water through pigment epithelial cells into the subretinal space around photoreceptors (35–37).

Methods

System setup. A custom-built spectral-domain optical coherence tomography performed all imaging experiments in this study (Fig. 6). The system operated with a broadband superluminescence diode (cBLMD-T-850-HP-I, \(\lambda_c = 850\) nm, \(\Delta \lambda = 165\) nm, Superlum, Ireland), providing an axial resolution of 1.4 \(\mu\)m in tissue. A spectrometer interfaced with a line-scan camera (2048 pixels, 250,000Hz, Octopus, E2V) acquired the spectral interference fringes, corresponding to an image depth of 1.07 mm in air. For posterior eye imaging in rodents, a pair of telescopic lenses conjugated the axis of galvo scanner to the pupil. The magnification of the telescopic lenses was 0.17 (scan lens: 80 mm focal length; ocular lens: 30 mm + 25 mm focal length) to shrink the incident beam size and increase the scan angle. The theoretical diffraction-limited lateral resolution was 7.2 \(\mu\)m with a standard rat eye model (38). A function generator (PCI-6363, National Instrument, USA) synchronized the camera acquisition (both A-scan and B-scan acquisitions), galvometer scanning, and visual stimulation.

For visual stimulation, a LED (MBB1L3, Thorlabs, USA) was collimated by an aspheric condenser lens, and a narrow bandpass filter (500 ± 5 nm, #65-694, Edmund Optics, Singapore) was used to reshape the spectrum to optimize the sensitivity to rhodopsin (39). The LED’s response time was \(\sim 300\) \(\mu\)s, equivalent to 6% of the B-scan frame acquisition time, and LED’s response waveform to trigger is shown in
SI Appendix, Fig. S4. A 43.4° Maxwellian illumination was projected to the posterior eye to cover an area of approximately 6.75 mm². The power and duration of the light stimulus were converted to bleach percentages using published method (40, 41), which is detailed in SI Appendix.

Animal experiment protocol. All experiments were conducted in accordance with guidelines and approvals from Institutional Animal Care and Use Committee (IACUC), SingHealth (2020/SHS/1574). Brown Norway rats (N = 37) were used with details listed in SI Appendix, Table S2. The animals were sedated using a ketamine/xylazine cocktail. The selection of ketamine/xylazine for anesthesia is to better maintain retinal functional responses compared to other commonly used anesthetics, such as isoflurane and urethane, while minimizing eye motion (42, 43). Vital signals, including heart rate and respiration rate, were monitored throughout the imaging sessions. The animals were placed in a prone position with their head restrained stereotaxically. The scanning region was limited to the dorsal area to avoid interference from S-opsin and M-opsin spectrally and spatially (39). Two mydriasis drops, each of 1% Tropicamide (Alcon, Geneva, Switzerland) and 2.5% Phenylephrine (Alcon, Geneva, Switzerland), were administrated onto the cornea before the imaging. The cornea was moisturized using a balanced salt solution frequently throughout the imaging sessions.

Details of the acquisition and stimulation protocols are listed in SI Appendix, Table S3. Two scanning protocols, repeated B-scans and repeated volumetric scans, were used in this study. Both protocols have the same frame rate (1000 A-scans per B-scan, 200 B-scans per second). The former protocol performed repeated scans at one cross-section and the latter protocol consisted of 40 repeated volumes (25 B-scans per volume), corresponding to 8 volumetric scans per second for a period of 5 seconds. Flash intensity, dark/light adaptation and inter-stimulus time interval varied in different experiments.

Automated extraction of comprehensive outer retina dynamics from speckle patterns.

Preprocessing of OCT images and phase traces. The raw interference fringe first underwent standard OCT post-processing steps, including spectral calibration, k-linearity, dispersion compensation, and discrete Fourier transform (DFT), which resulted in complex-valued OCT images. To correct the motion-induced phase error in speckle patterns caused by bulk tissue motion, we estimated subpixel-level translational displacements between repeated B-scans using the single-step DFT algorithm (44). We registered the complex-valued OCT images using our recently developed phase-restoring subpixel motion correction approach (23), where the lateral and axial displacements were corrected by multiplying the corresponding exponential terms in the spatial frequency domain and the spectrum domain, respectively. Light-evoked dynamics of the outer retina was then extracted out by computing the temporal phase difference between the pixel pairs from two highly reflective outer retinal bands. One from IS/OS, and the other, termed target layer, from a complex layer containing photoreceptor outer segment, RPE and BrM (see Fig. 1A). These two layers can be automatically segmented based on graph theory and dynamic programming (SI Appendix, Fig. S1A) (45).

For each pixel of interest in the target layer, we selected a region from IS/OS that centered at the same A-line as a reference region. Each reference region comprised of 5 adjacent A-lines (~7.1 μm laterally). Before conducting spatial averaging across the reference region, we cancelled out the systematic phase drift by self-referencing and removed arbitrary phase offset of individual phase trace by referring to its pre-stimulus frames. Specifically, the systematic phase drift was canceled out by calculating the multiplication of the complex-valued OCT signal of the pixel of interest in the target layer and the complex conjugate of the signals in the selected reference region,

$$\tilde{I}_{\text{tar}/\text{ISOS}}(s,i) = \tilde{I}_{\text{tar}}(i)\tilde{I}_{\text{ISOS}}^*(s,i),$$  \hspace{1cm} (1)

where $\tilde{I}_{\text{tar}}(i)$ is the complex-valued OCT signal of the pixel of interest in the target layer, $i$ is the index of the frame number. $I_{\text{ISOS}}(s,i)$ represents signals in the corresponding reference region, and $s$ denotes the pixel index in the reference region. $\tilde{I}_{\text{tar}/\text{ISOS}}(s,i)$ is the pairwise self-referenced signal, where the pixel of interest in the target layer was ergodically referred to all pixels in its reference region. ∗ represents complex conjugate.

To cancel out arbitrary phase offsets, each complex-valued signal trace was referred to its pre-stimulus frames,

$$\Delta \tilde{I}_{\text{tar}/\text{ISOS}}(s,i) = \tilde{I}_{\text{tar}/\text{ISOS}}(s,i) - \frac{1}{N}\sum_{i=1}^{N}\tilde{I}_{\text{tar}/\text{ISOS}}^*(s,i),$$ \hspace{1cm} (2)

where $\Delta \tilde{I}_{\text{tar}/\text{ISOS}}(s,i)$ denotes time referenced signals, $N$ represents the number of frames acquired before the light stimulus. The complex-valued signals were subsequently averaged across pixels in the reference region, and the phase information was extracted from the averaged complex-valued signal,

$$\Delta \tilde{I}_{\text{tar}/\text{ISOS}}(i) = \frac{1}{S}\sum_{s=1}^{S}\Delta \tilde{I}_{\text{tar}/\text{ISOS}}(s,i),$$ \hspace{1cm} (3)

$$\Delta \phi(i) = \angle \Delta \tilde{I}_{\text{tar}/\text{ISOS}}(i),$$ \hspace{1cm} (4)

where $\Delta \phi(i)$ is one phase trace extracted from the pixel of interest in the target layer. $S$ is the total pixel number in the reference region, $\angle$ represents the calculation of argument. We applied the same process to each pixel in the target layer to extract spatial-resolved temporal phase traces. Once the individual phase traces were obtained, they can be converted into the OPL change $\Delta \text{OPL}(i)$ by,

$$\Delta \text{OPL}(i) = \frac{\lambda_0}{4\pi} \Delta \phi(i),$$ \hspace{1cm} (5)
where \( \lambda_0 \) is the central wavelength of the OCT system. We also conducted temporal filtering to remove unwanted signal frequencies. The extracted signals were first processed by bandstop filters to minimize residual artifacts induced by heartbeat and breathing. A low-pass filter with a cut-off frequency of 10 Hz was subsequently used to filter out high-frequency oscillations. After filtering, both ends of the phase traces exhibited high variance due to edge effects, so they were removed from the data analysis afterwards (SI Appendix, Fig. S1C). Traces with a pre-stimulus SD larger than 60 mrad were excluded. Each phase trace was normalized by subtracting its mean value and then dividing by its SD, thereby removing the difference in amplitude.

**Feature extraction using the principal component analysis.** We used the PCA to compress high-dimensional phase traces into a lower-dimensional feature space to facilitate the analysis. To account for inter-subject differences, we combined normalized phase traces extracted from five healthy rats to calculate PC coefficients. The top three PCs capturing a total variance of 83.1\% were selected to constitute a common PC space. This variance is only 0.3\% smaller than projecting the PC space. This variance is only 0.3\% smaller than projecting each dataset onto its own unique PC space, indicating great consistency among datasets.

To avoid undesirable elongated clusters in subsequent unsupervised clustering analysis, we used a distance-based outlier detection method to preclude outliers distributed in low-density regions in the common PC space (46, 47). For each data point in the common PC space, we calculated the minimum radius of a sphere that centered at that point and can cover 2\% of the remaining data points. This radius reflected the local distribution density around each data point in the common PC space. Then, a given point would be labeled as an outlier if its corresponding radius was larger than \( Q_3 + (Q_3 - Q_1)/5 \), where \( Q_1 \) and \( Q_3 \) are the first and third quartiles of the calculated radii.

**Unsupervised clustering with a hierarchical clustering algorithm.** We used an agglomerative hierarchical clustering algorithm under the Ward criterion to group individual points in the common PC space (24). The Euclidean distance of each pair of points was computed and similar subclusters were then iteratively merged into larger clusters. Under the guidance of the Ward method or minimum variance method, each merger guaranteed a minimum increase of total within-cluster variance.

After generating the agglomerative hierarchical cluster tree, we cut off the dendrogram at different levels to yield different clustering results. For each clustering result, corresponding representative phase signals can be obtained by averaging individual filtered phase traces within each cluster. Many methods and criteria have been proposed to determine the optimal cluster number (48). Here, we sought to find the optimal cluster number that maximized the overall inter-cluster dissimilarity between the representative phase signals. Specifically, the pairwise Pearson’s cross-correlation coefficient \( \rho \) was calculated for all \( n_c = (k - 1)k/2 \) combinations of the representative phase signals, where \( k \) is the cluster number.

The root-mean-square (RMS) error of those cross-correlation coefficients relative to 1 (perfect correlation) was calculated by (49),

\[
R_{\text{rms}} = \sqrt{\frac{\sum_{n=1}^{n_c} (\rho_n - 1)^2}{n_c}},
\]

The cluster number with the largest \( R_{\text{rms}} \) was determined as the optimal cluster number.

**Training a support vector model in the established principal component space.** We trained a SVM in the common PC space with the previously obtained labels, including outlier, Type-I signal, and Type-II signal, to obtain their decision boundaries. The input features were standardized before training, the Gaussian kernel was selected, and automatic hyperparameters optimization was turned on. Evaluated with the 10-fold cross-validation strategy, the trained SVM achieved a classification accuracy of 99.5\%. The SVM is useful when we want to process a new dataset using the same criterion. Phase traces extracted from the new dataset will be preprocessed and projected onto the same common PC space. Then Type-I and Type-II signals can be automatically extracted based on the classification results from the SVM.

**Processing of volumetric scans dataset.** Volumetric scans (protocol 2) had a 25-fold lower temporal sampling rate than repeated B-scans (protocol 1), so we modified the pipeline to classify phase traces from volumetric scans (SI Appendix, Fig. S3). The top three PCs from protocol 1 (SI Appendix, Fig. S1D) were downsampled by a factor of 25 to form a new PC space. Phase traces from five healthy rats in protocol 1 were also downsampled by a factor of 25 and projected onto the new PC space as features for SVM. Labels were inherited from the classification results obtained in 3.1-3.4. Other procedures were the same as 3.4, and a classification accuracy of 83.4\% was achieved.
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