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Abstract 9 

Inferring complex spatiotemporal dynamics in neural population activity is critical for investigating 10 

neural mechanisms and developing neurotechnology. These activity patterns are noisy observations of 11 

lower-dimensional latent factors and their nonlinear dynamical structure. A major unaddressed challenge 12 

is to model this nonlinear structure, but in a manner that allows for flexible inference, whether causally, 13 

non-causally, or in the presence of missing neural observations. We address this challenge by 14 

developing DFINE, a new neural network that separates the model into dynamic and manifold latent 15 

factors, such that the dynamics can be modeled in tractable form. We show that DFINE achieves flexible 16 

nonlinear inference across diverse behaviors and brain regions. Further, despite enabling flexible 17 

inference unlike prior neural network models of population activity, DFINE also better predicts the 18 

behavior and neural activity, and better captures the latent neural manifold structure. DFINE can both 19 

enhance future neurotechnology and facilitate investigations across diverse domains of neuroscience. 20 
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Introduction  21 

Neural population activity exhibits rich spatiotemporal dynamical patterns that underlie our behaviors 22 

and functions1–16. Developing precise data-driven models of these complex dynamical patterns is critical 23 

both to study the neural basis of behavior and to develop advanced neurotechnology for decoding and 24 

modulation of brain states17,18. Given the spatiotemporal correlations in population activity, how this 25 

activity evolves in time can be modeled more efficiently in terms of lower-dimensional latent factors. 26 

These factors can lead to new scientific discovery by revealing new low-dimensional structures in 27 

coordinated population activity, which are not directly evident from the high-dimensional activity itself 28 

or from single-unit activities1–23. These latent factors can also decode behavior to enable enhanced 29 

neurotechnology and brain-machine interfaces (BMIs)17,23. As such, a critical objective is to develop 30 

latent factor models that not only are accurate in characterizing neural population activity with potential 31 

nonlinearities, but also enable the flexible inference of latent factors so that these factors can be 32 

seamlessly extracted in basic science and neurotechnology applications. Despite much progress, this 33 

objective of simultaneously enabling both accurate nonlinear modeling and flexible inference has 34 

remained elusive.  35 

First, to be accurate, such a model should (i) capture potential nonlinearities in neural population 36 

activity and (ii) have a data-efficient architecture for generalizable data-driven training. Second, to 37 

enable flexible inference, such a model should (iii) be capable of both causal/real-time and non-causal 38 

inference simultaneously and (iv) allow for inference in the presence of missing neural measurements. If 39 

achieved, flexible inference will allow the same trained model not only to operate causally and 40 

recursively in real-time to enable neurotechnology, but also to leverage the entire length of data non-41 

causally for more accurate inference in scientific investigations. Such inference will also make the 42 

model robust to missing or noisy measurements. Current dynamical models of neural population activity 43 

do not satisfy all the above four properties simultaneously.  44 
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  Many of these models are linear or generalized linear, often in the form of linear dynamical models 45 

(LDMs)1,2,11,12,21,24–27, and are used to infer low-dimensional latent factors1,11,12,21,24–27 or build BMIs2 46 

(see also Discussion). However, while LDMs are data-efficient to train and allow for flexible inference 47 

with Kalman filtering28, they cannot capture the potential nonlinearities in the neural population activity 48 

to describe it more accurately. Beyond linear models, recent studies have leveraged the richness of deep 49 

learning to develop generative dynamical models of neural population activity4,13,29–32. However, while 50 

these models can capture nonlinearity, they do not meet all the flexible inference properties outlined 51 

above. Because the inference for these models is not solvable analytically unlike LDMs, they need to 52 

empirically train an inference or recognition network simultaneously with their generative network, 53 

usually requiring the entire length of data over a trial. Thus, their inference depends on how the specific 54 

inference network is structured and is not flexible to satisfy all the above properties. Indeed, in prior 55 

generative models, including sequential autoencoders4 (SAEs) or LDMs with nonlinear embeddings30, 56 

inference is non-causal, and real-time and/or recursive inference is not directly addressed4,13,29,30,32. 57 

Further, in these models, inference in the presence of missing observations is not directly 58 

addressed4,13,30–32 and using zeros instead of missing observations33,34 can yield sub-optimal performance 59 

by changing the inherent values of missing observations during inference35,36 (see Results and 60 

Discussion). Similarly to these generative models, predictive dynamical models of neural activity that 61 

use forward recurrent neural networks37–39 (RNNs) also do not enable the flexible inference properties 62 

above. While these models can perform causal inference, they do not allow for non-causal inference to 63 

leverage all data, and they do not directly address inference with missing observations similar to above 64 

generative models. 65 

Here, we develop a neural network model that encompasses both flexible inference and accurate 66 

nonlinear description of neural population activity. To achieve this, we build a network architecture 67 

consisting of two sets of latent factors rather than one. One set termed dynamic factors captures how 68 

neural population activity evolves over a low-dimensional nonlinear manifold, and the other set termed 69 
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manifold factors characterizes how this manifold is embedded in the high-dimensional neural activity 70 

space. By separating these two sets of factors, we can capture the nonlinearity in the manifold factors 71 

while keeping the dynamics on the manifold linear, thus enabling flexible inference by exploiting the 72 

Kalman filter on the nonlinear manifold (see Methods and Discussion). We term this method 73 

Dynamical Flexible Inference for Nonlinear Embeddings (DFINE).  74 

We validated DFINE in nonlinear simulations and then compared it to benchmark linear LDM and 75 

nonlinear SAE methods across diverse behavioral tasks, brain regions and neural signal types. We found 76 

that DFINE not only enabled flexible inference capabilities in nonlinear modeling, but also performed 77 

significantly more accurately than both linear and nonlinear benchmarks. First, given its flexible 78 

inference, DFINE robustly compensated for missing observations and seamlessly performed both causal 79 

and non-causal inference of latent factors. Second, compared to the linear and nonlinear benchmarks, 80 

DFINE significantly improved the accuracy in predicting neural activity and behavior, and in recovering 81 

the low-dimensional nonlinear neural manifold in single trials. Finally, we extended DFINE to supervise 82 

the model training with behavior data, such that the extracted latent factors from neural activity are more 83 

predictive of behavior. DFINE enables the new capability of flexible inference in nonlinear neural 84 

network modeling and enhances neural description for diverse neurotechnology and neuroscience 85 

applications.   86 
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Results 87 

Summary of methods 88 

We develop DFINE as a novel nonlinear neural network model of neural population activity with the 89 

new capability to perform flexible inference. We also devise the associated learning and inference 90 

methods. To model neural population activity, we define two sets of latent factors: the dynamic latent 91 

factors which characterize the temporal dynamics on a nonlinear manifold, and the manifold latent 92 

factors which describe this low-dimensional manifold that is embedded in the high-dimensional neural 93 

population activity space (Fig. 1a). This separation allows the model to capture nonlinearity with the 94 

link between the manifold factors and neural population activity, while keeping the dynamics on the 95 

manifold linear (Discussion). As such, these two separate sets of latent factors together enable all the 96 

above flexible inference properties by allowing for Kalman filtering on the manifold while also 97 

capturing nonlinearity. This flexible inference includes the ability to perform both causal (filtering) and 98 

non-causal (smoothing) inference, and to perform inference in the presence of missing observations. 99 

Further, inference is done recursively – such that the current inferred factor can be used to get the next 100 

inferred factor without the need to reprocess the neural data –, thus enabling computational efficiency 101 

and real-time implementation. 102 

The manifold latent factors are taken as a lower-dimensional representation of the neural population 103 

activity, and the mapping between the two is characterized with an autoencoder whose decoder and 104 

encoder networks are modeled by multi-layer perceptrons (MLP) (Fig. 1a). We use MLPs to model 105 

nonlinearities because they are universal approximators of any nonlinear function under mild 106 

conditions40. Having captured the nonlinearity with the autoencoder, we now enable the model to have 107 

flexible inference properties by having the dynamic and manifold latent factors form an LDM (Fig. 1a). 108 

In this LDM, the manifold latent factors are noisy observations from the dynamic latent factors that 109 

constitute the LDM states and whose time-evolution is described through a linear dynamic model with 110 
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additive noise (Fig. 1a). Using backpropagation, we jointly learn all the model parameters by 111 

minimizing the prediction error of future neural observations from past neural observations, measured 112 

using the root mean-squared error (RMSE). Since both dynamic and manifold latent factors are learned 113 

together in an end-to-end gradient-descent optimization, DFINE learns the best nonlinear manifold over 114 

which dynamics can be approximated as linearly as possible (Discussion).  115 

For situations when specific behavioral variables are of interest and available during training, we 116 

extend DFINE to supervised DFINE so that learning of the model is informed by how predictive the 117 

learned manifold latent factors would be not only of future neural observations but also of behavioral 118 

variables. This is done during training by introducing an extra link from the manifold latent factors to 119 

continuous behavior variables (Fig. 1a) – termed the mapper network modeled with an MLP –, and by 120 

modifying the cost function to include both behavior and neural prediction errors (Methods). This 121 

additional link is purely added during training and removed afterwards during inference on test data. 122 

This leads to a learned model that is identical to the original model in terms of architecture and inference 123 

but just with different parameter values. Importantly, inference is again done purely from neural 124 

observations (Fig. 1b and Methods).   125 

In addition to showing that DFINE enables the new capability of combining nonlinear neural network 126 

modeling with flexible inference, we also compare it to benchmarks of linear LDM and nonlinear SAE. 127 

To show the generalizability of DFINE across behavioral tasks, brain regions and neural signal types, 128 

we perform our analyses across multiple independent datasets. For SAE, we use the architecture named 129 

latent factor analysis via dynamical systems or LFADS4, which is a common benchmark nonlinear 130 

model of neural population activity12,29,32. For each dataset and algorithm, we infer the latent factors 131 

from the trained models. The latent factors correspond to the manifold latent factors in DFINE 132 

(Methods), to the state in the state-space model in LDM21, and to the dynamic factors (the 133 

representation layer right after the generator RNN) in SAE4. Unless otherwise stated, we use smoothing 134 

to infer the latent factors for all methods. We report all the quantifications using five-fold cross-135 
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validation, where the values are calculated in the held-out test set (see Methods). After extracting the 136 

latent factors, in the training set, we learn classification or regression models for discrete or continuous 137 

behavioral variables, respectively.  138 

We quantify the cross-validated behavior prediction accuracy with area under the curve (AUC) of the 139 

receiver operating characteristic41 for discrete classifiers and with Pearson’s correlation coefficient (CC) 140 

for continuous regressions. The neural prediction accuracy is calculated with one-step-ahead prediction 141 

accuracy, the accuracy of predicting neural observations one step into the future from their past (see 142 

Methods). We also evaluate the neural reconstruction accuracy, defined as how well inferred latent 143 

factors – whether via causal filtering or via non-causal smoothing – reconstruct the current neural 144 

observations. Error values are computed in normalized RMSE (NRMSE) defined as RMSE normalized 145 

by the variance of the ground-truth observations to allow pooling the values across sessions given 146 

scaling differences (Methods). To assess how well the structure of the manifold is revealed in single-147 

trials, we apply topological data analysis42 (TDA) on the extracted latent factor trajectories in test sets 148 

(Methods).  149 

 150 

Figure 1. DFINE graphical model and its flexible inference method. (a) The DFINE model with two 151 
sets of latent factors is shown. These sets consist of the dynamic and manifold latent factors, 152 
respectively, which are separated to enable flexible inference while modeling nonlinearity. The 153 
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relationship between the manifold latent factors and neural observations is modeled with an autoencoder 154 
with MLP encoder and decoder networks, where the manifold latent factor is the bottleneck 155 
representation. The dashed line from neural observations to the manifold latent factor is only used for 156 
inference and is not part of the generative model. The dynamic and manifold latent factors together form 157 
an LDM with the manifold factors being noisy observations of the dynamic factors, which constitute the 158 
LDM states. The temporal evolution of the dynamic latent factors is described with a linear dynamic 159 
equation. All model parameters (LDM, autoencoder) are learned jointly in a single optimization by 160 
minimizing the prediction error of future neural observations from their past. In the unsupervised 161 
version, after training the DFINE model, we use a mapper MLP network to learn the mapping between 162 
the manifold latent factors and behavior variables. We also extend to supervised DFINE where the 163 
mapper MLP network is simultaneously trained with all other model parameters in an optimization that 164 
now minimizes both neural and behavior prediction errors (Methods). (b) The inference procedure with 165 
DFINE is shown. We first get a noisy estimate of manifold latent factors using the nonlinear manifold 166 
embedding at every time point. With the aid of the dynamic equation, we use Kalman filtering to infer 167 
the dynamic latent factors 𝐱𝐱𝑡𝑡|𝑘𝑘 and refine our estimate of the manifold latent factors 𝐚𝐚𝑡𝑡|𝑘𝑘, with subscript 168 
𝑡𝑡|𝑘𝑘 denoting inference at time 𝑡𝑡 from all neural observations up to time 𝑘𝑘, 𝐲𝐲1:𝑘𝑘. In addition to real-time 169 
filtering (𝑡𝑡|𝑡𝑡) which is displayed, DFINE can also perform smoothing or filtering in the presence of 170 
missing observations (Methods). Inference method is the same for unsupervised and supervised DFINE 171 
and is done purely based on neural observations as shown here (only model training is different) 172 
(Methods). 173 

Neural recordings and experimental tasks 174 

We demonstrate the DFINE method using both extensive numerical simulations as well as diverse 175 

datasets containing distinct behavioral tasks, brain regions, and neural signal types to show the 176 

generalizability of the method. We use datasets containing four behavioral tasks as follows. 177 

Saccade dataset 178 

A macaque monkey (Monkey A) performed saccadic eye movements toward 1 of 8 peripheral targets 179 

on a screen in a visually-guided oculomotor delayed response task, which we refer to as the saccade task 180 

in short43 (Fig. 2a, Methods). Each trial started by presenting a central fixation square to which the 181 

monkey was required to maintain fixation, followed by Target On, Go, Saccade Start and End time 182 

events (Fig. 2a, Methods). We define the preparation period as the time between Target On and Go 183 
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events, and the movement period as the time between Go and End events (Fig. 2a). We processed raw 184 

LFP signals in lateral prefrontal cortex (PFC) given their importance in saccadic eye movement 185 

representation12,44 (Methods).  186 

Motor datasets 187 

We used 3 independent motor datasets to show generalizability. For all motor datasets, we took the 188 

Gaussian smoothed spike counts as the neural signal to be modeled (Methods). The first motor dataset 189 

was a 3D naturalistic reach-and-grasp task, where the monkey performed naturalistic reach-and-grasps 190 

toward diverse locations in 3D space while the 3D endpoint hand position and velocity were measured 191 

and taken as the behavior variables11 (Monkey J, Fig. 2b, Methods). The neural recordings covered 192 

primary motor cortex (M1), dorsal premotor cortex (PMd), ventral premotor cortex (PMv) and PFC. The 193 

second motor dataset was a publicly available 2D random-target reaching task45,46, where PMd activity 194 

was recorded while the monkey made sequential 2D reaches on a screen using a cursor controlled with a 195 

manipulandum, and the 2D cursor position and velocity were tracked as the behavior (Monkey T, Fig. 196 

2c, Methods). The third motor dataset was a publicly available 2D grid reaching task47,48, where M1 197 

activity was recorded while the monkey controlled a cursor on a 2D surface in a virtual reality 198 

environment via its fingertip movements whose 2D position and velocity were tracked as the behavior 199 

(Monkey I, Fig. 2d, Methods).  200 
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 201 

Figure 2. Experimental tasks. (a) Events for the saccade task are shown. At the beginning of each trial, 202 
the subject is required to fixate its eyes on a baseline location (gray square). After fixation, the target is 203 
illuminated on the screen (Target On event). After a visual delay, the fixation square disappears, which 204 
signals a go command (Go event). Then the subject performs the saccade (Saccade Start event) and 205 
holds fixation on target to receive a liquid reward (End event). We define the preparation and movement 206 
periods as the durations between Target On and Go events, and the duration between Go and End 207 
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events, respectively. (b) In the naturalistic 3D reach-and-grasp task, an experimenter continuously 208 
moved a wand to diverse locations within a 3D area in front of the subject. The subject naturalistically 209 
reached to the object on the wand, grasped it, and returned its arm to the resting position. Movements 210 
were self-initiated without a specific go cue or timing instructions to isolate any parts of movements. (c) 211 
In the 2D random-target reaching task, the subject controlled a cursor (black circle) using a 212 
manipulandum. The task consisted of several sections, with each section having 4 sequential reaches to 213 
random targets (shown by colored squares) that appeared on the screen (only 2 reaches are shown here 214 
for simplicity). The subject performed self-initiated movements towards the targets. After a brief hold on 215 
a target, the next random target appeared at a pseudo-random location on the screen. (d) In the 2D grid 216 
reaching task, the subject controlled a cursor (blue dot) on a 2D grid in a virtual reality environment by 217 
moving its fingertip. Once the target (red circle) appeared on one of the circular locations on the grid 218 
(gray circles), the subject performed a self-paced movement towards the target, after which another 219 
target appeared from the set of possible targets. 220 

DFINE successfully learns the dynamics on diverse nonlinear manifolds and enables flexible 221 

inference in simulated datasets 222 

We first validated the DFINE model and its learning algorithm in numerical simulations. Given the 223 

plausibility of ring-like, spiral-like and toroidal structures in neural population activity in prior 224 

studies6,10,15,49, and to show the generality of the method to manifold types, we simulated trajectories on 225 

Swiss roll, Torus and ring-like manifolds as a proof of concept (Fig. 3, Methods). We synthesized 30 226 

different simulated sessions (each with 250 trials) with randomly selected noise values and with the 227 

manifolds uniformly chosen from the above possibilities (Methods). Given the noisy nature of neural 228 

recordings, the simulation observations were taken as the noisy realizations of the trajectories on the 229 

manifold (Fig. 3b).  230 

We found that DFINE can correctly infer the trajectories on the manifolds, even from noisy 231 

observations (Figs. 3a-c) and even in the presence of missing observations (Fig. 3f). First, the learned 232 

model’s one-step-ahead prediction error converged to that of the true model (Fig. 3d). Indeed, the 233 

difference between learned and the true model errors, normalized by the true model error, decreased 234 

from 1.564 ± 0.110 (mean ± sem) for randomly initialized models to 0.012 ± 0.004 for the learned 235 
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model, indicating convergence (Fig. 3d). Second, the same DFINE model enabled inference in the 236 

presence of missing observations (Figs. 3e-f). To show this, we randomly dropped neural observation 237 

datapoints from each trial to achieve a desired observed datapoint ratio, which is defined as the ratio of 238 

the datapoints that are maintained/not-dropped to the total number of datapoints (see Methods). DFINE 239 

predictions even for ratios as low as 0.2 were similar to when all datapoints were retained, showing that 240 

DFINE could use the learned dynamics to compensate for missing observations (Fig. 3e). Further, even 241 

for ratios as low as 0.05, DFINE still performed better than chance-level of 1 (Fig. 3e). Third, smoothing 242 

significantly improved the inference of trajectories because it could also leverage the future neural 243 

observations, and this improvement due to smoothing was more prominent in the lower observed 244 

datapoint ratios (Fig. 3e). Indeed, smoothing led to successful predictions even for ratios as low as 0.1 245 

(Fig. 3f). Overall, the simulation analysis showed that DFINE can learn the dynamics on diverse 246 

nonlinear manifolds, perform flexible inference both causally (filtering) and non-causally (smoothing), 247 

and succeed even in the presence of missing observations. 248 

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted March 14, 2023. ; https://doi.org/10.1101/2023.03.13.532479doi: bioRxiv preprint 

https://doi.org/10.1101/2023.03.13.532479


13 
 
 

 249 

Figure 3. DFINE successfully learns the dynamics on nonlinear manifolds and enables inference in 250 
the presence of missing observations in simulated datasets. (a) A sample simulated trajectory is 251 
shown for an example manifold (Swiss roll). The gray points are samples from the underlying manifold. 252 
Color evolution on the trajectory indicates time evolution into a trial as shown in the color bar. (b) Noisy 253 
observations of the trajectory are shown with the same color convention as in (a) and on top of the gray 254 
true trajectory. (c) After learning the DFINE model, inferred trajectory with smoothing is shown, which 255 
is essentially on top of the true trajectory represented with gray dots and masking it. (d) The learned 256 
models’ one-step-ahead prediction error converges to that of the true models. The plot shows the mean 257 
of one-step-ahead prediction error for the learned and true models across all simulated sessions, cross-258 
validation folds and trials. The shaded areas represent the 95% confidence bound of the mean. DFINE 259 
starts from a randomly initialized model, which has a chance-level one-step-ahead-prediction of 1. (e) 260 
Neural reconstruction error between the inferred and true trajectories is shown for smoothing and 261 
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filtering across various observed datapoint ratios. Dots represent the mean across simulated sessions and 262 
cross-validation folds and shaded area represents the 95% confidence bound. Error is essentially 263 
unchanged as samples are dropped in a large range of observed datapoint ratios and is significantly 264 
lower than chance-level of 1 for all ratios (𝑃𝑃 < 8.7 × 10−7, one-sided Wilcoxon signed-rank test). 265 
Smoothing is more accurate than filtering across all ratios (𝑃𝑃 < 8.7 × 10−7, one-sided Wilcoxon signed-266 
rank test).  (f) An example trajectory with missing observations and its smoothing and filtering inference 267 
for observed datapoint ratio of 0.1. Colored dots in the left panel are observed datapoints and the gray 268 
dots are shown to visualize the true underlying trajectory. 269 

DFINE extracts single-trial latent factors that accurately predict neural activity and behavior 270 

We then applied DFINE on the four independent datasets to show that it not only allows for flexible 271 

inference but also for accurate neural and behavior prediction. We compared DFINE’s single-trial latent 272 

factors to those of the linear (LDM) and nonlinear (SAE) benchmarks (Methods). We first visualized 273 

the condition-average and single-trial latent factor trajectories for the saccade task during both 274 

preparation (Fig. 4a) and movement periods (Fig. 4b), where condition is defined as the saccade target. 275 

We found that the latent factors inferred with DFINE not only captured inter-condition variabilities 276 

during movements even in single-trials (Fig. 4b), but also exhibited smooth trajectories with a 277 

discernable manifold structure in these noisy single-trials (Figs. 4a and 4b). This was unlike LDM that 278 

generally had noisier single-trial latent factor trajectories, and unlike SAE whose latent factor 279 

trajectories, while smooth, captured smaller inter-condition variabilities in single-trials (Figs. 4a and 280 

4b).  281 

We next quantified this ability to capture inter-condition variability by computing the single-trial 282 

neural and behavior prediction accuracies of 16-dimensional (16D) latent factors for each method. We 283 

picked this dimension because it was sufficient for the performance of all methods to converge across all 284 

datasets (Supplementary Fig. 1; SAE’s dynamic state dimension is taken to be much higher at 64, see 285 

Discussion and Methods). Note that during a given trial, SAE does not predict the neural observations 286 

into the future from its past because it needs to use all neural observations until the end of a trial to get 287 

the initial condition and then to extract the factor trajectories at every time-step from this initial 288 
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condition. Thus, while we computed the one-step-ahead neural prediction error for DFINE and LDM 289 

using only past neural observations, we gave SAE the advantage of doing neural reconstruction with 290 

smoothing based on both past and future neural observations instead.  291 

Despite this advantage given to SAE, DFINE was better at neural prediction not only compared with 292 

LDM but also compared with SAE across all datasets (Fig. 4c, Figs. 5a, 5d and 5g). In comparison with 293 

SAE and LDM, respectively, DFINE improved the accuracy of neural prediction in the 3D naturalistic 294 

reach-and-grasp task by 19.9 ± 1.8% and 49.0 ± 3.7% (Fig. 5a), in the 2D random-target reaching task 295 

by 56.7 ± 26.7% and 43.9 ± 7.3% (Fig. 5d), in the 2D grid reaching task by 27.8 ± 6.5% and 25.9 ±296 

2.2% (Fig. 5g), and in the saccade task by 10.9 ± 1.7% and 24.7 ± 1.3% (Fig. 4c). Similar results held 297 

for the comparison of DFINE with SAE in terms of neural reconstruction with smoothing 298 

(Supplementary Fig. 2, see also Discussion). 299 

In addition to its better neural prediction, DFINE also had higher behavior prediction accuracy 300 

compared to LDM and SAE in all tasks (Methods). In the motor tasks, improvements compared to SAE 301 

and LDM, respectively, were 7.7 ± 5.7% and 33.0 ± 4.0% in the 3D naturalistic reach-and-grasp task 302 

(Fig. 5b), 16.8 ± 17.1% and 17.9 ± 3.9% in the 2D random-target reaching task (Fig. 5e), and 21.2 ±303 

7.5%  and 11.6 ± 7.0% in the 2D grid reaching task (Fig. 5h). Also, for the saccade task, DFINE latent 304 

factors better predicted the saccade target class during the movement periods (Methods), with the 305 

saccade target classification AUC being 9.7 ± 3.9% and 11.8 ± 2.9% better than SAE and LDM, 306 

respectively (Fig. 4d).  307 

These results demonstrate that in addition to enabling flexible inference, DFINE’s single-trial latent 308 

factors were more predictive of both behavior and neural activity compared to the benchmark linear and 309 

nonlinear methods. 310 
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 311 

Figure 4. In the saccade dataset, DFINE outperformed benchmark methods in behavior and 312 
neural prediction accuracy, and more robustly extracted the ring-like manifold in single-trials. (a) 313 
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Condition-average (top row) and single-trial (bottom row) latent factor trajectories for an example 314 
session are shown for DFINE, LDM and SAE during the preparation period. Each color represents one 315 
target, i.e., condition. (b) Similar to (a), for the movement period. (c) DFINE had significantly higher 316 
neural prediction accuracy compared to LDM and SAE. All models had 16-dimensional latent factors 317 
(see Supplementary Fig. 1 for convergence). Black dots represent the accuracy in each cross-validation 318 
fold of each session, bars represent the mean, and error bars represent the 95% confidence bound. 319 
Asterisks indicate significance of comparison (*: 𝑃𝑃 < 0.05, **: 𝑃𝑃 < 0.005 and ***: 𝑃𝑃 < 0.0005, one-320 
sided Wilcoxon signed-rank test). (d) Behavior prediction measured by target classification accuracy 321 
was better with DFINE compared to LDM and SAE. Convention is the same as in (c). (e) TDA analysis 322 
on single-trial latent factors during the movement period is shown. The top left area of the plots 323 
corresponds to more robust extraction of the ring-like manifold (Methods). Circles represent mean 324 
across sessions and cross-validation folds and error bars represent the 95% confidence bound. TDA’s 325 
most persistent 1-dimensional hole had a significantly earlier birth and lasted significantly longer for 326 
DFINE compared to LDM and SAE (𝑃𝑃 < 5 × 10−4, one-sided Wilcoxon signed-rank test).  327 

DFINE more robustly extracts the manifold structure in single-trials 328 

Consistent with its better behavior and neural prediction, DFINE also more robustly captured the 329 

nonlinear manifold structure in single-trial data compared with both LDM and SAE. First, visualization 330 

of DFINE revealed a ring-like manifold structure in both condition-average and single-trial latent factors 331 

during both preparation and movement periods in the saccade task (Figs. 4a and 4b) and during the 332 

movement periods in the motor tasks (Supplementary Fig. 3). We also observed that this ring-like 333 

structure was much less apparent in single trials for LDM and SAE (e.g., Figs. 4a). To quantify this 334 

observation and whether DFINE was better able to extract this manifold in single-trials, we used TDA 335 

which uses persistent homology to quantify whether there exist holes in data, and if so how many42 336 

(Methods). TDA finds multi-dimensional holes (e.g., 1D hole is a ring and 2D hole is a 2D void) in data 337 

by growing the radius of 𝝐𝝐-balls around datapoints (Methods). If holes exist, a model that finds holes 338 

which are born earlier and last longer – i.e., are more persistent – is more robust in revealing the 339 

manifold structure in single-trials. Consistent with observing a ring in low-dimensional visualizations 340 

above, TDA revealed a persistent 1D hole in low-dimensional latent factors, which we then analyzed. 341 

Compared with benchmarks, in DFINE, the birth of the TDA’s most persistent 1D hole was significantly 342 
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earlier and its length was significantly larger during both preparation and movement periods for the 343 

saccade task (Fig. 4e and Supplementary Fig. 4; 𝑃𝑃 < 5 × 10−4, one-sided Wilcoxon signed-rank test), 344 

and during movement periods for all motor tasks (Figs. 5c, 5f, 5i; 𝑃𝑃 < 5 × 10−4, one-sided Wilcoxon 345 

signed-rank test). These results show that the ring-like manifold structure was more robustly captured 346 

with DFINE than both LDM and SAE.  347 

 348 
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Figure 5. In the motor datasets, DFINE outperforms benchmark methods in behavior and neural 349 
prediction accuracy, and more robustly identifies the ring-like manifold structure in single-trials. 350 
Figure convention for bars, asterisks for significance and for the TDA plots are the same as Fig. 4. 351 
DFINE again outperformed benchmarks in terms of neural prediction, behavior prediction, and robust 352 
extraction of the manifold structure in the naturalistic reach-and-grasp task (a-c), random-target reaching 353 
task (d-f), and 2D grid reaching task (g-i).  354 

DFINE can also be extended to enable supervision and improve behavior prediction accuracy  355 

So far, we presented the results of unsupervised DFINE in which the model is trained unsupervised 356 

with respect to behavior and to optimize neural prediction alone. To allow for considering continuous 357 

behavior measurements when available during training, we next developed supervised DFINE to train a 358 

model with latent factors that are optimized for both neural and behavior predictions (Fig. 1a; 359 

Methods). To validate the supervised DFINE method, we applied it to the motor datasets in which 360 

continuous behavior measurements were available during training.  361 

We found that supervised DFINE successfully improves the behavior prediction accuracy even 362 

though its model and inference architectures are identical to those in the unsupervised DFINE, and even 363 

though its inference only takes the same neural observations as input (Fig. 6; Methods). The latent 364 

factors of supervised DFINE better distinguished different task conditions across all motor datasets 365 

compared to those of unsupervised DFINE (Figs. 6a, 6c and 6e). Consistent with this observation, 366 

supervised DFINE significantly improved the behavior prediction accuracy compared to unsupervised 367 

DFINE across all motor datasets (Figs. 6b, 6d and 6f). These improvements were 13.6 ± 2.7% in the 368 

3D naturalistic reach-and-grasp task (Figs. 6b), 22.3 ± 1.8% in the 2D random-target reaching task 369 

(Figs. 6d), and 24.5 ± 2.5% for the 2D grid reaching task (Figs. 6f). Also, as expected, the neural 370 

prediction accuracy of supervised DFINE was significantly lower than unsupervised DFINE across all 371 

datasets (Supplementary Fig. 5); this is because supervised DFINE’s latent factors are optimized for 372 

both behavior and neural prediction while those of unsupervised DFINE are optimized purely for neural 373 

prediction.  374 
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 375 
Figure 6. Supervised DFINE extracts latent factors that are more behavior predictive. (a) 376 
Examples of condition-average latent factor trajectories for the unsupervised (left) and supervised (right) 377 
DFINE are shown for the 3D reach-and-grasp task. Each color represents one condition (i.e., movement 378 
to left or right; Methods). Supervised DFINE better separates different conditions. (b) Supervised 379 
DFINE improved the prediction of behavior, i.e., continuous position and velocity, in the 3D reach-and-380 
grasp task. Dots represent cross-validation folds across experimental sessions and the convention for 381 
bars, error bars and asterisks are the same as Fig. 4. Similar results held for the 2D random target 382 
reaching task (c-d) and 2D grid reaching task (e-f), where here each condition is a direction angle 383 
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interval/sector (for example, all movements whose direction angle is between 0-45 degrees regardless of 384 
where they start/end; Methods).  385 

DFINE can perform flexible inference with missing observations 386 

We next investigated whether DFINE can perform inference even in the presence of missing neural 387 

observations (Fig. 7). To do so, we uniformly dropped neural observations throughout the recordings 388 

(Methods) and performed inference in two ways: 1) filtering inference (causal) that only uses the past 389 

and present available neural observations, 2) smoothing inference (non-causal) that uses all available 390 

neural observations.  391 

We found that behavior prediction accuracies of DFINE remained relatively unchanged even when 392 

dropping up to 40% of observations (0.6 ratio), and remained well above the chance-level of 0 even 393 

when dropping 80% of observations (lowest 0.2 ratio)  (Figs. 7c-e; 𝑃𝑃 < 5 × 10−4, one-sided Wilcoxon 394 

signed-rank test). Also, behavior prediction accuracy with smoothing inference was significantly better 395 

than that with filtering inference across all observed datapoint ratios (Figs. 7c-e). Figs. 7a and 7b 396 

visually demonstrate that the smoothing inference yields more accurate reconstruction of the low-397 

dimensional latent trajectories as it leverages both past and future available observations. Indeed, the 398 

smoothed trajectories at observed datapoint ratio of 0.5 (Fig. 7a) look very similar to those for observed 399 

datapoint ratio of 1 (Fig. 6a right panel), showing ability to compensate for missing observations.  400 

We then compared DFINE with SAE in terms of inference in the presence of missing observations. 401 

Because SAE’s decoder network is modeled with an RNN, it is structured to take neural observation 402 

inputs at every time-step. To handle missing observations for SAE at inference, we imputed them with 403 

zeros in the test set as previously done33,34, extracted the latent factors, and computed the associated 404 

behavior prediction accuracy. DFINE outperformed SAE and, interestingly, this improvement grew 405 

larger at lower observed datapoint ratios (Supplementary Fig. 6). Indeed, DFINE’s degradation in 406 

performance due to missing observations was much lower than that of SAE (Supplementary Figs. 6b, 407 

6d and 6f). These analyses show that DFINE can flexibly compensate for missing observations and 408 
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perform both causal and non-causal inference with missing data. These analyses also show that DFINE’s 409 

non-causal inference can leverage future data for more accurate prediction when real-time processing is 410 

not needed. 411 

 412 
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Figure 7. DFINE can perform both causal and non-causal inference with missing observations and 413 
do so more accurately through non-causal inference. (a-b) Examples of condition-average (a) and 414 
single-trial (b) latent factor trajectories for filtering and smoothing inference with missing observations 415 
in the 3D reach-and-grasp task. Both DFINE filtering and smoothing captured the low-dimensional 416 
structure in single-trials, with smoothing doing so more accurately than filtering. (c) Behavior prediction 417 
accuracies of filtering and smoothing inferences are shown across various observed datapoint ratios for 418 
the 3D naturalistic reach-and-grasp task. Lines represent the mean across experimental sessions and 419 
cross-validation folds, and the shaded areas represent the 95% confidence bound. (d) Similar to (c), for 420 
the 2D random-target reaching task. (e) Similar to (c), for the 2D grid reaching task. See also 421 
Supplementary Fig. 6. 422 

Discussion 423 

We developed DFINE, a new nonlinear neural network model of neural population activity that 424 

enables the new capability for flexible inference, whether causally or recursively in real-time, non-425 

causally to leverage the entire data length, or in the presence of missing neural observations. This 426 

flexible inference capability is critical both for future neurotechnology and to study the neural basis of 427 

behavior in causal experiments. In addition to enabling this new capability for flexible inference, DFINE 428 

more accurately predicted both the neural and behavioral data and more robustly discovered the low-429 

dimensional neural manifold compared with linear and nonlinear benchmarks. We also developed a new 430 

algorithm to allow supervision for DFINE and to extract latent factors that are more behavior predictive, 431 

with no changes to the model architecture and inference properties otherwise. These capabilities and 432 

advantages generalized across four independent datasets with different behavioral tasks, brain regions, 433 

and neural signal modalities.  434 

DFINE allows for neural network modeling while also enabling flexible inference 435 

Many studies have shown that neural population activity can be summarized with a significantly 436 

lower-dimensional latent manifold structure1–12,14,50–52, often using linear dimensionality reduction 437 

methods1–3,5,7–12,14,50,52. To model the nonlinearities in neural population activity and better learn the 438 

underlying manifold structure4–6,10,29–32,37,38,51,53–62, while some studies have used spline loop fitting6 or 439 
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extensions of isometric feature mapping (Isomap)51, most works have leveraged the power of neural 440 

networks4,5,10,29–32,37,38,53–62. As models of neural data, neural networks have either been in the form of 441 

generative models4,13,29–32,61, whether static61 or dynamic4,13,29–32, or in the form of predictive models or 442 

decoders37,38,60. DFINE provides a dynamic generative model of neural data but with the major 443 

difference that it provides the new capability for flexible inference, in addition to being accurate in 444 

neural, behavior, and manifold prediction. DFINE has flexible inference in that it simultaneously 445 

enables recursive real-time/causal inference, non-causal inference, and inference in the presence of 446 

missing observations. Such flexible inference is critical to enable both real-time neurotechnology and 447 

accurate testing of scientific hypotheses, but is not achieved by prior neural network models of 448 

population activity.  449 

Prior generative network models do not provide these flexible inference properties. This is because 450 

their inference cannot be solved analytically and is usually performed with an inference/recognition 451 

network that is trained in conjunction with the generative network to approximate the posterior 452 

distribution of latent factors. Therefore, inference properties depend on how the inference network 453 

architecture is structured to process the neural observations. In many cases, the inference network 454 

structure does not allow for real-time recursive estimation of latent factors4,13,29,30,32, and/or does not 455 

directly enable inference in the presence of missing observations4,13,30–32. For example, SAEs4, which are 456 

often used as benchmarks for neural data, are suitable for non-causal processing and are not amenable to 457 

recursive causal/real-time inference.  With every new neural observation, the encoder RNN has to 458 

update the generator RNN’s initial latent state at time zero; then the generator RNN needs to reset and 459 

re-estimate its latent states throughout all time-steps to infer the latent factor at the time of the new 460 

neural observation. This non-recursive procedure is a large burden for real-time inference as the current 461 

estimate of latent factors cannot be utilized to get the next time-step’s factors. Indeed, all the latent 462 

factors have to be re-computed for every single new neural observation. In contrast, DFINE allows for 463 

recursive inference without the need to re-compute any of the past or current factors. In terms of 464 

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted March 14, 2023. ; https://doi.org/10.1101/2023.03.13.532479doi: bioRxiv preprint 

https://doi.org/10.1101/2023.03.13.532479


25 
 
 

addressing missing observations, while imputation techniques such as zero-padding have been used for 465 

SAEs or in general for models with RNNs33,34, it is known that such techniques usually yield sub-466 

optimal performance35,36. This is because imputing missing observations with zero in inference distorts 467 

the observation values. Similar to SAEs, in prior linear dynamical models with nonlinear embeddings30, 468 

inference again needs to use all neural observations, therefore recursive causal inference or inference 469 

with missing observations is not directly addressed. Similarly to these prior generative networks, prior 470 

predictive networks with RNN-based methods37–39 also do not allow for flexible inference because, this 471 

time, they do not enable non-causal inference given their forward RNN architecture and do not directly 472 

address missing observations as RNNs are structured to take inputs at every time-step. Further, unlike 473 

DFINE, these predictive networks do not directly learn a generative model of neural population activity 474 

and thus are largely used for decoding purposes rather than to study/infer neural population structure.  475 

Beyond neuroscience, dynamical modeling of sequential data has great importance for other domains  476 

such as for processing of videos63–65 or text66,67, with great progress made to date. However, neural data 477 

introduce distinct challenges that DFINE’s modeling architecture was specifically designed to handle. 478 

First, to consider the noisy nature of neural activity, we model and learn stochastic noise variables in 479 

DFINE. This allows us to model uncertainties and to fit the noise values to any specific dataset across 480 

diverse tasks, brain regions, and neural data modalities (e.g., spiking or LFP). In contrast, because video 481 

or text observations are deterministically observed or are much less noisy, in applications of videos and 482 

text, the stochastic noise variables are not necessarily included in the modeling or are tuned manually as 483 

hyperparameters63–67. In addition, instead of the common method of optimizing the evidence lower 484 

bound (ELBO) of data likelihood when noise variables exist4,30,64, we optimize the prediction accuracy 485 

of data into the future because optimizing ELBO could be challenging68–71 and a major goal of a 486 

dynamic model is future prediction; indeed, we observed instabilities when using ELBO as our 487 

optimization cost. Finally, unlike these video/text applications63–67, we also developed a supervised 488 

learning algorithm for DFINE to allow for modeling two different but related sets of sequential data 489 
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(neural activity and behavior here) and motivate the latent factors to be predictive of not just one but 490 

both time-series/sequences. In addition to modeling of neural/behavior data in neuroscience, this 491 

supervised learning algorithm could show promise for future applications of video/text data where 492 

another measured time-series/sequence is also of interest, e.g., inferring latent factors of videos 493 

regarding movements72. 494 

Linear temporal dynamics on the nonlinear manifold and extension across neural modalities 495 

To extend the linear dynamical models of neural population activity1,2,11,12,21,24–27, several prior 496 

studies have built nonlinear models of temporal dynamics using neural networks4,29,31,32 or Gaussian-497 

process based methods73–76. While DFINE develops a nonlinear neural network model, it keeps the 498 

temporal dynamics on the manifold linear for several reasons. First, the separation of the dynamic and 499 

manifold latent factors and the linear form of the former is what allows for flexible inference. Second, 500 

since all manifold and dynamic model parameters are trained together in an end-to-end single 501 

optimization, DFINE learns the best nonlinear manifold over which dynamics can be approximated as 502 

linearly as possible. This joint training gives the model the flexibility to change the nonlinear manifold 503 

as needed such that the dynamics on top of it can be closely approximated as linear. Third, recent work 504 

that dissociates the source of nonlinearity in neural population activity has shown that linear dynamics in 505 

the presence of other nonlinearities such as embeddings may be sufficient in explaining the neural 506 

observations39. Consistent with this finding, our results suggest that the linear description of temporal 507 

dynamics on the nonlinear manifold in DFINE does not degrade the neural and behavior prediction as 508 

DFINE even outperforms fully nonlinear SAEs with nonlinear temporal dynamics. This is despite the 509 

fact that these SAEs can have even more general nonlinear dynamics than the time-varying dynamics in 510 

LDM extensions, such as switching LDMs77–79 (Figs. 4 and 5). Finally, DFINE can be extended to allow 511 

for locally linear dynamics as described below to better capture potential nonlinearities that may not be 512 

fully captured using the joint optimization of the nonlinear manifold factors and dynamic factors.  513 
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In the DFINE model, we used a Gaussian distribution for neural observations such that our 514 

architecture can generalize across various neural data modalities including not only spike counts but also 515 

field potentials, which are continuous-valued. Indeed, field potentials can provide a robust modality for 516 

neurotechnologies17,80 and can have comparable performance to spiking activity when decoding certain 517 

behavior variables11,12,44,81–83. Field potentials can also reveal larger-scale network computations during 518 

behavior for basic science investigations11. Beyond this, extending DFINE to support other observation 519 

distributions is a future direction. 520 

DFINE’s major objective is to enable the new capability for flexible inference while also capturing 521 

nonlinearity, which is essential for neurotechnology. Nevertheless, to show that despite enabling this 522 

new capability, DFINE still allows for accurate modeling and inference, we compared it with SAEs 523 

using the LFADS architecture4 as a benchmark (Methods). For a fair comparison, similar to DFINE, we 524 

had LFADS use a Gaussian observation distribution to make it applicable to both spike counts and field 525 

potentials. To get a conservative estimate of the improvements in DFINE, we allowed LFADS to have a 526 

higher dynamics state dimension than DFINE (64 vs. 16; see Methods). For the choice of 527 

hyperparameters in LFADS, we picked the values given for one of the datasets in the original work4 that 528 

had the closest number of trials to our datasets (see Methods). It is possible that a comprehensive 529 

hyperparameter tuning can improve LFADS’s performance; however, this tuning would require 530 

significant training time given the complex architecture and its large number of hyperparameters. While 531 

an extension of LFADS, AutoLFADS84, could help with this tuning, the current AutoLFADS 532 

implementation does not support Gaussian observation distributions unlike LFADS and DFINE, and 533 

thus is not directly comparable to DFINE or applicable to the field potential modalities here. Further, 534 

AutoLFADS optimizes only the non-architectural hyperparameters during training and the architectural 535 

hyperparameter search (such as all layer/RNN latent state dimensions) still requires significant training 536 

resource/time. In contrast, DFINE uses the same architectural hyperparameters for all datasets in both its 537 

supervised and unsupervised versions, thus not requiring such an extensive search. This shows the 538 

(which was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprintthis version posted March 14, 2023. ; https://doi.org/10.1101/2023.03.13.532479doi: bioRxiv preprint 

https://doi.org/10.1101/2023.03.13.532479


28 
 
 

simple and generalizable architecture and training of DFINE. Further, AutoLFADS is an SAE and so 539 

does not support flexible inference. Nevertheless, to test the choice of LFADS hyperparameters here, we 540 

applied LFADS with these hyperparameters to a publicly available spiking dataset during a maze task85 541 

that has recently been tested with AutoLFADS. We found that LFADS with the chosen hyperparameters 542 

here had a behavior decoding performance similar to that reported for AutoLFADS on this same maze 543 

data85, suggesting the appropriateness of the chosen LFADS hyperparameters here.  544 

Revealing low-dimensional manifold structure in the saccade and motor datasets 545 

Latent factor models have led to significant insight about neural population coding during various 546 

behavioral tasks. For example, rotatory low-dimensional structure in the neural population activity has 547 

been prevalently observed1,2,4–6,8–10,14,49,55,86,87, in the motor system during movements1,2,4,9,10,49,55,86,87 as 548 

well as other systems during tasks such as a syllables task8, in a ready-set-go task while performing a 549 

saccade5, in an exploration task in the head direction system6, and during auditory stimulation14. Here, 550 

DFINE found latent factors that consistently had ring-like manifold structures as revealed by 551 

visualization and TDA analysis. Importantly, DFINE extracted such ring-like manifold structures more 552 

robustly in single-trials compared with LDM and SAE in all datasets. 553 

In addition to allowing for flexible inference, the separation of dynamic and manifold factors in 554 

DFINE can facilitate neuroscientific interpretation. We can interpret the manifold latent factors as 555 

capturing the global latent structure of the population code and the dynamic latent factors as revealing its 556 

local properties and variations. This is because the same manifold can be traversed in many ways, which 557 

are captured by the dynamic latent factors; thus, dynamic factors may correspond to local changes in 558 

behavior while manifold factors may relate to global changes in behavior. Combined with its accurate 559 

and robust discovery of the latent structure, this separation can also facilitate the use of DFINE for 560 

investigations and interpretations across diverse domains of neuroscience.    561 
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Future directions 562 

Given its flexible training using backpropagation, there are several ways to extend DFINE while 563 

maintaining all its current advantages such as flexible inference. Here, we modeled the output neural 564 

observations with a Gaussian distribution to be generalizable across various neural modalities whether 565 

spike counts or field potentials for example. Changing the output distribution to generalized linear 566 

models (GLM) such as Poisson/point process likelihood functions11,25–27,30,84,88 or multiscale observation 567 

models11,89–92 can be explored in the future. Multiscale observation models require extra care to fuse 568 

information across multiple scales when recovering the latent manifold93. Finally, inputs could also be 569 

modeled in the future by incorporating them in the LDM part of the model for example for stimulation 570 

applications17,94.  571 

Taken together, DFINE provides a novel tool that allows for flexible inference of low-dimensional 572 

latent factors while capturing nonlinearities and enabling accurate neural, behavior, and manifold 573 

prediction. As such, DFINE can be used both for probing neural population activity across diverse 574 

domains of neuroscience and for developing future neurotechnology.   575 
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Methods 576 

Neural data recordings 577 

We performed our analyses on four diverse datasets containing distinct behavioral tasks, brain 578 

regions, and neural signal types to show the generalizability of the results.  579 

Saccade task 580 

A macaque monkey (Monkey A) performed saccadic eye movements during visually-guided 581 

oculomotor delayed response task43 (Fig. 2a). Each experimental session (13 sessions in total) consisted 582 

of several trials towards one of eight peripheral targets on a screen. All surgical and experimental 583 

procedures were performed in compliance with the National Institutes of Health Guide for Care and Use 584 

of Laboratory Animals and were approved by the New York University Institutional Animal Care and 585 

Use Committee. Trials began with the illumination of a central fixation square. The subject was trained 586 

to maintain its eyes on the square for about 500-800ms. After this baseline period, a visual cue was 587 

flashed for 300ms at one of the eight peripheral locations to indicate the target of the saccade (Target On 588 

event). After a delay, the central fixation square was extinguished, indicating the Go command to start 589 

the saccade (Go event). The subject was trained to perform the saccade (Saccade Start event) and 590 

maintain fixation on the target for an additional 300ms. A fluid reward was then delivered. The visual 591 

stimuli were controlled via custom LabVIEW (National Instruments) software. Eye position was tracked 592 

with an infrared optical eye tracking system (ISCAN) and from these positions some of the task events 593 

such as Saccade Start were identified. In this task, there are eight task conditions, each representing 594 

trials to one of the eight targets. During the task, LFP signals were recorded from lateral PFC with a 595 

semi-chronic 32-microelectrode array microdrive (SC32-1, Gray Matter Research). Raw LFP signals 596 

were low-pass filtered at 300 Hz and down-sampled to 20 Hz leading to a LFP observation every 50ms.   597 
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Naturalistic 3D reach-and-grasp task 598 

A macaque monkey (Monkey J) performed a naturalistic reach-and-grasp task in a 50 × 50 × 50 cm3 599 

workspace for a liquid reward across seven experimental sessions (Fig. 2b). All surgical and 600 

experimental procedures were performed in compliance with the National Institute of Health Guide for 601 

Care and Use of Laboratory Animals and were approved by the New York University Institutional 602 

Animal Care and Use Committee. During the task, the subject naturalistically reached for an object 603 

positioned on a wand, grasped it, released it and then returned its hand to a natural resting position11. 604 

The wand was continuously moved around by the experimenter within a diverse spatial area in front of 605 

the subject11. The task was performed continuously in time without any instructions to isolate reach-and-606 

grasp movement components. A total of 23 retroreflective markers were attached on the subject’s right 607 

arm and monitored using infrared and near-infrared motion capture cameras (Osprey Digital RealTime 608 

System, Motion Analysis Corp., USA) at a sampling rate of 100 frames 𝑠𝑠−1. We labeled 3D marker 609 

trajectories on the arm and hand (Cortex, Motion Analysis Corp., USA). The behavior variables were 610 

taken as the arm kinematics, i.e., the position and velocity of the wrist marker in the x, y and z 611 

directions. On each frame, motion capture camera data acquisition was synchronized to the neural 612 

recordings using a synchronization trigger pulse. The task lacked pre-defined trial structure or pre-613 

defined target locations. Therefore, we identified the trial starts and ends from the velocity of the hand 614 

movement11, where the start of the trials was set to the start of the reach, and the end of the trials was set 615 

as the end of return and hold durations of the movement (Fig. 2b). To show condition-average 616 

visualizations, we partitioned the trials into two different conditions corresponding to left-ward or right-617 

ward reaches along the horizontal axis in front of the subject, respectively. The horizontal axis was 618 

chosen for this division because it explained the largest variability in the reach locations. 619 

Neural activity was recorded from M1, PMd, PMv and PFC in the left (contralateral) hemisphere 620 

with an array containing 137 microelectrodes (large-scale micro-drive system, Gray Matter Research, 621 

USA). Similar to our prior work11, we analyzed the pool of top 30 spiking channels sorted based on the 622 
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individual channel behavior prediction accuracies. Spiking activity was calculated by counting the 623 

spikes in 10-ms bins and applying a Gaussian kernel smoother50,52,73,95,96 (with 30ms standard deviation), 624 

followed by down-sampling to have spiking activity observations every 50ms. 625 

2D random-target reaching task 626 

A macaque monkey (Monkey T) performed a 2D random-target reaching task with an on-screen 627 

cursor in a total of three experimental sessions45 (Fig. 2c). All surgical and experimental procedures 628 

were consistent with the guide for the care and use of laboratory animals and approved by the 629 

institutional animal care and use committee of Northwestern University45,46. The subject controlled the 630 

cursor using a two-link planar manipulandum while seated in a primate chair. Hand movements were 631 

constrained to a horizontal plane within a 20 × 20 cm2 workspace. The task consisted of several 632 

sections in each of which the subject performed 4 sequential reaches to random visual targets that 633 

appeared on the screen to receive a liquid reward (Fig. 2c). Within each section, after reaching the target 634 

and holding for a short period, the next target appeared in a pseudo-random location within a circular 635 

region (radius = 5-15 cm, angle = 360 degrees) centered on the current target. On average, the next 636 

target appeared approximately 200ms after the subject reached the current target. The task naturally 637 

consisted of non-stereotyped reaches to different locations on a 2D screen unlike traditional center-out 638 

cursor control tasks with stereotyped conditions45. Here, 2D cursor position and velocity in x and y 639 

directions were used as behavior variables. To show condition-average visualizations, we partitioned the 640 

reaches into 8 different conditions given the direction angle between the start and end point of the cursor 641 

trajectory (Supplementary Fig. 7). The angle of movement specifies the 8 conditions, which correspond 642 

to movement angle intervals of 0-45, 45-90, 90-135, 135-180, 180-225, 225-270, 270-315, and 315-360, 643 

respectively.  644 

The subject was implanted with a 100-electrode array (Blackrock Microsystems) in PMd. After spike 645 

sorting, two sets of units were excluded from analysis in the original work45: 1) the units with low firing 646 

rates (smaller than 2 spike/s), 2) the units that had high correlations with other units. This led to 46, 49 647 
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and 57 number of units across different recording sessions. Spiking activity was calculated by counting 648 

the spikes in 10-ms bins and applying a Gaussian kernel smoother (with 30ms standard deviation), 649 

followed by down-sampling to have spiking activity observations every 50ms. 650 

2D grid reaching task 651 

A macaque monkey (Monkey I) performed a 2D grid reaching task by controlling a cursor on a 2D 652 

surface in a virtual reality environment47,48 (Fig. 2d). All animal procedures were performed in 653 

accordance with the U.S. National Research Council’s Guide for the Care and Use of Laboratory 654 

Animals and were approved by the UCSF Institutional Animal Care and Use Committee47,48. Circular 655 

targets with 5mm visual radius within an 8-by-8 square grid or an 8-by-17 rectangular grid were 656 

presented to the subject and the cursor was controlled with the subject’s fingertip position. Fingertip 657 

position was monitored by a six-axis electromagnetic position sensor (Polhemus Liberty, Colchester, 658 

VT) at 250 Hz and then non-causally low-pass filtered to reject sensor noise (4th order Butterworth filter 659 

with 10 Hz cutoff). The subject was trained to acquire the target by holding the cursor in the respective 660 

target-acceptance zone, a square of 7.5mm edge length centered around each target, for 450ms. After 661 

acquiring the target, a new target was drawn from the possible set of targets. In most sessions, this set 662 

was generated by replacement, i.e., the last acquired target could be drawn as the new target. However, 663 

the last acquired target was removed from the set in some sessions. Even though there was no inter-trial 664 

interval between consecutive reaches, there existed a 200ms “lockout interval” after target acquisition 665 

where no new target could be acquired. 2D cursor position and velocity in x and y directions were used 666 

as behavior variables. To show condition-average visualizations, we partitioned the reaches into 8 667 

different conditions based on their direction angle as in the 2D random-target reaching task.  668 

One 96-channel silicon microelectrode array (Blackrock Microsystems, Salt Lake City, UT) was 669 

implanted into the subject’s right hemisphere (contralateral) M1. Total of seven sessions (sessions 670 

20160622/01 to 20160921/01) were used in our manuscript39. We analyzed the pool of top 30 neurons 671 

sorted based on the individual neuron behavior prediction accuracies. Spiking activity was calculated by 672 
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counting the spikes in 10-ms bins and applying a Gaussian kernel smoother (with 30ms standard 673 

deviation), followed by down-sampling to have spiking activity observations every 50ms. 674 

DFINE model 675 

We develop a neural network architecture that allows for accurate nonlinear description similar to 676 

deep neural networks, but in a manner that also enables flexible inference similar to LDM. To do so, we 677 

develop a new neural network in which we introduce two distinct sets of latent factors for 𝑛𝑛y-678 

dimensional neural population activity 𝐲𝐲𝑡𝑡 ∈ ℝ𝑛𝑛y×1: dynamic latent factors 𝐱𝐱𝑡𝑡 ∈ ℝ𝑛𝑛x×1 and manifold 679 

latent factors 𝐚𝐚𝑡𝑡 ∈ ℝ𝑛𝑛a×1, where 𝑛𝑛x and 𝑛𝑛a are the factor dimensions/hyperparameters to be picked. The 680 

key idea here is to incorporate a middle noisy manifold layer 𝐚𝐚 between the dynamic latent factors 𝐱𝐱 and 681 

neural observations 𝒚𝒚, which allows us to separate the model into a nonlinear manifold component and a 682 

linear dynamical component evolving on this nonlinear manifold (Fig. 1a). This separation plays a key 683 

role in enabling the new flexible inference properties of the network to optimally perform: 1) recursive 684 

causal inference (filtering), 2) non-causal inference with all observations (smoothing), and 3) inference 685 

in the presence of missing observations. Specifically, the separation enables flexible inference using a 686 

Kalman filter for the bottom dynamic part of the model in Fig. 1a that infers the dynamic factors 𝐱𝐱 from 687 

the manifold factors 𝐚𝐚 (Fig. 1b). We now describe the network architecture consisting of the dynamic 688 

and manifold factors.  689 

First, the dynamic latent factor evolves in time with a linear Gaussian model: 690 

 𝐱𝐱𝑡𝑡+1 = 𝐀𝐀𝐱𝐱𝑡𝑡 +  𝐰𝐰𝑡𝑡. (1) 

where 𝐰𝐰𝑡𝑡 ∈ ℝ𝑛𝑛x×1 is a zero-mean Gaussian noise with covariance matrix 𝐖𝐖 ∈ ℝ𝑛𝑛x×𝑛𝑛x and 𝐀𝐀 ∈ ℝ𝑛𝑛x×𝑛𝑛x 691 

is the state transition matrix. The manifold latent factor 𝐚𝐚𝑡𝑡 is related to the dynamic latent factor 𝐱𝐱𝑡𝑡 as: 692 

 𝐚𝐚𝑡𝑡 = 𝐂𝐂𝐱𝐱𝑡𝑡 +  𝐫𝐫𝑡𝑡, (2) 
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where 𝐂𝐂 ∈ ℝ𝑛𝑛a×𝑛𝑛x is the emission matrix and 𝐫𝐫𝑡𝑡 ∈ ℝ𝑛𝑛a×1 is a white Gaussian noise with covariance 693 

matrix 𝐑𝐑 ∈ ℝ𝑛𝑛a×𝑛𝑛a. Equations (1) and (2) together form an LDM with 𝐚𝐚𝑡𝑡 being the Gaussian noisy 694 

observations. We denote the parameter set of this LDM by 𝜓𝜓 = {𝐀𝐀,𝐖𝐖,𝐂𝐂,𝐑𝐑,𝛍𝛍0,𝚲𝚲0}, where 𝛍𝛍0 and 𝚲𝚲0 695 

are the initial estimate and covariance of the dynamic latent factors, respectively.  696 

Second, to model nonlinearities, we use autoencoders to learn the mapping between neural 697 

observations 𝐲𝐲𝑡𝑡 and manifold latent factors 𝐚𝐚𝑡𝑡. In general, autoencoders are static generative models 698 

made of two parts: the encoder that maps the observations to a bottleneck representation and the decoder 699 

that takes this bottleneck representation to the observations. Here, autoencoder observations are the 700 

neural observations and autoencoder bottleneck representation is given by the manifold latent factors. 701 

We model the decoder part as a nonlinear mapping f𝜃𝜃(⋅) from manifold latent factors to neural 702 

observations: 703 

 𝐲𝐲𝑡𝑡 = f𝜃𝜃(𝐚𝐚𝑡𝑡) +  𝐯𝐯𝑡𝑡, (3) 

where 𝜃𝜃 are parameters and 𝐯𝐯𝑡𝑡 ∈ ℝ𝑛𝑛y×1 is a white Gaussian noise with covariance 𝐕𝐕 ∈ ℝ𝑛𝑛y×𝑛𝑛y. We 704 

model nonlinear mappings with MLPs as they are universal approximators of any nonlinear function 705 

under mild conditions40. Equations (1)-(3) together form the generative model (Fig. 1a). For inference 706 

(next section), we also need the mapping from 𝐲𝐲𝑡𝑡 to 𝐚𝐚𝑡𝑡, which we characterize as: 707 

 𝐚𝐚𝑡𝑡 = f𝜙𝜙(𝐲𝐲𝑡𝑡) (4) 

where f𝜙𝜙(⋅) represents the encoder in the autoencoder structure and is parameterized by another MLP 708 

(Fig. 1a). 709 

The inference problem  710 

Using the model in equation (1)-(4), we need to infer both the manifold and dynamic latent factors 711 

from neural observations 𝐲𝐲1:𝑇𝑇, where 𝑇𝑇 is the total number of time steps for the observations. We use the 712 

subscript 𝑡𝑡|𝑘𝑘 to denote the inferred latent factors at time 𝑡𝑡 given 𝐲𝐲1:𝑘𝑘. Therefore, 𝑡𝑡|𝑡𝑡 denotes filtering 713 
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(causal) inference given 𝐲𝐲1:𝑡𝑡 and 𝑡𝑡|𝑇𝑇 denotes smoothing (non-causal) inference given 𝐲𝐲1:𝑇𝑇. As an 714 

intermediate step called nonlinear manifold embedding, we first directly but statically get an initial 715 

estimate of 𝐚𝐚𝑡𝑡 based on 𝐲𝐲𝑡𝑡 from equation (4) as 𝐚𝐚�𝑡𝑡 = f𝜙𝜙(𝐲𝐲𝑡𝑡) to provide the noisy observations of the 716 

dynamical model, i.e. 𝐚𝐚�𝑡𝑡, in Fig. 1b. Having obtained 𝐚𝐚�𝑡𝑡, we can now use the dynamical part of the 717 

model in equations (1) and (2) to infer 𝐱𝐱𝑡𝑡|𝑡𝑡 with Kalman filtering from 𝐚𝐚�1:𝑡𝑡, and infer 𝐱𝐱𝑡𝑡|𝑇𝑇 with Kalman 718 

smoothing97 from 𝐚𝐚�1:𝑇𝑇. We can then infer the manifold latent factor as 𝐚𝐚𝑡𝑡|𝑡𝑡 = 𝐂𝐂𝐂𝐂𝑡𝑡|𝑡𝑡 and 𝐚𝐚𝑡𝑡|𝑇𝑇 = 𝐂𝐂𝐱𝐱𝑡𝑡|𝑇𝑇 719 

based on equation (2). Note that 𝐚𝐚𝑡𝑡|𝑡𝑡 is inferred not only based on the neural observations but also based 720 

on the learned dynamical model using the Kalman filter, and thus this inference aggregates information 721 

over time dynamically.  722 

The inference above has the following major advantages compared with prior generative neural 723 

network models that train a non-causal inference network and use all observations in a trial. First, we 724 

can tractably infer latent factors recursively in real-time, i.e., use the current inferred dynamic latent 725 

factors 𝐱𝐱𝑡𝑡|𝑡𝑡  to calculate the next step’s inferred value 𝐱𝐱𝑡𝑡+1|𝑡𝑡+1. Second, we can handle missing 726 

observations by doing only forward prediction with the Kalman predictor at time-steps when 727 

observations are missing, without any need to impute 0 value for these missing observations as done 728 

previously11,28,98. Third, we can perform both causal filtering and non-causal smoothing inference with 729 

the same learned model. 730 

The learning problem 731 

Neural network model parameters are learned to optimize a cost function. When stochastic noise 732 

variables exist4,30,64, this cost is typically taken as the ELBO. But optimizing ELBO can be difficult68–71 733 

and the direct goal of dynamical modeling is to predict neural and/or behavior dynamics. Thus, we 734 

instead define our cost as the k-step-ahead prediction error in predicting neural observations 𝑘𝑘 time-735 

steps into the future, i.e., the error between 𝒚𝒚𝑡𝑡+𝑘𝑘 and its prediction from 𝒚𝒚1:𝑡𝑡 denoted by 𝒚𝒚𝑡𝑡+𝑘𝑘|𝑡𝑡. What 736 

allows us to use this cost is that our model enables efficient recursive inference/prediction to compute 737 

the k-step-ahead prediction error (Fig. 1b) in the presence of noise; this is because we can run all 738 
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forward predictions with a single run of Kalman filtering. Thus, our cost 𝐿𝐿 is a function of all parameters 739 

as: 740 

 
 
 
 

𝐿𝐿(𝜓𝜓,𝜃𝜃,𝜙𝜙) = ��𝑒𝑒(𝐲𝐲𝑡𝑡+𝑘𝑘|𝑡𝑡 , 𝐲𝐲𝑡𝑡+𝑘𝑘)
𝑇𝑇−𝑘𝑘

𝑡𝑡=1

+ 𝜆𝜆reg𝐿𝐿2(𝜃𝜃,𝜙𝜙),
𝐾𝐾

𝑘𝑘=1

 (5) 

where 𝐾𝐾 denotes the maximum horizon for future-step-ahead prediction and 𝑒𝑒(⋅,⋅) denotes the error 741 

measure. 𝑇𝑇 is the length of the time-series, i.e., the length of each batch in the mini-batch gradient 742 

descent99. 𝐿𝐿2(𝜃𝜃,𝜙𝜙) is an 𝐿𝐿2 penalty for the autoencoder parameters {𝜃𝜃,𝜙𝜙} to prevent overfitting with 743 

regularization hyperparameter 𝜆𝜆reg99. In practice, we use root mean-squared error (RMSE) for the error 744 

measure 𝑒𝑒(⋅,⋅).  745 

Supervised DFINE learning 746 

In the unsupervised DFINE, latent factors are optimized to be predictive of neural population activity. 747 

To address situations in which neural dynamics of a specific behavior are of interest, we develop a new 748 

learning algorithm for DFINE that aims to extract latent factors that are more predictive of that behavior. 749 

We call the resulting algorithm supervised DFINE. In particular, when continuous behavior variables 750 

𝐳𝐳𝑡𝑡 ∈ ℝ𝑛𝑛z×1 are available during training, we use them to supervise the training and learn latent factors 751 

that are predictive of not only neural observations but also behavior variables. This is done by adding an 752 

auxiliary neural network, termed mapper MLP network, to the DFINE graphical model during training 753 

only (Fig. 1a); this mapper network maps the manifold latent factor 𝐚𝐚t to behavior variables 𝐳𝐳𝑡𝑡 during 754 

training (the link from 𝐚𝐚 to 𝐳𝐳 in Fig. 1a) and is written as 𝐳𝐳𝑡𝑡 = 𝑓𝑓𝛾𝛾(𝐚𝐚𝑡𝑡) + 𝐪𝐪𝑡𝑡, where 𝐪𝐪𝑡𝑡 ∈ ℝ𝑛𝑛z×1 is white 755 

Gaussian noise. Now to motivate the network to learn latent factors that are predictive of both behavior 756 

and neural observations, we add the behavior prediction error to the cost function in equation (5) as 757 

follows: 758 

 
 
 

𝐿𝐿(𝜓𝜓,𝜃𝜃,𝜙𝜙, 𝛾𝛾) = ��𝑒𝑒(𝐲𝐲𝑡𝑡+𝑘𝑘|𝑡𝑡 , 𝐲𝐲𝑡𝑡+𝑘𝑘)
𝑇𝑇−𝑘𝑘

𝑡𝑡=1

+ 𝜆𝜆beh�𝑒𝑒(𝑓𝑓𝛾𝛾(𝐚𝐚𝑡𝑡) , 𝐳𝐳𝑡𝑡)
𝑇𝑇

𝑡𝑡=1

 + 𝜆𝜆reg𝐿𝐿2(𝜃𝜃,𝜙𝜙 , 𝛾𝛾),
𝐾𝐾

𝑘𝑘=1

 (6) 
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where 𝜆𝜆beh is a hyperparameter. Larger values of 𝜆𝜆beh put more emphasis on behavior prediction vs. 759 

neural prediction and vice versa. Note that the parameters of the auxiliary MLP (𝛾𝛾) are also added to the 760 

regularization term in the cost function.  761 

We emphasize that after training of supervised DFINE is completed, the mapper MLP is discarded 762 

and not used for inference. The inference of latent factors remains identical to that in unsupervised 763 

DFINE, and is done purely based on neural observations and independent of behavior variables (Fig. 764 

1b). The only difference is that supervised DFINE’s learned model has different parameter values given 765 

that its learning algorithm is distinct as described above. 766 

DFINE learning: hyperparameters and details 767 

Given a set of observation, we learn the model parameters by minimizing the cost function in (5). We 768 

used MLP architectures containing 3 hidden layers each with 32 units for 𝑓𝑓𝜃𝜃(⋅) and 𝑓𝑓𝜙𝜙(⋅) in decoder and 769 

encoder parts of the model, respectively. The activation function used for the units was set to tanh(⋅). 770 

We used back propagation with mini-batch gradient descent implemented by ADAM optimizer100 to 771 

learn the model parameters and we continued the training for 300 epochs. We used 0.02 for the initial 772 

learning rate of the ADAM optimizer. We set the maximum horizon for future-step-ahead prediction 𝐾𝐾 773 

such that the future predictions cover at least 100ms into the future, therefore we set 𝐾𝐾 = 2 − 4 to 774 

optimize the cost function across various datasets (note our time step is 50ms). We use the regularization 775 

parameter 𝜆𝜆reg = 10 to prevent overfitting. 𝜆𝜆beh was set to 100 across all the supervised DFINE models 776 

to put emphasis on the improved behavior prediction accuracy. 777 

Evaluation using five-fold cross-validation 778 

For all analyses in this work, we performed five-fold cross-validation, where we divide the data into 779 

five equal-sized folds, use 4 folds as the training set to learn the model, and leave one fold out for the 780 
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test set to evaluate the learned models. Below, we expand on the evaluation metrics used in this 781 

manuscript. 782 

Behavior prediction accuracy 783 

Saccade task: For any method, we quantified the behavior prediction accuracy of the latent factor 784 

time-series during movement periods by calculating the target classification accuracy using these factors 785 

(Fig. 2a). To address the inter-trial variability in the length of movement periods so that the classifier 786 

can be applied to latent factors in any trial, we performed an identical preprocessing step for the latent 787 

factors from all methods. For this preprocessing, we linearly interpolated the latent factor time-series 788 

duration to 400 datapoints and uniformly sampled 10 datapoints (i.e., every 40 datapoints after 789 

interpolation). After this preprocessing and by flattening the processed factors, we obtained the 790 

classification features with dimension equal to 10 × latent factor dimension. For training and test 791 

trials, we used these processed features to learn classifiers and perform classification. In addition, to 792 

compute the performance given the limited number of trials in the training and test sets, for all methods, 793 

we averaged the classification accuracies of all binary classifiers (for each class vs. another class) rather 794 

than performing an 8-class classification. We used nonlinear support vector machines (SVM) with 795 

Gaussian kernels to perform the binary classification. The width or standard deviation of the Gaussian 796 

kernel for each training fold was picked based on inner cross-validation. To assess the target 797 

classification accuracy, we used AUC of the receiver’s operating curve41 for all binary classifiers and 798 

computed the mean performance for each test cross-validation fold.  799 

Motor datasets: Here behavior variables were continuous. For any method, to quantify the behavior 800 

prediction accuracy, we learned an MLP regression model from the smoothed latent factors to the 801 

observed behavior variables in the training set. In the test set, we used the learned MLP regression 802 

model to get the predicted behavior variables from the latent factors. We used Pearson’s correlation 803 

coefficient (CC) to quantify the behavior prediction accuracy in each test cross-validation fold. 804 
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Neural prediction accuracy 805 

We quantify the neural prediction accuracy by calculating how accurately models predict neural 806 

observations one-step-ahead into the future from their own past. For the DFINE model, we use 𝐲𝐲𝑡𝑡+1|𝑡𝑡 =807 

f𝜃𝜃�𝐚𝐚𝑡𝑡+1|𝑡𝑡� as the one-step-ahead neural prediction. For LDM, neural prediction is given by the classic 808 

Kalman predictor89,98. However, sequential autoencoders (SAE) do not perform one-step-ahead 809 

prediction during the trials as they have a non-causal inference architecture and need to observe all 810 

neural observations to infer the latent factors and reconstruct the neural observations (see Discussion). 811 

We thus give SAEs an advantage by allowing them to use all neural observations (instead of just past 812 

observations) and thus to perform neural reconstruction instead of one-step-ahead neural prediction. We 813 

also compared DFINE’s neural reconstruction accuracy given by 𝐲𝐲𝑡𝑡|𝑇𝑇 = f𝜃𝜃�𝐚𝐚𝑡𝑡|𝑇𝑇� to SAE’s neural 814 

reconstruction accuracy in Supplementary Fig. 2 with similar conclusions. We use Pearson’s 815 

correlation coefficient (CC) to quantify the neural prediction accuracy in each test cross-validation fold. 816 

Topological data analysis (TDA) metrics 817 

To quantify how robustly models identify the latent manifold structure in single-trials, we applied 818 

TDA42 on smoothed latent factors. TDA uses persistent homology42 to find multi-dimensional holes (e.g. 819 

1D hole is a ring, 2D hole is a 2D void) in data by growing the radius of 𝝐𝝐-balls around datapoints, 820 

which are connected when they touch. TDA finds the manifold type by counting the number of 821 

persistent multi-dimensional holes in the data-manifold. For example, a torus has one 2D hole and two 822 

1D holes42. We run TDA on smoothed single-trial latent factors of the learned models in the cross-823 

validation test set and assess the most persistent hole’s birth and length. The most persistent hole is the 824 

hole that lasts the longest. The birth happens at the 𝝐𝝐 value at which the hole appears (smaller values 825 

correspond to earlier births) and the length is the 𝝐𝝐 interval for which the hole lasts. To assess robustness 826 

in single-trials, we ask for which model TDA finds holes that are born earlier and last longer, i.e., are 827 

more persistent: the sooner a hole is born (at shorter radius) and the longer it lasts (at longer radius), the 828 

more prevalent/robust it is in the latent factors extracted. To take into account scaling differences in the 829 
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latent space of each method, we z-score single-trial latent factors in each dimension before running 830 

TDA. To visualize the TDA results, for the most persistent holes, we plot their lengths vs. births. On this 831 

plot, the optimal frontier is the top left area of the plot indicating earlier births and longer lengths. To 832 

aggregate the results in each test cross-validation fold, we average the birth and length values of TDA 833 

for single-trial latent factors in that test fold. 834 

Implementation details for benchmark methods 835 

SAE: For SAE, we use the architecture named LFADS4, which is a common benchmark nonlinear 836 

model of neural population activity12,29,32. LFADS is a RNN-based variational SAE4. LFADS takes 837 

fixed-length segments of data as input and encodes each segment into a bottleneck latent factor, which 838 

serves as the initial condition for the decoder’s network (i.e., generator). Given this initial condition, the 839 

generator RNN propagates the latent states, generates a factor time-series, which then reconstructs a 840 

smoothed copy of the input data segment. We train LFADS using the publicly available source code4 841 

and using hyperparameters in row 2 of the Supplementary table 1 in the original manuscript4 because the 842 

number of trials in the dataset associated with row 2 was closest to our datasets. The dimensionality of 843 

the generator RNN’s latent state in LFADS represents its dynamical memory and the number of values 844 

used at any given time-step to generate the dynamics/states of the next time-step, thus representing its 845 

dynamics state dimension12. We keep the generator RNN’s latent state dimension (and thus the initial 846 

condition latent factor dimension) high enough and set it to 64. This gives an advantage to LFADS in 847 

terms of modeling the dynamics because it gives LFADS a higher dynamics state dimension of 64 848 

compared to DFINE that has this dimension at 16. We use a Gaussian observation distribution to train 849 

LFADS so that, like DFINE, it can be applied for all neural modalities considered here whether spike 850 

counts or LFP. We use the LFADS factor time-series as the latent factors of LFADS in our 851 

analyses/comparisons as was done in the original manuscript4.  852 
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LFADS can only be trained on 3D data tensors (trial × time × observation dimension) given its 853 

SAE structure. Thus, for its model training and inference, we split the continuous data into smaller 1s 854 

segments to create 3D data tensors in both training and test sets12,84. We then trained the LFADS model 855 

with the training set and performed inference in each 1s segment of data. We finally got the smoothed 856 

latent factors for the full duration of training and test sets by concatenating the inferred latent factors 857 

across segments. Similar to the original paper4, we ran the inference 50 times – as LFADS inference is 858 

stochastic given its variational autoencoder format4 – and averaged the inferred latent factors from these 859 

50 realizations.  860 

LDM: Similar to our prior work12, we train LDM models using a publicly available Python package 861 

that performs subspace identification12. Throughout the manuscript, we use the states of the LDM model 862 

as the latent factors. The latent factors are inferred using Kalman filtering and smoothing.  863 

Numerical simulations 864 

We validate the DFINE model on numerical simulations first. Since prior studies on neural 865 

population activity have shown significant evidence for rotatory dynamics and ring-like/Toroidal 866 

manifolds6,10,15,49, we simulate the nonlinearity using 3 different manifold types to show generality: ring-867 

like, Torus and Swiss roll manifolds. We simulate nonlinear trajectories over these manifolds by first 868 

generating a driven-walk using a linear dynamical model on the manifold local coordinates and then 869 

embedding these coordinates in 3D cartesian space using the manifold equations (see Supplementary 870 

Note 1). To get the neural observations, we generate 40D output signals by first applying a random 871 

output emission matrix (of size 40 × 3) on the 3D trajectories and then adding additive white Gaussian 872 

noise to the 40D signal to realize noisy observations. Without loss of generality and only for illustration 873 

purposes, we keep the first 3 dimensions of the observations the same as the 3D trajectories (i.e., use 874 

identity output submatrix for the first 3 dimensions) so that we can illustrate the first 3 dimensions for 875 

our 3D visualizations without any linear distortions. We emphasize that all quantifications are calculated 876 
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with 40D observations (see Supplementary Note 1 for more details). We simulate 30 different sessions 877 

(10 from each manifold type), where we randomly pick the white Gaussian noise standard deviations. In 878 

each session, we simulate 250 trials, each containing 200 time-steps. Our validations are all based on 879 

five-fold cross-validation on these trials.  880 

In addition to visualization, we quantify the success of learning with the convergence of one-step-881 

ahead neural prediction error in the learned models to that of the true model. We calculate the one-step-882 

ahead prediction error using normalized root mean-squared error (NRMSE); this normalization allows 883 

for pooling the results across sessions given potential scaling differences across various simulated 884 

sessions. Given a one-dimensional signal 𝑦𝑦𝑡𝑡 and its prediction 𝑦𝑦�𝑡𝑡, NRMSE is calculated as:  885 

 
 
 
 

NRMSE =
�∑ (𝑦𝑦𝑡𝑡 − 𝑦𝑦�𝑡𝑡)2𝑡𝑡

�∑ (𝑦𝑦𝑡𝑡 − 𝑦𝑦�)2𝑡𝑡
 , (7) 

where 𝑦𝑦� is the mean of the signal. We calculate the NRMSE for each dimension and report the mean 886 

across dimensions for the 40D observations in our case. To calculate the one-step-ahead prediction error, 887 

we calculate the NRMSE between the true observations (𝒚𝒚𝑡𝑡) and their predictions one-step into the 888 

future (𝒚𝒚�𝑡𝑡|𝑡𝑡−1). For the true models, we calculate the one-step-ahead predictions using Unscented 889 

Kalman filtering (UKF)101 as the true manifolds have nonlinearities that we can write analytically for the 890 

true model and write a UKF for.  891 

Inference analyses with missing observations 892 

We assess/visualize the inference in the presence of missing observations across various observed 893 

datapoint ratios. Observed datapoint ratio, denoted by 𝜌𝜌, quantifies the ratio between the number of 894 

observed datapoints versus the total number of datapoints. We train both the DFINE and SAE models on 895 

fully observed training sets, and then test their inference on test sets with missing observations.  For 896 

simulation analyses, we vary 𝜌𝜌 from 0.05 to 1 by randomly dropping datapoints in each test trial, infer 897 
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the latent factors in the presence of missing/dropped observations, and then quantify the error between 898 

the true and reconstructed manifold trajectories via filtering/smoothing. For motor datasets, we 899 

introduced missing observations by randomly and uniformly dropping neural observations with various 900 

observed datapoint ratios (𝜌𝜌 ranging from 0.2 to 1). Since the motor datasets contained continuous 901 

recordings and to make sure that we dropped datapoints uniformly throughout the duration of time-902 

series, we randomly dropped (1 − 𝜌𝜌) × 100 datapoints in every 100 time-steps of the neural observation 903 

time-series.  904 

Using the learned DFINE models in the test set, we inferred the latent factors at all time-steps even 905 

though observations were missing at some random time-steps. From these latent factors, the behavior 906 

variables were predicted in the test set using the learned MLP models and thus the cross-validated 907 

behavior prediction accuracy was computed. Note that, even though the observations are missing at 908 

random time-steps, the latent factors and thus behavior variables are inferred at all time-steps. In a 909 

control analysis, we also perform inference with SAE in the presence of missing observations as 910 

described above. For SAEs, we impute the missing observations with zeros33,34 since SAE’s generator 911 

RNN is designed to take inputs at every time-step. Given the SAE models that are trained on fully 912 

observed training sets, we infer the latent factors in the test sets with missing observations, predict 913 

behavior variables with learned MLP models and compute the cross-validated behavior prediction 914 

accuracy.  915 

Statistical analysis 916 

For all analyses in this work, significance was declared if 𝑃𝑃 < 0.05. All statistical tests were 917 

performed with non-parametric Wilcoxon signed-rank tests.  918 

  919 
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Supplementary Figures 1155 

 1156 
Supplementary Figure 1. Neural prediction accuracy as a function of the latent factor dimension is 1157 
shown for all datasets and methods. Solid lines show the mean neural prediction accuracy across 1158 
sessions and cross validation folds for the (a) saccade task (observation dimension 𝑛𝑛y = 32), (b) 3D 1159 
naturalistic reach-and-grasp task (observation dimension 𝑛𝑛y = 30), (c) 2D random-target reaching task 1160 
(observation dimension 𝑛𝑛y = 46 − 57), and (d) 2D grid reaching task (observation dimension 𝑛𝑛y = 30). 1161 
The shaded areas represent the 95% confidence bound. For SAE, the dimension shown is the factor 1162 
dimension and the dynamic dimension (generator RNN’s latent state dimension and initial condition 1163 
dimension) is always 64.    1164 
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 1165 
Supplementary Figure 2. DFINE’s neural reconstruction accuracy with smoothing is also better 1166 
than that of SAE. Figure convention is as in Fig. 4. The neural reconstruction accuracy with smoothing 1167 
is shown for the (a) saccade task, (b) 3D naturalistic reach-and-grasp task, (c) 2D random-target 1168 
reaching task, and (d) 2D grid reaching task. 1169 

1170 
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  1171 
Supplementary Figure 3. Example latent factor trajectories for the motor datasets. Figure 1172 
convention for the conditions is as in Fig. 6. The condition-average latent factor trajectories are shown 1173 
for all methods in the (a) 3D naturalistic reach-and-grasp task, (b) 2D random-target reaching task, and 1174 
(c) 2D grid reaching task. We observed a ring-like manifold structure during movement periods and 1175 
DFINE more robustly identified this ring-like structure in single-trials as evidenced by the TDA results 1176 
in Figs. 4 and 5.  1177 
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 1178 
Supplementary Figure 4. DFINE more robustly extracts the ring-like manifold structure in single-1179 
trials during the preparation period of the saccade task. TDA analysis on single-trial latent factors 1180 
during the preparation period is shown. TDA’s most persistent 1D hole had a significantly earlier birth 1181 
and lasted significantly longer for DFINE compared to LDM and SAE (𝑃𝑃 < 5 × 10−4, one-sided 1182 
Wilcoxon signed-rank test, n = 65). Figure convention is the same as Fig. 4e. Example condition-1183 
average and single-trial latent factor trajectories during the preparation period are shown in Fig. 4a.  1184 
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 1185 

Supplementary Figure 5. Supervised DFINE had lower neural prediction accuracy compared to 1186 
unsupervised DFINE as expected as the former optimizes for both neural and behavior prediction 1187 
rather than just for neural prediction. Figure convention is as in Fig. 6b. Neural prediction accuracies 1188 
are shown for the: (a) 3D naturalistic reach-and-grasp task, (b) 2D random-target reaching task, and (c) 1189 
2D grid reaching task.  1190 
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 1191 
Supplementary Figure 6. DFINE outperforms SAE in the presence of missing observations and 1192 
this improvement grows with more missing samples. (a) DFINE and SAE’s behavior prediction 1193 
accuracy across various observed datapoint ratios in the 3D naturalistic reach-and-grasp task. Figure 1194 
convention is similar to that in Fig. 7. Given models trained on fully observed neural observations, we 1195 
inferred latent factors in the test set that had missing observations. SAE did so by imputing missing 1196 
observations in the test set to zero as done previously33,34, whereas DFINE did so through its new 1197 
flexible inference method. We then used the inferred factors in the test set to predict behavior variables. 1198 
This process was done at 0.3 and 0.6 observed datapoint ratios. For both models, we show the behavior 1199 
prediction accuracy of the smoothed latent factors. (b) The percentage drop in the behavior prediction 1200 
accuracy of DFINE and SAE as we vary the observed datapoint ratio from 1 to 0.3 and from 1 to 0.6. 1201 
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The percentage drop in behavior prediction accuracy of DFINE is significantly lower than that of SAE, 1202 
showing that DFINE can better compensate for missing observations. Figure convention for bars, dots 1203 
and asterisks is similar to that in Fig. 4. Similar results held for the 2D random target reaching task (c,d), 1204 
and for the 2D grid reaching task (e,f).    1205 
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 1206 
Supplementary Figure 7. Example behavior trajectories for the four experimental datasets. (a) 1207 
Eye movement trajectories for the saccade task. Each color represents one target, i.e., condition. (b) 3D 1208 
hand movement trajectories for the 3D naturalistic reach-and grasp task. Each color represents one 1209 
condition, i.e., movement to left or right. 2D cursor trajectories for the (c) 2D random-target reaching 1210 
task and (d) 2D grid reaching task are shown, when shifted in space to start from the center. Each 1211 
condition is shown with a different color and represents reaches that have similar direction angles. 1212 
Regardless of start or end position, the angle of movement specifies the 8 conditions, which correspond 1213 
to movement angle intervals of 0-45, 45-90, 90-135, 135-180, 180-225, 225-270, 270-315, and 315-360, 1214 
respectively.  1215 
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Supplementary Notes 1216 

Supplementary Note 1. Details of numerical simulations  1217 

We simulate 3 different manifold types including ring-like, Torus and Swiss roll manifolds. Here, we 1218 

expand on the numerical simulations.  1219 

Manifold equations 1220 

For each manifold type, we first get the 3-dimensional (3D) manifold embeddings, which specify 1221 

how the manifold is embedded in 3D Cartesian space and are used as visualizations (Supplementary 1222 

Note Fig. 1). We then transform these embeddings using a random output emission matrix to a 40D 1223 

space to get the neural observations (see next section). To get the 3D manifold embeddings, each 1224 

manifold type has its own equation, which we expand on in the following sections. Below, we denote 1225 

the 3 dimensions of the 3D embeddings as e1, e2 and e3. 1226 

Ring-like manifold: We generate the ring-like manifold embeddings from the 1D ring manifold 1227 

coordinate (dθ), which is an angle between 0-2𝜋𝜋, using the following equations (Supplementary Note 1228 

Fig. 1a):   1229 

 
 
 
 

e1 = cos(dθ), 
e2 = sin(2dθ), 
e3 = sin(dθ), 

(8) 

Torus manifold: We generate the Torus manifold embeddings from the 2D Torus manifold 1230 

coordinates dr and dR (Supplementary Note Fig. 1b). dr is the coordinate – angle between 0-2𝜋𝜋 – for 1231 

the minor circle which is the inner circle representing the Torus’s tube. dR is the coordinate – angle 1232 

between 0-2𝜋𝜋 – for the major circle which is the outer circle on which the Torus’ tube evolves. R and r 1233 

are the radius values for the minor and major circles. We get the 3D manifold embeddings as:   1234 

 
 
 

e1 = (R + rcos(dR))cos(dr) 
e2 = (R + rcos(dR))sin(dr) (9) 
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 e3 = rsin(dR) 

Without loss of generality, we use R = 4 and r = 1.5 for the major and minor radii, respectively. 1235 

Swiss roll manifold: The below equation generates the 3D Swiss roll manifold embeddings from the 1236 

2D Swiss-roll coordinates dr and dh, which are its circular and height coordinates, respectively 1237 

(Supplementary Note Fig. 1c):  1238 

 
 
 
 

e1 = 0.5 × drcos(dr) 
e2 = dh 

e3 = 0.5 × drsin(dr) 
 

(10) 

 1239 
Supplementary Note Figure 1. Visualizations of the manifolds. 3D manifold embeddings are shown 1240 
for (a) ring-like, (b) Torus, and (c) Swiss roll manifolds.  1241 

Generating neural trajectories over manifolds 1242 

We denote the vector manifold coordinates of the trajectories at each time step by 𝐝𝐝𝑡𝑡. Thus 𝐝𝐝𝑡𝑡 is [dθ], 1243 

[dr; dR] and [dr; dh] for ring, Torus and Swiss roll manifolds, respectively. We generate trajectories over 1244 

the manifolds by first generating a walk on the manifold’s local coordinate space with a linear 1245 

dynamical equation: 1246 

 
 
 
 

𝐝𝐝𝑡𝑡+1 = 𝐀𝐀𝐝𝐝𝐝𝐝𝑡𝑡 + 𝐛𝐛 + 𝐪𝐪𝑡𝑡, (11) 

where 𝐀𝐀𝐝𝐝 is the diagonal state transition matrix with eigenvalues of 0.99, 𝐛𝐛 is the input term to drive the 1247 

trajectory at each time-step (set as 0.2), and 𝐪𝐪𝑡𝑡 is the white Gaussian noise with covariance 𝐐𝐐. The 1248 
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standard deviation of 𝐪𝐪𝑡𝑡 is randomly chosen between [0.01, 0.1]. After generating the trajectories from 1249 

equation (11), we embed the manifold coordinate vector 𝐝𝐝𝑡𝑡 within 3D Cartesian space to get the 1250 

embeddings 𝐞𝐞𝑡𝑡 with equations (8)-(10) and we finally get the neural observations from: 1251 

 
 
 
 

𝒚𝒚𝑡𝑡 = 𝐓𝐓𝐓𝐓𝑡𝑡 + 𝐨𝐨𝑡𝑡, (12) 

where 𝐓𝐓 is the output emission matrix and 𝐨𝐨𝑡𝑡 is a white Gaussian noise with covariance matrix O. The 1252 

matrix 𝐓𝐓 ∈ ℝ40×3 has its first 3 rows chosen as [1,0,..,0], [0,1,0,…,0], [0,0,1, 0,…,0] to form an identity 1253 

transformation for the first 3 dimensions of the manifold (for visualization purposes only), and the rest 1254 

of the 37 rows are randomly chosen with elements between [−5,5]. The standard deviation of 𝐨𝐨𝑡𝑡 is 1255 

randomly chosen between [5,25]. 1256 
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