Modeling single cell DNA replication dynamics and aneuploidy in genomically unstable cancers
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Abstract

DNA replication is a highly coordinated cell cycle process that can become dysregulated in cancer, increasing both proliferation and mutation rates. Single-cell whole genome sequencing holds potential for studying replication dynamics of cancer cells; however, computational methods for identifying S-phase cells and inferring single-cell replication timing profiles remain immature for samples with heterogeneous copy number. Here we report a new method, PERT, which jointly infers replication and somatic copy number states of S-phase cells. This method enabled us to analyze the replication dynamics of >10,000 S-phase single-cell genomes across various triple negative breast cancers and cell lines with subclonal copy number heterogeneity. We show that PERT robustly predicts cell cycle phase, quantifies replication timing variability, and approximates relative proliferation rates between tumor subclones. Our results illuminate how aberrant DNA replication processes can both drive and result from evolution of human tumors.
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Background

DNA replication occurs during the synthesis (S)-phase of the cell cycle in preparation for cell division. Replication origin firing and fork progression is highly coordinated in healthy cells but can become dysregulated in diseases of uncontrolled cell proliferation such as cancer \cite{1, 2, 3}. Cancer cells often bypass cell cycle checkpoints during mitosis (M)- and S-phases to achieve high proliferation and mutation rates. In genomically unstable cancers, these mutations often come in the form of somatic copy number alterations (CNAs) \cite{4, 5}. Scaled single-cell whole genome sequencing (scWGS) has enabled analysis of 1000s of genomes from a single tumor sample \cite{6, 7, 8, 9, 10, 11} but computational identification of S-phase cells and accurate quantification of downstream DNA replication dynamics remain challenging for genomically unstable samples. Earlier scWGS studies of intratumor evolution performed fluorescence activated cell sorting (FACS) on DAPI intensity to isolate polyploid G1-phase cells prior to sequencing to prevent transient replication copy number changes from confounding study of somatic copy number changes \cite{10, 11}; however, understanding the impact of DNA replication on tumor evolution requires sequencing all cells to computationally discern the two signals.

Two key DNA replication dynamics theorized to be dysregulated in cancer are replication timing (RT) and distribution of cell cycle phases. RT is the relative
time within S-phase that regions of the genome replicate at submegabase resolution [12, 13, 14]. Early RT regions correspond to active chromatin found in high-throughput chromosome conformation capture (Hi-C) A compartments while late RT regions correspond to repressive chromatin found in Hi-C B compartments [15, 16]. RT is heterogeneous across different tissue types and is correlated with mutational patterns as early and late RT loci have different DNA damage and repair rates [17, 18]. Copy-neutral structural variation in cancers have been shown to alter RT [19, 20]; however, computational methods to study bulk and single-cell RT (scRT) on genomically unstable samples remain immature. For this reason, very little is known about how RT is conserved after CNAs emerge and how RT itself contributes to the CNA landscape. Separately, distribution of cell cycle phases is important for studying cancer as it relates to cell proliferation. G1-, G2- and the senescent G0-phases of the cell cycle are much more variable in duration than S- and M-phases, causing highly proliferative samples to have more S- and M-phase cells. Pathologists have leveraged this phenomenon as visual quantification of mitotic cells in histological sections remains the gold-standard method to evaluate tumor proliferative activity and grade [21, 22]. Additionally, transcriptional signatures associated with S-phase activity are upregulated in highly proliferative tumors [23]. Platinum chemotherapies such as cisplatin also leverage cell cycle dynamics to target S-phase enriched hyperproliferative cancer cells as they generate DNA adducts which block replication and trigger downstream cell death [24]. These phenomena suggest that investigating the cell cycle distributions of individual tumor subclones would provide a missing link to connect a clone’s genotype to treatment-naive fitness and chemosensitivity.

Replication timing can be assayed through bulk and single-cell whole genome sequencing of S-phase cells [25, 26, 27, 28, 29], enabling potential joint study on the cell-to-cell variability of CNAs and scRT programs. Methods developed to infer copy number (CN) states from scWGS [6, 30, 31, 32, 33] succeed for G1/2-phase cells but fail for S-phase cells due the enrichment of replication origins in high GC genomic loci which confounds GC bias correction. Similarly, computational methods developed to investigate replication dynamics from scWGS data struggle to appropriately deconvolute GC and RT signals or account for subclonal CNAs. For cell cycle phase, the classifier reported in Laks et al [7] uses a random forest classifier and manually constructed features trained on two scWGS direct library preparation (DLP+) cell cycle sorted cell lines. This classification approach and limited training data inhibits performance in libraries that have different GC biases or ploidies from the training data, making it challenging to classify out-of-distribution libraries. For scRT estimation, Kronos [29] uses CN calls to threshold each bin in S-phase cells as replicated or unreplicated; however, it assumes that the replication signal remains unaltered by GC bias correction during CN calling and is only designed for cases in which all cells have the same somatic CN profile.

We present a new method, Probabilistic Estimation of single-cell Replication Timing (PERT), to jointly infer single-cell copy number and replication states from scWGS data. PERT uses a Bayesian framework that models observed read depth as a combination of somatic CN, replication, GC bias, and sequencing error. As input, PERT requires binned read depth and single-cell CN results; the user can
specify both the input CN caller and bin size. PERT uses a multi-step learning process with informative priors to favor parsimonious solutions in which S- and G1/2-phase cells have similar somatic CN profiles, S-phase cells follow a shared RT profile, and all cells in both phases having the same GC bias. Such modeling choices make PERT robust to clone- and cell-level CNAs and fluctuations in GC bias which can be platform dependent. Through extensive benchmarking, we demonstrate that PERT outperforms alternative approaches for scRT inference and S-phase classification. Applying PERT to both genomically unstable cell lines and patient derived xenografts of human cancers, we investigated the bi-directional relationship between CNAs and RT shifts, used RT shifts to phase X-inactivated alleles, and used clone cell cycle distributions to assess proliferation rates of individual tumor subclones on- and off-cisplatin.

Results
PERT: probabilistic estimation of single-cell replication timing
PERT jointly models the impacts of CN, replication, GC bias, and overdispersion on the observed read depth ($Z$) and uses a multi-step learning scheme to accurately infer somatic CN ($X$) and replication states ($Y$) for all bins ($1, \ldots, N$ cells, $1, \ldots, M$ loci) in a scWGS sample. PERT takes binned read depth and CN states from existing single-cell CN callers (i.e. HMMcopy [31], 10x CellRanger-DNA [9]) as input (Fig. 1a). PERT identifies an initial set of high-confidence G1/2-phase cells in which input CN states are assumed to accurately represent somatic CN. All remaining cells are assumed to have “unknown” CN states and phases as they are either in S-phase, have poor sequencing quality (i.e. chemistry failure), or have CN calling failures due to incomplete GC bias correction and/or ploidy overestimation. Cells are then passed into a probabilistic model which is trained in three steps. First, PERT leverages the observed read depth and somatic CN states from high-confidence G1/2 cells to learn library-level GC bias ($\beta_\mu$, $\beta_\sigma$) and read depth overdispersion ($\lambda$) terms (Fig. S1a). Second, PERT uses CN prior concentrations ($\eta$) and conditions on terms learned in Step 1 to learn per-bin somatic CN and replication states in unknown cells (Fig. S1b). Third, PERT conditions on latent variables learned in Steps 1-2 to see if any S-phase cells were included in the set of high-confidence G1/2 cells (Fig. S1c). CN prior concentrations are set for each cell by using the consensus CN profile of the most similar G1/2 clone (clone method) or a composite scoring of the most similar G1/2 clone and cell CN profiles (composite method) (Fig. S1d). The probability that a given bin is replicated ($\phi$) is modeled as a sigmoidal function through latent variables corresponding to each cell’s time within S-phase ($\tau$), each locus’s replication timing ($\rho$), and a stochasticity term ($\alpha$). After learning per-bin replication states in all cells, PERT thresholds cells into predicted S, G1/2, and low quality (LQ) phases by examining the fraction of replicated loci per-cell as G1/2-phase cells appear as fully replicated or unreplicated (Methods).

PERT is implemented in Python using Pyro [34] and is publicly available on github. Our implementation includes user tutorials and allows for manual tuning of priors and hyperparameters. See Fig. 1b for a description of all terms in the graphical model and Methods for additional mathematical, inference, and implementation details.
Evaluation of performance on simulated data

We benchmarked PERT’s accuracy at inferring somatic CN, replication states, and cell cycle phase through quantitative simulation experiments. We simulated parameter sweeps over the number of clones, the cell-specific CNA rate, replication stochasticity, read depth overdispersion, GC bias coefficients, and RT profiles (Table 1). A representative example of true and PERT inferred CN and scRT profiles can be seen for dataset P5.8 which has 3 clones and a cell-specific CNA rate of 0.02, resulting in a replication state accuracy (bins correctly assigned as replicated or unreplicated) of 96.5% (Fig. 2a-d). We benchmarked PERT against the DLP+ cell cycle classifier presented in Laks et al for per-cell phase accuracy [7] and Kronos for per-bin scRT accuracy [29] as they are the only available softwares for predicting cell cycle and scRT states, respectively. The Laks classifier achieved similar performance to the initial version (AUC=0.92) on a train-test split after removing low importance sequence-level features not available in our simulated data, with its most important features remaining high correlations and slopes between per-bin GC content and read depth, indicating that it performs similarly on simulated and real scWGS data (Fig. S2a,b).

PERT significantly outperformed the Laks classifier and Kronos in all simulated datasets. The performance gap between PERT and Kronos was significant ($p_{adj} < 10^{-4}$) for all parameter combinations and increased as a function of cell CNA rate, number of clones, and overdispersion (Fig. 2e,f, S3). PERT’s replication and CN accuracies decayed at high cell CNA and overdispersion ($\lambda$) rates but remained robust to extreme replication stochasticity ($\alpha$), GC bias ($\beta_{mu}$), and clone number (Figs. S3,4). Kronos errors came at bins with subclonal or cell-specific CNAs whereas PERT errors arose from cell-specific CNAs not shared between S- and G1/2-phase cells and swapping of very early and late S-phase cells (Fig. S2c-g). PERT accurately estimated the fraction of replicated loci in all cells and thus achieved 93% phase accuracy across all simulated datasets with $\lambda = 0.75$, performing significantly better ($p_{adj} < 10^{-4}$) than the Laks classifier in all parameter sweeps (Fig. 2g,h, S5). Importantly, PERT’s cell cycle phase accuracy was robust to fluctuations in GC bias slope ($\beta_{p,0}$), indicating that PERT’s performance will not fluctuate between DLP+, 10x, and other scWGS modalities with unique GC bias relationships (Fig. S5i). Together this analysis demonstrates that PERT provides significant improvement upon existing methods to infer scRT states, and thus cell cycle phase, from scWGS data — particularly in cases where CNAs arise with subclonal structure.

PERT identifies distinct replication timing profiles in cell cycle sorted samples

We investigated PERT’s ability to identify unique RT profiles within the same sample using cell cycle sorted DLP+ samples from two unrelated cell lines: lymphoblastoid GM18507 cells with diploid genomes and breast cancer T47D cells with aneuploid genomes [7]. Cells were sorted into G1-, S-, and G2-phase FACS fractions according to DAPI staining intensity prior to sequencing and we merged both lines into one sample for analysis with PERT (Fig. S6a,b). PERT found distinct CN number profiles for S-phase cells of each line and its predicted phases were highly concordant with FACS (Fig. 3a-f). These samples were enriched for mid-S-phase
cells due to conservative DAPI thresholds (Fig. S6c,d). We computed cell line pseudobulk RT profiles and found that 15% (794/5258) of loci had an absolute RT difference > 0.25 between GM18507 and T47D, consistent with each cell line having a unique RT program. RT has been shown to be influenced by nuclear organization, with genomic loci in inactive chromatin being late replicating and active chromatin being early replicating [12, 15, 16, 27]. Consistent with this we found cell line specific correlation between the inferred RT profiles and Hi-C A/B (active/inactive) compartments of T47D and other lymphoblastoid cell lines [35] (Fig. 3h). To ensure that the latent variable for global RT ($\rho$) did not prevent accurate inference of cell line RT profiles, we split the cell lines and ran PERT independently. We found that both cell lines had RT profile Pearson correlations of 0.99 between their merged and split PERT runs (Fig. 3i, S6e,f). Similarly, PERT inferred accurate clone-specific RT profiles for simulated data in which each clone had a unique ENCODE cell line RT profile [35] (Fig. S7). This analysis reveals that PERT can accurately infer replication states in samples where multiple distinct RT profiles are present.

PERT is robust to poor initialization and identifies potential FACS errors

We next assessed PERT’s accuracy when many true G1/2-phase cells were excluded from the initial set of high-confidence G1/2-phase cells. This scenario is common for libraries with many low quality cells (i.e. chemistry failure) or G1/2-phase cells with CN calling errors (i.e. wrong ploidy selected). We thus devised a permutation experiment in which a subset of GM18507 and T47D FACS G1/2-phase cells were mislabeled as S-phase during initialization to examine whether PERT successfully recovered them as G1/2-phase. We found that >90% of all mislabeled cells were accurately recovered (PERT=G1/2) across all permutation datasets without compromising identification of S-phase cells and cell-line specific RT profiles (Fig. 4a,b, S8a). Mislabeled cells which were predicted to be PERT=S were disproportionately FACS=G2 and 80-95% replicated with orthogonal per-cell features concordant with S-phase (Fig. 4a, S8b-g). Additionally, we found many cell-specific CNAs in the set of PERT=G1/2, FACS=S cells (Fig. 4c). We hypothesize that many discrepancies between FACS and PERT phases were FACS errors since cells with unique CNAs possess higher or lower DAPI intensities than other cells in the same phase. This analysis demonstrates that PERT’s performance is analogous, if not superior, to experimental cell cycle sorting and is capable of analyzing unsorted scWGS samples where many G1/2-phase cells are excluded from the initial high-confidence G1/2 set.

PERT as a data-driven S-phase classifier in unsorted libraries

We next investigated PERT’s performance on previously published unsorted DLP+ data of genetically engineered mammary epithelial 184-hTERT and high grade serous ovarian cancer OV2295 cell lines which contain many clonal, subclonal, and cell-specific CNAs [7, 36] (Additional File 1). Previous analysis of this data used G1/2-phase cells to perform phylogenetic, allelic, and CN analysis but did not use S-phase cells to study DNA replication. We found that all samples had more late- than early-S-phase cells which is consistent with literature that most loci replicate during early S-phase while very late RT loci take much longer to replicate [37, 38] (Fig.
4d). When comparing PERT vs Laks predicted phases, the majority of Laks=G1/2 (14859/16165, 91.9%) and Laks=S (3383/5353, 63.2%) cells were concordant with PERT phase but 34.8% (1863/5353) of Laks=S and 55.7% (1898/3407) of Laks=LQ cells were called as PERT=G1/2 (Fig. 4e). PERT detected \( \sim 4x \) fewer LQ cells than Laks (3407 to 829) with many of the recovered cells having erroneously high ploidy and thus higher breakpoint counts according to the input CN states (Fig. 4f,g).

Reducing the number of LQ cells enables PERT to increase the yield of scWGS libraries, such as SA1292, which had many G1/2-phase cells excluded from previous analysis (Figs. S9,10, Additional Files 1,2). This evidence suggests that PERT’s direct modeling of how DNA replication, somatic CN, and library-level biases combine to produce observed read count provides high-fidelity cell cycle prediction across diverse data.

Linking copy number alterations and replication timing

We further analyzed the Funnell et al. hTERT samples [36] to study the link between CNAs and RT as they accrued CNAs during serial passaging due to successive deletion of TP53, BRCA1, and BRCA2 (Fig. 5a). For each genotype, DLP+ sequencing of ancestral and intermediate populations enabled us to interrogate whether RT influences CNA acquisition and whether CNAs cause shifts in RT.

We first sought to find how much samples and clones diverged from one another in their CN vs RT distances. hTERT samples and clones had highly correlated RT profiles despite their divergence in CN distance while OV2295 had the lowest pairwise RT correlation for all hTERTs (Fig. S11a-d). One of the two TP53-/BRCA2-/- samples (SA1055) had clonal whole genome doubling (WGD) but its RT remained similar to the diploid TP53-/BRCA2-/- sample (SA1056) and other diploid hTERTs (Fig. S11a,b). OV2295, SA906a, and SA1054 all had subclonal WGD events; however, the WGD clones had higher RT correlation with diploid clones from the same sample than WGD clones from different samples (Fig. S11c,d). These findings support previous reports showing RT is heritable [16, 39] and provide novel evidence additional copies gained through WGD maintain the same RT as their diploid ancestors.

We next examined if CNAs preferentially emerged in early or late RT loci. We computed a reference RT profile from SA039 clone A since this clone represents the ancestral hTERT WT population with no CNAs (Fig. S11e-g). Counting sample gain, loss and unaltered bins in pseudobulk CN profiles, we found that gains preferentially emerged from early RT loci and losses from late RT loci (\( p_{adj} < 10^{-4} \)) (Fig. 5b-d). We did not find an association between CNA breakpoint location and ancestral RT (Fig. S11h). These findings suggest that the RT of a genomic locus influences its gain and loss rates [37, 40].

We last sought to determine whether RT is altered by the presence of CNAs. We tested this by examining subclonal CNAs, labeling each bin as having a subclonal gain, loss, or being unaltered compared to other clones of the same sample (Fig. 5e). Using unaltered loci as a control distribution for the expected RT deviation between any two clones, we found a shift to earlier RT in bins with losses and a shift to later RT in bins with gains (Fig. 5f,g, S11i). This finding that CNAs produce genomes with unique RT programs was also supported by an increase in cell-to-cell scRT variability statistic, T-width [26], as a function of the number of clones.
in a sample (Fig. S11j). These results provide evidence that gains and losses can
turb the RT much like copy-neutral structural variation [19, 20] as they alter the
structural organization of the genome; however, the effect size of CNA-induced RT
shifts are smaller than RT shifts between different cell types. Thus, cell-of-origin
likely dictates the position of active replication origins along the genome whereas
CNAs can alter the relative time within S-phase at which these origins fire.

Chromosome X replication timing shifts measure the ratio of active to inactive alleles
Given that X-inactivation produces an allele that replicates much later than the
active allele [27, 39], we hypothesized that the greatest RT shifts would occur from
CNAs which disrupted the 1:1 balance of chrX active (Xa) to inactive (Xi) alleles. To
study the relationship between RT and X-inactivation we ran PERT and SIGNALS,
a single-cell allele-specific copy number caller, on the previously described hTERT
and OV2295 cell lines [36]. Across all samples, 5 were diploid and allelically balanced
on chrX and 4 had chrX events (Additional File 1). We used the 5 diploid balanced
samples to compute a reference pseudobulk RT profile and computed RT shifts
between samples with chrX events and this reference. Using RT shifts on autosomes
as a background distribution, we found that all samples with chrX events had
significantly earlier (3/4) or later (1/4) chrX RT ($p_{adj} < 10^{-4}$, Fig. 5h). OV2295
and SA1056 had fully clonal chrX loss of heterozygosity (LOH) and earlier chrX
RT, indicating that no Xi alleles were present in these samples (Additional File 1).
OV2295’s clonal chrX LOH and subclonal WGD suggests an evolutionary history
in which Xi was lost prior to WGD, producing XaXa genotypes in the WGD clones.
In contrast to OV2295 and SA1056, SA1054 and SA1055 had multiple subclonal
chrX gains on opposite parental alleles. For SA1055, clone A had a gain of the chrX
SIGNALS A allele and significantly earlier RT whereas clones D and E had a gain
of the chrX SIGNALS B allele and significantly later RT (Fig. 5i,j). These results
show us that the SA1055 SIGNALS A and B alleles were Xa and Xi, respectively.
We repeated our analysis for SA1054 and found that the SIGNALS B allele was
Xi in this sample too (Figs. 12,13). These results demonstrate that PERT can be
used in tandem with allele specific copy number information to identify which chrX
parental allele is epigenetically inactive using only scWGS data as input.

Clone cell cycle distributions reflect proliferation rate and cisplatin sensitivity
PERT’s ability to predict cell cycle phase and infer somatic CN in S-phase cells
enables novel interrogation into the cell cycle distribution of individual clones.
Proliferation rates are integral to understanding intratumor clonal evolution be-
cause highly proliferative cells are known to have a relative fitness advantage in the
treatment-naive setting and greater sensitivity to platinum-based chemotherapies
[24]. We confirmed that high PERT G1/2-phase fractions correlate with low prolif-
eration and high scRNA G1-phase fraction by running PERT on three gastric cancer
cell lines with co-registered doubling times, 10x scWGS, and 10x scRNA measure-
ments [8] (Fig. S14a, Additional File 2). We then analyzed time-series DLP+ data
generated from triple negative breast cancer (TNBC) patient derived xenografts
(PDXs) with and without cisplatin treatment to investigate whether PERT can
predict proliferative fitness of tumor clones [41] (Fig. 6a). Previous analysis of this
data revealed an inversion of the clonal fitness landscape upon cisplatin exposure but did not identify any genotypic or phenotypic features to explain why such an inversion occurs. We ran PERT on all TNBC PDX libraries and used the fraction of G1/2-phase vs S-phase cells assigned to each clone at each timepoint to determine when a given clone is enriched or depleted for S-phase cells (Fig. 6b-e, Fig. S15i-iv, Methods). Each clone’s continuous S-phase enrichment (SPE) score was compared to its subsequent expansion rate within G1/2-phase, revealing that SPE correlated with expansion in untreated samples and contraction in treated samples (Fig. 6f).

This result is in line with reports that cisplatin’s genotoxic insults preferentially kill S-phase cells [24]. We also observed a positive correlation between clone SPE and expansion in untreated time-series hTERT samples (Fig. S14b-f). We find a relationship between clone SPE and expansion despite confounders such as serial passaging between DLP+ timepoints and destructive sequencing which introduce artificial evolutionary bottlenecks that distort the relationship between true proliferation rate and observed clone expansion rate. We found that RT profiles were unique between PDXs (Pearson r 0.82-0.87) and highly conserved between on- and off-treatment groups of the same PDX (Pearson r 0.94-0.99) (Fig. S16a), suggesting that cisplatin does not disrupt genome-wide RT coordination. Additionally, we found on-treatment SA1035 S-phase cells to be earlier in S-phase than off-treatment SA1035 S-phase cells (padj < 10^{-4}); however, the on- vs off-treatment distributions had no significant difference for the other two PDXs (padj > 0.05) (Fig. S16b).

Finally, on-treatment samples had >2x higher S-phase fraction (SPF) than off-treatment samples in SA1035 and SA535 (Fig. S16c,d). We hypothesize that the relationship between SPF and cisplatin is a consequence of DNA platinum adducts stalling replication fork progression [42], producing a longer S-phase and thus higher SPF. In total, these results show that PERT is capable of measuring the relative proliferation rate between competing subclones of a tumor – an important feature for predicting their on- and off-treatment evolutionary fitness.

**Discussion**

PERT introduces a probabilistic framework for jointly inferring somatic copy number and replication states from single-cell whole genome sequencing data of genomically unstable samples. PERT is superior to previous scRT methods which assume all cells have identical somatic copy number profiles and attribute all read depth fluctuations to replication [26, 27, 28, 29]. Additionally, using PERT’s inferred fraction of replicated loci per cell provides robust cell cycle phase prediction which outperforms pre-trained classifiers [7] that perform poorly when GC bias of a given library does not match those of the training libraries. PERT can be run on any high-throughput scWGS data modality containing S-phase cells (DLP+, 10x, etc) at multiple bin sizes (500kb, 20kb, etc) since it models the data at the read depth level. Using PERT to identify S-phase cells in unsorted scWGS libraries is superior to FACs approaches used in acoustic cell tagmentation libraries [11, 10] as PERT enables sequencing of all cells in a given tumor, not just those within a certain DAPI range. PERT’s recovery of many G1/2-phase cells with erroneous initial CN states allows for more accurate estimation of clone sizes and increases the number of cells that can be used for clone-pseudobulk DNA sequence analysis (such as SNV calling or detection of rearrangement junctions).
PERT's methodological improvements allowed for quantification of clonal and subclonal RT shifts and estimation of the relative proliferation rate of tumor subclones. Our finding that losses preferentially emerged from late RT loci and gains from early RT loci suggests that certain gains and losses might result from mechanisms of over- and under-replication or reflect differential fitness of gains vs losses in gene-rich early vs gene-poor late RT loci [37, 38, 40]. Similarly, our finding that bins with subclonal losses shift to earlier RT and bins with gains shift to later RT could be explained by transcriptional buffering of large CNAs as early RT is linked with high transcription rate [12, 43]. However, it is unclear whether this effect is due to selection – where losses in low transcription late RT alleles are tolerated better than losses in high transcription early RT alleles – or plasticity – where the remaining allele undergoes epigenetic modulation after the CNA occurs. We also found that clonal and subclonal chrX allelic imbalances resulted in significant RT shifts, allowing us to phase X-inactivation to each sample’s A or B allele. Finally, we leveraged cell lines of various doubling times and time-series sampling of TNBC PDXs to demonstrate that PERT S-phase fraction measures proliferation rates, with S-phase enriched clones expanding in the untreated context and contracting in the cisplatin-treated context.

The continued improvement and generation of scWGS data across various cancer types will enable future studies into the relationship between DNA replication and genomic instability. As sequencing technologies improve, it will be possible to use PERT to measure replication dynamics at sub-kilobase scales, allowing researchers to quantify genome-wide statistics such as origin firing efficiency, fork speed, and fork collapse rate using scWGS data alone. These advances will be critical in attempts to define various replication stress etiologies and, ultimately, match patient tumors with appropriate targeted therapies [2, 44]. We believe that PERT’s accurate prediction of subclonal cell cycle phase distributions will be helpful for identifying senescent or hyperproliferative clones [45, 46, 47]; however, we caution that batch effects such as storage technique and reagent concentrations could alter the number of S-phase cells sequenced, complicating future inter-sample analyses. Nevertheless, we believe that using cell cycle distributions to prospectively predict which clones will respond to chemotherapy can provide complementary information to other genomic features such as gain of oncogenes, loss of tumor suppressors, and WGD which can have variable phenotypic impacts depending on unmeasurable factors of the tumor microenvironment [48, 49, 50].

In conclusion, we anticipate that studying DNA replication programs in genomically unstable cancer should provide insights into each tumor subclone’s etiology, evolutionary fitness, and drug sensitivities. PERT offers a novel probabilistic framework for detecting S-phase cells and explaining their observed read depth as a combination of copy number and replication signals. Our approach provides a new tool to disentangle the relative contribution of fixed genomic alterations and other dynamic processes on DNA replication programs in cancer.

Conclusions
PERT allows for single-cell DNA replication dynamics to be measured in genomically unstable cancer cells with subclonal and cell-specific copy number aberrations,
leading to better understanding on how DNA replication influences and is modu-
382
lated throughout tumor evolution.

Methods
PERT model
The input for PERT is binned read depth ($Z$) and CN states for all scWGS cells.
Input CN states are obtained through single-cell CN callers such as HMMcopy [6, 31]
or 10x CellRanger-DNA [8, 9]. PERT first identifies a set of high-confidence G1/2-
phase cells where the input CN states reflect accurate somatic CN. All remaining
cells have their input CN states dropped as they are initially considered to have
unknown CN states and cell cycle phase. Most S-phase cells should be present
in the unknown initial set. High-confidence G1/2-phase cells are phylogenetically
clustered into clones based on CN using methods such as sitka [51] or MEDICC2
[52]. Optionally, users can provide their own sets of clustered high-confidence G1/2-
phase and unknown cells. These sets of cells are passed into a probabilistic model
which infers somatic CN ($X$) and replication states ($Y$) through three distinct
learning steps. In Step 1, PERT learns parameters associated with library-level GC
bias ($\beta_\mu$, $\beta_\sigma$) and sequencing overdispersion ($\lambda$) by training on high-confidence G1/2
cells (Fig. S1a). Step 1 conditions on CN ($X$), replication ($Y$), and coverage/ploidy
scaling terms ($\mu$) because input CN states are assumed to accurately reflect somatic
CN states and all bins are unreplicated ($Y = 0$) in high-confidence G1/2 cells. Once
$\beta_\mu$, $\beta_\sigma$ and $\mu$ have been learned in Step 1, we can condition on them in Step 2
(Fig. S1b). Step 2 learns latent parameters representing each cell’s time in S-phase
($\tau_n$), each locus’s replication timing ($\rho_m$), and global replication stochasticity ($\alpha$)
to compute the probability that a given bin is replicated ($Y_{n,m} = 1$) or unreplicated
($Y_{n,m} = 0$). Only unknown cells are included in Step 2. Prior belief on each unknown
cell’s CN state is encapsulated using a prior distribution ($\pi$) which has concentration
parameters ($\eta$) conditioned on the input CN of the most similar high-confidence
G1/2 cells. A full list of model parameters, domains, and distributions can be found
in Table 1. Step 3 is an optional final step which learns CN and replication states
for high-confidence G1/2 cells (Fig. S1c). This step is necessary to determine if
any S-phase cells are present in the initial set of high-confidence G1/2 cells. Step 3
conditions upon replication timing ($\rho$) and stochasticity ($\alpha$) values learned in Step
2 to ensure that such properties are conserved between both sets of cells.
PERT is designed for scWGS data with coverage depths on the order of 0.01-0.1x
and thus 500kb bin sizes are used by default in this manuscript; however, the model
can be run on count data of any bin size as long as sufficient memory and runtime
are allocated.

Equations for Step 1
Given that we have accurate CN caller results for high-confidence G1/2 cells, we
can solve for each cell’s coverage/ploidy scaling term $\mu_n$ and condition upon it

$$
\mu_n = \frac{\sum_{m=0}^{M} Z_{n,m}}{\sum_{m=0}^{M} X_{n,m}}.
$$

(1)
The latent variables are arranged together in function block $f$ through the following equations to produce the bin-specific negative binomial event counts $\delta_{n,m}$. The GC bias rate of each individual bin ($\omega_{n,m}$) depends on the GC content of the locus ($\gamma_m$) and the GC bias coefficients ($\beta_{n,k}$) for the cell

$$\omega_{n,m} = \sum_{k=0}^{K} \beta_{n,k} \gamma_m^k.$$  

(2)

The expected read count per bin is computed as follows:

$$\theta_{n,m} = X_{n,m} \times \omega_{n,m} \times \mu_n.$$  

(3)

The expected read count per bin is then used in conjunction with the negative binomial event success probability term ($\lambda$) to produce a number of negative binomial event count for each bin

$$\delta_{n,m} = f(X_{n,m}, \gamma_m, \lambda, \mu_n, \beta_{n,k}) = \frac{\theta_{n,m} \times (1 - \lambda)}{\lambda}.$$  

(4)

Where we place the constraint $\delta_{n,m} \geq 1$ to avoid sampling errors in bins with $\theta_{n,m} \approx 0$. Finally, the read count at a bin is sampled from an overdispersed negative binomial distribution $Z_{n,m} \sim NB(\delta_{n,m}, \lambda)$ where the expected read count for $Z_{n,m}$ is $\theta_{n,m}$ and the variance is $\theta_{n,m} \frac{(1 - \lambda)}{(1 - \lambda)}$.

**Equations for Steps 2-3**

Steps 2-3 have equations which differ from Step 1 since it must account for replicated bins and cannot solve for $\mu_n$ analytically. The probability of each bin being replicated ($\phi_{n,m}$) is a function of the cell’s time in S-phase ($\tau_n$), the locus’s replication timing ($\rho_m$), and the replication stochasticity term ($\alpha$). Replication stochasticity ($\alpha$) controls how closely cells follow the global RT profile by adjusting the steepness of a sigmoid curve. The following equation corresponds to function block $g$:

$$\phi_{n,m} = g(\alpha, \tau_n, \rho_m) = \frac{1}{1 + e^{-\alpha(\tau_n - \rho_m)}}.$$  

(5)

Equations corresponding to function block $f$ differ from those in Step 1. The total CN ($\chi_{n,m}$) is double the somatic CN ($X_{n,m}$) when a bin is replicated ($Y_{n,m} = 1$)

$$\chi_{n,m} = X_{n,m} \times (1 + Y_{n,m}).$$  

(6)

The GC rates ($\omega_{n,m}$) and negative binomial event counts ($\delta_{n,m}$) are computed the same as in Step 1 (Eq 2, Eq 4). However, the expected read count uses total instead of somatic CN.
\[ \theta_{n,m} = \chi_{n,m} \ast \omega_{n,m} \ast \mu_n. \]  

(7)

Since CN is learned in Steps 2-3, the coverage/ploidy scaling term \((\mu_n)\) must also be learned. We use a normal prior \(\mu_n \sim N(\mu_n^\mu, \sigma_{\mu_n})\) where the approximate total ploidy and total read counts are used to estimate the mean hyperparameters \((\mu_n^\mu)\).

Total ploidies for each cell are approximated using the CN prior concentrations \((\eta)\) and times within S-phase \((\tau)\) to account for both somatic and replicated copies of DNA that are present. We fixed the standard deviation hyperparameters \((\sigma_{\mu_n})\) to always be 10x smaller than the means to ensure that \(\mu_n \geq 0\) despite use of a normal distribution (used for computational expediency).

\[ \mu_n^\mu = \frac{\sum_{m=0}^{M} Z_{n,m}}{(1 + \tau_n) \sum_{m=0}^{M} \text{argmax}_p(\eta_{n,m,p})} \]  

(8)

\[ \mu_n^{\sigma} = \frac{\mu_n^\mu}{10} \]  

(9)

**Constructing the CN prior concentrations**

There are two ways to construct the CN prior concentrations within PERT. The first is to use the most similar high-confidence G1/2 clone to define the concentrations for each unknown cell (clone method). We assign each unknown cell its clone \((c_n)\) via Pearson correlation between the cell read depth profile \((Z_n)\) and the clone pseudobulk read depth profile \((Z_c)\)

\[ c_n = \text{argmax}_c(\text{corr}(Z_n, Z_c)). \]  

(10)

Clone pseudobulk CN and read depth profiles represent the median profile across all high-confidence G1/2 cells in a given clone \(c\). Once we have clone assignments for each unknown cell, the CN concentration of all possible states \(P\) at each genomic bin \((\eta_{n,m,p})\) is constructed to be \(w\) times larger for the state \(p\) that matches the clone pseudobulk CN state \((X_{c_n,m})\) for that same bin compared to all other states. The default setting is \(w = 10^6\).

\[ \eta_{n,m,p} = \begin{cases} 
    w & \text{if } p = X_{c_n,m} \\
    1 & \text{else}
\end{cases} \]  

(11)

The second way to construct the prior is to leverage additional information from the most similar high-confidence G1/2 cells when constructing \(\eta_{n,m,p}\) (composite method). The rationale for the composite method is that there might be rare CNAs within a clone which only appear in a handful of cells but do not appear in the clone pseudobulk CN profile \(X_c\). To find the most similar high-confidence G1/2
cells, we compute the read depth correlation between the unknown cell \((Z_{n,s})\) and the high-confidence G1/2 cells from the best matching clone \((Z_{n,g})\) 

\[
\psi = \text{corr}(Z_{n,s}, Z_{n,g}).
\] (12)

The consensus clone CN profile and top \(J\) matches for each unknown cell are then used to construct the CN prior \((\eta_{n,m,p})\). Each row of \(\psi\) is sorted to obtain the top \(J\) high-confidence G1/2 matches \(n_g(0), \ldots, n_g(J-1)\). All entries are initialized to 1 \((\eta_{n,m,k} = 1)\) before adding varying levels of weight \((w)\) to states where the CN matches a G1/2-phase cell or clone pseudobulk CN profile. The default settings are \(w = 10^5\) and \(J = 5\).

\[
\eta_{n,m,p} =
\begin{cases}
  +1 & \text{everywhere} \\
  +w \cdot 2 \cdot J & \text{if } p = X_{c,n,m} \\
  +w \cdot (J - 0) & \text{if } p = X_{n_g(0),m} \\
  +w \cdot (J - 1) & \text{if } p = X_{n_g(1),m} \\
  \vdots \\
  +w & \text{if } p = X_{n_g(J-1),m}
\end{cases}
\] (13)

By default, the composite method is used during Step 2 and the clone method is used during Step 3; however, the user may select between both methods during Step 2. Using the clone method during Step 2 should be seen as an ‘vanilla’ version of PERT which should be used when very few cell-specific CNAs are present. The clone method is used for Step 3 since the composite method would produce many self-matching cells. A comparison of the two methods can be seen when benchmarking PERT on simulated data.

**Model initialization and hyperparameters**

Splitting cells into initial sets of high-confidence G1/2-phase and unknown cells is performed by thresholding heuristic per-cell features known to correlate with cell cycle phase. PERT uses clone-normalized number of input CN breakpoints between neighboring genomic bins (BKnorm) and clone-normalized median absolute deviation in read depth between neighboring genomic bins (MADNnorm). Note that breakpoints between chromosome boundaries are not counted.

\[
BK_n = \sum_{m=0}^{M-1} \left\{ \begin{array}{ll}
1 & \text{if } X_{n,m} \neq X_{n,m+1} \\
0 & \text{else}
\end{array} \right. 
\] (14)

\[
\text{BKnorm}_n = BK_n - \frac{1}{C} \sum_{c=0}^{C} BK_c
\] (15)
MADN_n = \text{Med}\left( \sum_{m=0}^{M-1} Z_{n,m} - Z_{n,m+1} \right) \quad (16)

MADN_{\text{norm}}_n = MADN_n - \frac{1}{C} \sum_{c=0}^{C} MADN_c \quad (17)

Under default settings, PERT initializes cells with MADN_{\text{norm}}<0 and BK_{\text{norm}}<0 as high-confidence G1/2-phase with all other cells as unknown phase. Initial cell phases can also be input by users based on experimental measurements or alternative metrics such as 10x CellRanger-DNA’s ‘dimapd’ score (used in [8, 29, 28]), the Laks et al classifiers’ S-phase probability and quality scores [7], or read depth correlation with a reference RT profile [32].

To discourage the model from converging at local minima instead of global minima, each cell’s time in S-phase ($\tau_n$) is initialized using scRT results from a clone-aware adaptation of Dileep et al [26] which thresholds the clone-normalized read depth profiles into replicated and unreplicated bins. Each unknown cell $n$ is assigned to clone $c$ with the highest correlation between cell and clone pseudobulk read depth profiles (Eq 10). The read depth of each cell is then normalized by the CN state with highest probability within the CN prior ($\eta_{n,m,p}$)

$$y_{n,m} = \frac{Z_{n,m}}{\text{argmax}_p(\eta_{n,m,p})},$$

The clone-normalized read depth profiles ($y_n$) are then binarized into replication state profiles ($Y_n$) using a per-cell threshold ($t_n \in [0,1]$) that minimizes the Manhattan distance between the real data and its binarized counterpart.

$$t_n = \text{argmin}_i \left| y_{n,m} - \begin{cases} 1 & \text{if } y_{n,m} \geq t_n \\ 0 & \text{else} \end{cases} \right|$$

$$Y_{n,m} = \begin{cases} 1 & \text{if } y_{n,m} \geq t_n \\ 0 & \text{else} \end{cases}$$

The fraction of replicated bins per cell from the deterministic replication states $Y_{n,m}$ are then used to initialize the parameter representing each cell’s time in S-phase ($\tau_n$) within PERT’s probabilistic model.

$$\tau_n = \frac{1}{M} \sum_{m=0}^{M} Y_{n,m}.$$
Initialization of $\tau_n$ is particularly important because the model might think an early S-phase cell (<20% replicated) is a late S-phase cell (>80% replicated), or vice versa, as both have relatively ‘flat’ read depth profiles compared to mid-S-phase cells. Thus $\tau_n$ will rarely traverse mid-S-phase values during inference when its initial and true values lie far apart. Additional parameter initializations include $\lambda = 0.5$ for negative binomial overdispersion and $\beta_{\sigma,k} = 10^{-k}$ for the standard deviation of each GC bias polynomial coefficient $k$. Unlike $\tau_n$, the model is unlikely to get stuck at local minima with these parameters so they are initialized to the same values globally.

The latent variables $\beta_\mu$, $\rho$, and $\alpha$ are sampled from prior distributions with fixed hyperparameters. The mean of all GC bias polynomial coefficients ($\beta_\mu$) are drawn from the prior $N(0, 1)$. Each locus’s replication timing ($\rho$) is drawn from the prior Beta(1, 1) to create a uniform distribution on the domain [0, 1]. The replication stochasticity parameter ($\alpha$) is drawn from the prior distribution $\Gamma(\text{shape} = 2, \text{rate} = 0.2)$ which has a mean of $\frac{\text{shape}}{\text{rate}} = 10$ and penalizes extreme values on a positive real domain.

**PERT phase predictions**

We used the PERT model output to predict ‘G1/2’, ‘S’, and ‘low quality’ (LQ) phases for each cell. G1/2-phase cells were defined by having <5% or >95% replicated bins. Of the remaining cells with 5-95% replicated bins, those with high read depth autocorrelation (>0.5), replication state autocorrelation (>0.2), or fraction of homozygous deletions ($X = 0, >0.05$) were deemed to be low quality. All other cells were deemed to be in S-phase. Using 500kb bins, autocorrelation scores were the average of all autocorrelations ranging from 10 to 50 bin lag size. Thresholds used for splitting S and LQ phases can be adjusted by users should the default settings produce unexpected output.

**Model construction and inference**

PERT is written using Pyro which is a probabilistic programming language written in Python and supported by PyTorch backend [34]. PERT uses Pyro’s implementation of Black Box Variational Inference which enables use biologically-informed priors instead of being limited to conjugate priors [53].

**Simulated datasets**

To benchmark PERT’s ability to accurately infer single-cell replication and somatic CN states, we simulated datasets with varying clonal structures and cell-specific CNA rates. Somatic CN states are simulated by first drawing clone CN profiles and then drawing cell-specific CNAs that deviated from said clone CN profile. All CNAs are drawn at the chromosome-arm level. 400 S- and 400 G1/2-phase cells are simulated in each dataset.

Once CN states have been simulated, we simulate the read depth using PERT as a generative model. We condition the model on the provided $\beta_\mu$, $\beta_\sigma$, $\lambda$, $\alpha$, $\rho$, $\gamma$, and $X$ parameters when generating cell read depth profiles. All read depth values ($Z$) are in units of reads per million. RepliSeq data for various ENCODE cell lines are used to set $\rho$ values for each clone [35]. We did not need to condition the model
on \( \tau \) since the Beta(1,1) prior hyperparameters forced values to be sampled from a uniform distribution ranging from 0 to 1. A table of all the parameters used in each simulated dataset can be found in Table 2.

We called CN on simulated binned read count data using HMMcopy. Given that Kronos was designed as an end-to-end pipeline that takes in raw BAM files, we forked off the Kronos repository and edited their ‘Kronos RT’ module to accept binned read count and CN states as input. Cells were split into S- and G1/2-phase Kronos input populations according to their true phase. Code to our forked repository can be found at https://github.com/adamcweiner/Kronos_scRT. Similarly, we removed features from the Laks et al cell cycle classifier that used alignment information such as the percentage of overlapping reads per cell. The Laks classifier was retrained with said features removed prior to deployment on simulated data (Fig. S2a,b).

Experimental methods

Detailed descriptions of the data generation methods are described in Laks et al, Funnel et al, and Salehi et al [7, 36, 41]. Such descriptions include generation of the cell cycle FACS datasets, generation of engineered hTERT cell lines, xenografting, time series passaging, and DLP+ sequencing.

DLP+ data processing

All DLP+ data was passed through https://github.com/shahcompbio/single_cell_pipeline before downstream analysis. This pipeline aligned reads to the hg19 reference genome using BWA-MEM. Each cell was then passed through HMMcopy using default arguments for single-cell sequencing. HMMcopy’s output provided read count and gc-corrected integer CN states for each 500kb genomic bin across all cells and loci. Loci with low mappability (<0.95) and cells with low read count (<500,000 reads) were removed. Cells were also filtered for contamination using the FastQ Screen which tags reads as matching human, mouse, or salmon reference genomes. If >5% of reads in a cell are tagged as non-human the cell is flagged as contaminated and subsequently removed.

Cells were only passed into phylogenetic trees if they were called as G1/2-phase and high quality by classifiers described in Laks et al [7]. In certain cases, cells might be manually excluded from the phylogenetic tree if they pass the cell cycle and quality filters but have an abnormally high number of HMMcopy breakpoints. All cells included in the phylogenetic tree are passed into PERT as the set of high-confidence G1/2 cells; all cells outside the tree are passed as unknown cells.

Phylogenetic clustering based on CN profiles

We used the clone IDs from Funnel et al for high-confidence G1/2 cells [36]. These single-cell phylogenetic trees were generated using sitka [51]. Sitka uses CN breakpoints (also referred to as changepoints) across the genome as binary input characters to construct the evolutionary relationships between cells. Sitka was run for 3,000 chains and a consensus tree was computed for downstream analysis. The consensus tree was then cut at an optimized height to assign all cells into clones (clusters). For datasets with no sitka trees provided or select datasets, cells were clustered into
clones using K-means where the number of clones was selected through Akaike information criterion. We performed a K-means reclustering for the Salehi et al TNBC PDX data [41] as sitka produced small clusters which inhibited robust tracking of S-phase clone fractions across multiple timepoints.

**Pseudobulk profiles**

Many times in the text we describe “pseudobulk” replication timing, copy number, or read depth profiles within a subset of interest (i.e. cells belonging to the same clone or sample). To compute pseudobulk profiles, we group all the cells of interest and then take the median values for all loci in the genome. When computing pseudobulk CN profiles, we only include the cells of the modal (most common) ploidy state before computing median values for all loci.

**Comparison of RT profiles to Hi-C A/B compartments**

Hi-C compartment data were downloaded from ENCODE for T47D and B-lymphoblast (GM- prefix) cell lines using the accession codes ENCFF713FCA, ENCCFF220LEI, ENCFF733ZUJ, ENCFF907MWF, ENCFF522SPQ, and ENCCFF411JKH [35]. Genomic coordinates were lifted to human reference hg19 for comparison. Due to varying quality and sequencing platforms of each Hi-C library, we used Spearman instead of Pearson correlation.

**Gastric cancer cell line data**

10x Chromium single-cell DNA (10x scWGS) data of gastric cancer cell lines NCI-N87, HGC-27, and SNU-668 were downloaded from SRA (PRJNA498809). Copy number calling was performed using the CellRanger-DNA pipeline using default parameters. Data was aggregated from 20kb to 500kb bins for analysis with PERT. Each cell line’s doubling time and fraction of G1-phase scRNA cells were extracted from Andor et al [8].

**Clone S-phase enrichment scores**

To test whether a clone (c) is significantly enriched or depleted for S-phase cells at a given timepoint (t), we must compare that clone’s fraction in both S- and G1/2-phases. We first define the following variables as such:

- \( N_{s,c,t} \): Number of S-phase cells belonging to clone c at time t
- \( N_{g,c,t} \): Number of G1/2-phase cells belonging to clone c at time t
- \( N_{s,t} \): Total number of S-phase cells across all clones at time t
- \( N_{g,t} \): Total number of G1/2-phase cells across all clones at time t
- \( N_t \): Total number of cells in a population at time t (all clones, all phases)

We can then define the fractions of S- and G1/2-phase cells assigned to clone c at time t (\( f_{s,c,t} \), \( f_{g,c,t} \)):

\[
f_{s,c,t} = \frac{N_{s,c,t}}{N_{s,t}}
\]

\[
f_{g,c,t} = \frac{N_{g,c,t}}{N_{g,t}}
\]
Each clone’s continuous S-phase enrichment score ($\xi_{c,t}$) is the difference between the S- and G1/2-phase fractions. Positive values indicate the clone is enriched for S-phase cells.

$$\xi_{c,t} = f_{s,c,t} - f_{g,c,t}. \quad (24)$$

Using the fraction of G1/2-cells belonging to clone $c$, we can compute the expected total number of cells in clone $c$ and time $t$ across all cell cycle phases

$$E(N_{c,t}) = f_{g,c,t} \ast N_t. \quad (25)$$

We produce a p-value for enrichment of S-phase cells using a hypergeometric test:

$$\text{scipy.stats.hypergeom(M=\text{\textbf{N}}_t, n=\text{\textbf{N}_{s,t}}, N=E(N_{c,t})).sf(\text{\textbf{N}_{s,c,t}}))}.$$ To produce a p-value for S-phase depletion we subtract this enrichment p-value from 1. All p-values are Bonferroni-corrected by dividing by the total number of statistical tests. p-adjusted thresholds of 1e-2 are used for saying a clone is significantly enriched or depleted for S-phase cells within a given library.

Clone expansion scores

For time-series DLP+ experiments, we computed clone expansion scores for each clone $c$ at time $t$ ($S_{c,t}$) by examining the fraction of G1/2-phase cells belonging to clone $c$ at timepoint $t$ ($f_{g,c,t}$) and the subsequent timepoint ($f_{g,c,t+1}$). Positive values indicate the clone expands by the next timepoint.

$$S_{c,t} = f_{g,c,t+1} - f_{g,c,t} \quad (26)$$

Statistical tests

When boxplots are presented in the figures, hinges represent the 25% and 75% quantiles and whiskers represent the ±1.5x interquartile range. Statistical significance is tested using independent t-tests from scipy.stats unless otherwise noted. Bonferroni correction is implemented for all statistical tests to limit false discovery.

The number of stars is a shorthand for the adjusted p-value of a given statistical test: ([$<10^{-4}$, ****], [$<10^{-3}$, ***], [$<10^{-2}$, **], [$<0.05$, *], [$\geq0.05$, ns]). Shaded areas surrounding linear regression lines of best fit represent 95% confidence intervals obtained via bootstrapping (n=1000 bootstrap resamples).

Quantifying cell-to-cell scRT variability

To quantify cell-to-cell scRT variability, we computed $T_{width}$ as defined in Dileep et al and Kronos-scRT [26, 29]. $T_{width}$ is the time needed for genomic regions to be replicated in 25% to 75% of cells in a S-phase that is assumed to last 10 hours. Large $T_{width}$ values indicate that the ordering of DNA replication is highly variable between cells whereas small $T_{width}$ values indicated that it is deterministic.
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Figures

Figure 1  a) PERT takes scWGS binned read count and CN calls as input and learns somatic copy number, replication states, and cell cycle phase predictions for all cells. Representative FACS isolated G1-phase (left) and S-phase (right) cells from GM18507 (top) and T47D (bottom) cell lines; points colored by HMMcopy state. b) PERT graphical model and table of all parameters. Gray nodes represent terms that are conditioned during Step 2 of the 3-step learning procedure.

Figure 2 a-d) True vs inferred somatic copy number and replication states for 400 S-phase cells from representative simulated dataset P5.8 which has 3 clones and a cell-specific CNA rate of 0.02. Composite CN prior method was used during inference. e-f) Per-bin replication accuracy in S-phase cells for Kronos and PERT with clone and composite CN prior concentrations across varying numbers of clones and cell-specific CNA rates. g) True vs inferred fraction of replicated bins per cell. h) Confusion matrix of true vs PERT cell cycle phase for simulated datasets with $\lambda = 0.75$.

Figure 3 a-c) HMMcopy, PERT copy number, and PERT replication states for GM18507 and T47D cells predicted as S-phase by PERT. d-f) UMAP embeddings of read depth where cells are colored by cell line, FACS cell cycle phase, and PERT predicted phase g) Difference between inferred T47D and GM18507 RT profiles. h) Spearman correlation between inferred T47D and GM18507 RT profiles and Hi-C A/B compartment scores from ENCODE. All cell lines with the ‘GM’ prefix are lymphoblastoids. i) Pearson correlation between inferred T47D and GM18507 RT profiles when the cell lines are merged into one sample or split when running PERT.

Figure 4 a) Inferred fraction of replicated bins per cell for all cells in permuted datasets, split by FACS phase. b) Fraction of FACSS=G1/2 cells mislabeled as S-phase predicted as PERT=G1/2 across all permutation rates. c) Example of a FACSS=PERT=G1/2 GM18507 cell. Bins are colored by HMMCopy (top) and PERT replication (bottom) state. Arrows point to cell-specific CNAs. Title includes quality score and S-phase probability from Laks et al classifiers. d-g) Analysis of unsorted DLP+ samples from hTER and OV2295 cell lines. d) Inferred fraction of replicated bins per S-phase cell. e) Confusion matrix of Laks et al vs PERT phase. f-g) Distribution of each cell’s HMMCopy ploidy and breakpoint count where each violin corresponds to a unique position in the confusion matrix.
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Supplementary Figures

Supplementary Fig. 1 a) PERT first learns overdispersion ($\lambda$) and GC parameters ($\beta_1$, $\beta_2$) from high-confidence G1/2 cells where we condition all bins as unreplicated ($Y = 0$) and CN states ($X$) according to CN caller results. b) PERT conditions the parameters learned in Step 1 to learn latent replication and somatic CN states in unknown cells. c) Replication timing ($\rho$) and stochasticity ($\sigma$) terms learned in Step 2 are conditioned as Step 3 learns latent replication and somatic CN states in high-confidence G1/2-phase cells to search for any missing S-phase cells. d) Overview of clone and composite methods to set copy number prior concentrations ($\eta$). Pearson correlation is used to determine similarity.
Figure 5  a) hTERT genotype lineage diagram showing progression from WT to mutant alleles. b) Distribution of ancestral hTERT WT RT values split by clonal CNA type. c) RT profile of ancestral hTERT WT SA039 clone A. d) CN profiles for all hTERT samples, normalized by SA039 clone A and ploidy. Values > 0 are gains, < 0 are losses, and = 0 are unaltered. e) SA1292 clone CN profiles. Loci are split into subclonal gain, loss, and unaltered sites. f) SA1292 clone minus reference RT across different CNA types. Reference RT is the weighted average of all unaltered clones at gain and loss loci or a random clone at unaltered loci. g) Same as f but computed across all hTERT samples. h) Difference between sample and reference RT for samples with chrX events, split by chromosome. Samples with no chrX events were used as the reference. i) SIGNALS total and allele specific CN from SA1054 high-confidence G1/2-phase cells. j) Difference between SA1054 clone and reference RT for clones with chrX allelic imbalance. Allelically balanced clones B-C were used as the reference. Clones D-E were combined as they have identical chrX CN and allelic ratios.

Figure 6  a) Schematic of time-series DLP+ sampling for untreated and cisplatin-treated TNBC PDXs. b-e) Representative SA1035 untreated sample. b-c) Relative fraction of each clone within G1/2- and S-phase cells. d-e) Comparison of each clone's fraction in S- vs G1/2-phase populations at each timepoint. Dashed gray line represents equal prevalence in both phases. Triangles denote clone and timepoint combinations significantly ($p < 0.01$) enriched or depleted for S-phase cells via hypergeometric test. Distance from the dashed gray line represents each point's continuous SPE score. f) Relationship between SPE score and clone expansion for all TNBC PDX clone and timepoint combinations with >10 G1/2-phase cells, split by cisplatin status. Lines represent linear regression fits with shaded areas representing 95% confidence intervals.

Table 1 Parameters used in the PERT model

<table>
<thead>
<tr>
<th>Name</th>
<th>Domain/Distribution</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$(0, 1)$</td>
<td>NB event success probability (overdispersion)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$[1, \infty)$</td>
<td># of NB events (Eq 4)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$[0, 1]$</td>
<td>GC content of locus</td>
</tr>
<tr>
<td>$\beta_{\mu}$</td>
<td>$\sim N(0, 1)$</td>
<td>GC bias polynomial coefficient means</td>
</tr>
<tr>
<td>$\beta_{\sigma}$</td>
<td>$(0, \infty)$</td>
<td>GC bias polynomial coefficient stdevs</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\sim N(\beta_{\mu}, \beta_{\sigma})$</td>
<td>GC bias polynomial coefficients</td>
</tr>
<tr>
<td>$\mu_{\mu}$</td>
<td>$(0, \infty)$</td>
<td>coverage/ploidy mean (Eq 8)</td>
</tr>
<tr>
<td>$\mu_{\sigma}$</td>
<td>$(0, \infty)$</td>
<td>coverage/ploidy stdev (Eq 9)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$\sim N(\mu_{\mu}, \mu_{\sigma})$</td>
<td>coverage/ploidy scaling term</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$[0, 1]$</td>
<td>time in S-phase</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\sim \text{Beta}(1, 1)$</td>
<td>replication timing</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\sim \Gamma(2, 0.2)$</td>
<td>replication stochasticity term</td>
</tr>
<tr>
<td>$\phi$</td>
<td>$(0, 1)$</td>
<td>replication probabilities (Eq 5)</td>
</tr>
<tr>
<td>$Y$</td>
<td>$\sim \text{Bernoulli}(\phi)$</td>
<td>replication status</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$[0, 1]$</td>
<td>copy number prior concentration</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\sim \text{Dir}(\eta)$</td>
<td>copy number probabilities</td>
</tr>
<tr>
<td>$X$</td>
<td>$\sim \text{Cat}(\pi)$</td>
<td>copy number state</td>
</tr>
<tr>
<td>$Z$</td>
<td>$\sim \text{NB}(\delta, \lambda)$</td>
<td>read depth</td>
</tr>
<tr>
<td>$K$</td>
<td></td>
<td>GC bias polynomial degree</td>
</tr>
<tr>
<td>$L$</td>
<td></td>
<td># libraries</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td># genomic loci</td>
</tr>
<tr>
<td>$N$</td>
<td></td>
<td># cells</td>
</tr>
<tr>
<td>$P$</td>
<td></td>
<td># copy number states</td>
</tr>
</tbody>
</table>
Table 2 Parameters values for simulated datasets

<table>
<thead>
<tr>
<th>Datatag</th>
<th># clones</th>
<th>CNA rate</th>
<th>λ</th>
<th>α</th>
<th>ENCODE RT</th>
<th>β, µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1</td>
<td>0</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D2</td>
<td>1</td>
<td>0</td>
<td>0.75</td>
<td>5</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D3</td>
<td>1</td>
<td>0</td>
<td>0.75</td>
<td>15</td>
<td>MCF7</td>
<td>[-1.2, 0]</td>
</tr>
<tr>
<td>D4</td>
<td>1</td>
<td>0</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D5</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D6</td>
<td>1</td>
<td>0</td>
<td>0.9</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D7</td>
<td>1</td>
<td>0.02</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D8</td>
<td>1</td>
<td>0.05</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D9</td>
<td>1</td>
<td>0</td>
<td>0.99</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>D10</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P1</td>
<td>3</td>
<td>0</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P2</td>
<td>3</td>
<td>0</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P3</td>
<td>3</td>
<td>0.02</td>
<td>0.75</td>
<td>10</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P4</td>
<td>3</td>
<td>0</td>
<td>0.75</td>
<td>5</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P5</td>
<td>3</td>
<td>0.02</td>
<td>0.75</td>
<td>5</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P6</td>
<td>3</td>
<td>0.05</td>
<td>0.75</td>
<td>5</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P7</td>
<td>3</td>
<td>0</td>
<td>0.75</td>
<td>15</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P8</td>
<td>3</td>
<td>0.02</td>
<td>0.75</td>
<td>15</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P9</td>
<td>3</td>
<td>0.05</td>
<td>0.75</td>
<td>15</td>
<td>MCF7</td>
<td>[1.2, 0]</td>
</tr>
<tr>
<td>P10</td>
<td>4</td>
<td>0.02</td>
<td>0.75</td>
<td>10</td>
<td>GM-06990</td>
<td>-12801 -12812 -12813</td>
</tr>
<tr>
<td>P11</td>
<td>4</td>
<td>0.02</td>
<td>0.75</td>
<td>10</td>
<td>BJ MCF7</td>
<td>HEPG2 GM12813</td>
</tr>
</tbody>
</table>
copy number breakpoints. b) HMMcopy ploidies. c) Corrected median absolute deviation of reads per million between neighboring bins. d) Normalized autocorrelation of reads per million profiles. e) Intercept and f) slope coefficients from a linear regression fit between GC and read count.

Supplementary Fig. 11 a-d) Pairwise CN similarity and RT Pearson correlation between hTERT and OV2295 samples and clones with >10 S-phase cells. e-g) Clone CN and RT profiles for hTERT WT sample SA039. h) Distribution of ancestral hTERT WT RT values split by whether a locus contains a clonal CNA breakpoint across all hTERT samples. i) SA1292 RT profiles of clones B and C relative to clone A. Arrows indicate subclonal CNAs noted in Fig. 5e. j) Each hTERT sample’s per-cell time from scheduled replication (T-width) statistic vs number of clones.

Supplementary Fig. 12 ChrX RT profiles across all hTERT and OV2295 cell lines. a) Sample RT profiles. b-j) Clone RT profiles in each sample. The number of S-phase cells in each clone is denoted by n in the legend.

Supplementary Fig. 13 a-c) Difference between clone and reference RT for clones with chrX allelic imbalance. Allelically balanced clones E-J were used as the reference. Clones A-B were combined as they have identical copy number and allelic ratios on chrX. d) SIGNALS total and allele specific CN from high-confidence G1/2-phase cells.

Supplementary Fig. 14 a) PERT percent of G1/2-phase cells in each clone vs measured doubling time and percent of scRNA cells in G1-phase for gastric cancer cell lines sequenced with 10x scWGS [8]. Dashed lines represent weighted least squares fits where weight is the number of cells per clone. b) Schematic of time-series DLP+ sampling for hTERT WT and p53-/- cell lines. b) Relationship between SPE and clone expansion for each clone and timepoint combination with >10 G1/2-phase cells across all three samples and c-e) split by sample. Lines represent linear regression fits with shaded areas representing 95% confidence intervals.

Supplementary Fig. 15 i) Relative fraction of each clone within G1/2- and ii) S-phase populations. iii-iv) Comparison of each clone’s fraction in S- vs G1/2-phase populations at each timepoint. Dashed gray line represents equal prevalence in both phases. Triangles denote clone and timepoint combinations significantly (p_\text{adj} < 10^{-2}) enriched or depleted for S-phase cells via hypergeometric test. Distance from the dashed gray line represents each point’s continuous SPE score. v) Relationship between SPE and expansion for each clone and timepoint combination with >10 G1/2-phase cells. Lines represent linear regression fits with shaded areas representing 95% confidence intervals. a-h) Each row corresponds to a unique sample.

Supplementary Fig. 16 a) Pairwise Pearson correlation between treated and untreated sample RT profiles. b) Distribution of cell S-phase times between treated and untreated samples. c) Total fraction of S-phase cells between treated and untreated samples. d) Total fraction of S-phase cells in each clone across all samples, split by treatment status.

Additional file 1 — HMMcopy and SIGNALS heatmaps for all DLP+ samples
Heatmaps of HMMcopy and SIGNALS results for all high-confidence G1/2-phase cells in each sample initially reported in Funnell et al [36].

Additional file 2 — PERT heatmaps
Heatmaps of PERT input (read depth and called CN states) and output (somatic CN and replication states) for all scWGS samples analyzed. Top rows correspond to cells predicted as S-phase by PERT, bottom rows correspond to cells predicted as G1/2-phase by PERT. Each figure represents a unique sample. Input CN states were from HMMcopy for all DLP+ samples and CellRanger-DNA for all 10x scWGS samples (NCI-N87, HGC-27, and SNU-668). PERT was run at 500kb resolution unless otherwise noted as 20kb for select samples.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Domain/Distribution</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$(0, 1)$</td>
<td>NB event success probability (overdispersion)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$[1, \infty)$</td>
<td># of NB events (Eq. 4.4)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$[0, 1]$</td>
<td>GC content of locus</td>
</tr>
<tr>
<td>$\beta_\mu$</td>
<td>$N(0, 1)$</td>
<td>GC bias polynomial coefficient means</td>
</tr>
<tr>
<td>$\beta_\sigma$</td>
<td>$N(0, \sigma)$</td>
<td>GC bias polynomial coefficient stdv</td>
</tr>
<tr>
<td>$\mu_\mu$</td>
<td>$N(\mu_\mu, \mu_\sigma)$</td>
<td>GC bias polynomial coefficients</td>
</tr>
<tr>
<td>$\mu_\sigma$</td>
<td>$(0, \infty)$</td>
<td>coverage/ploidy mean (Eq. 4.8)</td>
</tr>
<tr>
<td>$\mu_\sigma$</td>
<td>$(0, \infty)$</td>
<td>coverage/ploidy stdv (Eq. 4.9)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$N(\mu_\mu, \mu_\sigma)$</td>
<td>coverage/ploidy scaling term</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$[0, 1]$</td>
<td>time in S-phase</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Beta $(1, 1)$</td>
<td>replication timing</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\Gamma(2, 0.2)$</td>
<td>replication stochasticity term</td>
</tr>
<tr>
<td>$\phi$</td>
<td>$(0, 1)$</td>
<td>replication probabilities (Eq 4.5)</td>
</tr>
<tr>
<td>$Y$</td>
<td>Bernoulli $(\phi)$</td>
<td>replication status</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$[0, 1]$</td>
<td>copy number prior concentration</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Dir$(\eta)$</td>
<td>copy number probabilities</td>
</tr>
<tr>
<td>$X$</td>
<td>Cat$(\pi)$</td>
<td>copy number state</td>
</tr>
<tr>
<td>$Z$</td>
<td>NB$(\delta, \lambda)$</td>
<td>read depth</td>
</tr>
<tr>
<td>$L$</td>
<td>$#$ libraries</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>$#$ genomic loci</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>$#$ cells</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>$#$ copy number states</td>
<td></td>
</tr>
</tbody>
</table>