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Abstract
As biodiversity plummets due to anthropogenic disturbances, the conservation of oceanic species is

made harder by limited knowledge of their distributions and migrations. Indeed, tracking species

distributions in the open ocean is particularly challenging due to scarce observations, and the com-

plex and variable nature of the ocean system. In this study, we propose a new method that leverages

deep learning, specifically convolutional neural networks (CNNs), to capture spatial features of en-

vironmental variables. This novelty eliminates the need to predefine these features before modelling

and creates opportunities to discover unexpected correlations. Our aim is to present the results of

the first trial of this method in the open oceans, discuss limitations, and provide feedback for future

improvements or adjustments.

In this case study, we considered 38 taxa which include pelagic fishes, elasmobranchs, marine mam-

mals, as well as marine turtles and birds. We trained a model to make probability predictions from the

environmental conditions at any specific point in space and time, using species occurrence data from

the Global Biodiversity Information Facility (GBIF) and environmental data from various sources.

These variables included sea surface temperature, chlorophyll concentration, salinity, and fifteen

others.

During the testing phase, the model was applied to environmental data at locations where species

occurrences were recorded. The model accurately predicted the observed taxon as the most likely

taxon in 69% of cases and included the observed taxon among the top three most likely predictions in

89% of cases. These findings show the adequacy of deep learning for species distribution modelling

in the open ocean and demonstrate the relevance of CNNs for prospective modelling of the impacts

of future ocean conditions on oceanic species.

Additionally, this black box model was then analysed with explicability tools to understand which

variables had an influence on themodel’s predictions. While variable importancewas species-dependent,

we identified finite-size Lyapunov exponents (FSLEs), sea surface temperature, pH, bathymetry and

salinity as the most influential variables, in that order. These insights can prove valuable for future

species-specific movement ecology studies.

Keywords: deep learning; megafauna; open oceans; pelagic species; species distribution models 11
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1. Introduction 12

1.1 Background 13

The open ocean is a vast and complex ecosystem that covers over 70% of the Earth’s surface, yet 14

it remains one of the least understood and studied ecosystems on our planet [1]. It plays a critical 15

role in regulating the Earth’s climate, nutrient cycles, and biogeochemical cycles (including carbon 16

sequestration), making it a vital component of all life on Earth [2]. 17

However, the ocean is facing a range of human-induced threats, including over-fishing, pollution, 18

and climate change [3, 4, 5]. These threats can have serious consequences for marine biodiversity, 19

and therefore negatively impact the livelihoods of millions of people who depend on the oceans for 20

their food or income [6]. 21

To focus on solving the most pressing challenges, it is essential to understand how marine life is 22

distributedwithin open oceans. Species distributionmodels can provide valuable insights into where 23

different species are likely to be found, what environmental factors are driving their distribution, and 24

the influence of temporal variations [7]. By developing accurate and reliable models, we can identify 25

areas that are most at risk and develop effective conservation strategies to protect these ecosystems. 26

Furthermore, changes in the Earth’s climate are already affecting ocean conditions, namely warming 27

waters, ocean acidification, and sea level rise, among others [8]. This makes it even more urgent to 28

understand the link between environmental variables and species distributions, to be able to predict 29

how marine biodiversity may respond to these changes. This information is critical for informing 30

decision-making and management efforts to ensure the long-term sustainability of marine ecosys- 31

tems and the services they provide to society. 32

Therefore, studying species distribution in open oceans is essential for advancing our understanding 33

of these complex ecosystems and for developing effective conservation and management strategies 34

to protect them. 35

1.2 Existing methods for predicting species distributions 36

There is a wide variety of Species Distribution Models (SDMs) discussed in literature [9]. This is 37

generally done through modelling a species-specific environmental niche: the area where environ- 38

mental conditions are favourable to the species [10]. Predictors are chosen empirically to best fit the 39

observed species’ occurrences with specific environmental conditions. 40

Usually, SDMs use environmental data at the exact location where the prediction is computed, which 41

is insufficient to represent the full nature of the environmental seascape around animals. Even aver- 42

aging data over a buffer area does not fully represent the environmental conditions, as it cannot con- 43

vey bathymetry features such as seamounts or trenches. The same applies to other variables, which 44

spatial structure may be more important than punctual or average values: algal blooms, temperature 45

fronts, eddies, etc. Yet these spatial structures are essential to understanding species distributions 46

[11, 12]. 47

A solution to this shortcoming is to include the values of these environmental data in the neigh- 48

bourhood of species occurrences, but the number of variables then becomes much larger than the 49

number of observations. This is unfit for statistical models and requires a feature extraction step 50

to summarize input data as fewer significant variables. This work may be made manually, which 51

enables the model to take advantage of scientists’ expert knowledge. This is how some spatial fea- 52

tures are added into SDMs [13], but it limits the performance of the model to the scope of existing 53

knowledge and prevents the discovery of previously unknown influential factors. 54
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Furthermore, SDMs rarely take into account the high temporal variability of environmental data 55

[14], which seriously hinders the prediction of highly mobile species distributions. 56

This calls for newmethods to fully take into account the complex spatial structures of environmental 57

seascapes and their influence on species distributions. 58

1.3 Potential benefits of using deep learning for modelling marine species distribution 59

Convolutional neural networks (CNNs) were invented for image recognition, so they have embedded 60

feature extractors that are designed to detect multiple levels of details using convolution layers [15]. 61

With image classification, one can identify the following levels, from most precise to coarser: 62

1. Values of specific pixels 63

2. Value of a small group of pixels: textures, edges 64

3. Association of several groups of pixels: shapes, geometric features 65

4. Association of several shapes: objects, animals, plants 66

5. Average and extreme values on the whole image: brightness/tint 67

This is especially useful with environmental data raster layers (from satellite observations ormodels) 68

as it enables the model to detect the same various levels of details on environmental variables. Here 69

are some examples of the same levels of detail, applied to environmental variables : 70

1. Values at the point of occurrence 71

2. Homogeneity of the variable in the neighbourhood of occurrence: temperature fronts, slopes 72

3. Geographic features: bays, underwater canyons, river plumes 73

4. Complex shapes: current structures, cyclones 74

5. Average and extreme values over the buffer zones 75

The use of CNNs to model species distributions was successfully developed for terrestrial plants 76

[16]. The CNN architecture proved especially useful to capture spatial features, as well as to trans- 77

fer knowledge from better-known species to lesser-known species [17]. While these studies were 78

mostly based on satellite imagery (Sentinel-2), we cannot rely on this information in the open oceans. 79

Another significant difference is the high temporal variability of the oceanic seascape. This is why 80

we present an adaptation of their work that relies only on environmental data. 81

1.4 Objectives of the study 82

Through the present study, we explore and report the possibilities that deep-learning-based SDMs 83

offer in the open oceans. We first give a detailed overview of the data that was used to build our 84

model. Then we show the results that we obtained, including performance metrics and distribution 85

maps. Finally, we show an example of how this method may be used to simulate a change in future 86

ocean conditions and how probabilities predictions respond. We also point out the limits that we 87

have found with our methodology choices and suggest ways to improve the results’ quality in the 88

future. 89

2. Methods 90

The main step of our process is to build a model to link environmental data to species presence. 91

To achieve this, we used freely available occurrence data from the Global Biodiversity Information 92

Facility (GBIF) [18], and downloaded environmental data in a buffer around each of their locations, 93

at the date of their occurrence. 94

After training, this provided us with a model which takes environmental data as input and outputs a 95

vector of observation probabilities (one for each taxon). It is important to note that as training data 96
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is presence-only, we cannot predict abundance or any absolute measure of presence. The predictions 97

are observation probabilities, relative to the 38 taxa that are the subject of this study. The full process 98

is summarized in Figure 1 and is explained in detail in this section. 99

Figure 1. Summary view of the analysis process: model training in the top half and predictions in the bottom half.

2.1 Description of the occurrence data 100

Thirty-eight marine species or genera were selected for the proof of concept that is described in the 101

present article. They include large pelagics, elasmobranchs, turtles, sea mammals, and two species 102

of marine birds (cf. table 1). These taxa may be replaced or complemented with others in the future. 103

Presence data for these taxa were downloaded from the GBIF. This database contains species oc- 104

currences that are free to access and download, which is essential to reproducibility. Some flawed 105

data is unavoidably present in the database, but small errors in the geographical coordinates are not 106

a problem as the oceanographic landscape that we consider has limited precision due to environ- 107

mental data resolution. We removed points located on the continents, and no other filtering was 108

conducted on geographical precision. Furthermore, convolutional neural networks are known to be 109

robust against occasional labelling mistakes [19]. 110

Digital object identifiers (DOIs) for the download of each species are available in table 1. When there 111

were more than 10,000 occurrences of a taxon, a random sample of 10,000 occurrences was selected. 112

In all cases, GBIF identifiers of occurrences that were actually used are available in the training data 113

set CSV files (id column). 114

This added up to 314,253 occurrences for all taxa, depicted in figure 2. 115
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Table 1. Species that were included in the study, coloured by taxonomic class. The last column is the digital object identifier
(DOI) of downloaded archives.

English name Taxonomic name DOI
Yellowfin tuna Thunnus albacares 10.15468/dl.gr2wbb
Longfin tuna Thunnus alalunga 10.15468/dl.aqjv3y
Atlantic bluefin tuna Thunnus thynnus 10.15468/dl.nnyeyb
Southern bluefin tuna Thunnus maccoyii 10.15468/dl.tw97qj
Bigeye tuna Thunnus obesus 10.15468/dl.c96qpp
Skipjack tuna Katsuwonus pelamis 10.15468/dl.6y2zzm
Frigate Tuna Auxis thazard 10.15468/dl.kfm6kq
Sailfish Istiophorus 10.15468/dl.f48dug
Black marlin Istiompax indica 10.15468/dl.b5acky
Blue marlin Makaira 10.15468/dl.sygtaw
Swordfish Xiphias gladius 10.15468/dl.hazqd2
Dolphinfish Coryphaena 10.15468/dl.q67bqt
Humphead wrasse Cheilinus undulatus 10.15468/dl.9g76hq
Oceanic Whitetip Carcharhinus longimanus 10.15468/dl.b5ws4q
Whitetip Carcharhinus albimarginatus 10.15468/dl.vpc772
Silk shark Carcharhinus falciformis 10.15468/dl.vg4rwh
Sandbar shark Carcharhinus plumbeus 10.15468/dl.7fczpa
Grey reef shark Carcharhinus amblyrhynchos 10.15468/dl.ccqyws
Mako shark Isurus oxyrinchus 10.15468/dl.h5akxk
Blue shark Prionace glauca 10.15468/dl.zqkssk
Devil ray Mobula mobular 10.15468/dl.p4e2sx
Reef manta Mobula alfredi 10.15468/dl.bkjkgu
Eagle ray Myliobatis 10.15468/dl.3u3v7k
Humpback whale Megaptera novaeangliae 10.15468/dl.yzg4n3
Fin whale Balaenoptera physalus 10.15468/dl.r9kaq8
Blue whale Balaenoptera musculus 10.15468/dl.28f7xd
Bottlenose Tursiops 10.15468/dl.bec9p4
Spinner dolphin Stenella longirostris 10.15468/dl.xz5eds
Common dolphin Delphinus delphis 10.15468/dl.u5be7v
Sperm whale Physeter macrocephalus 10.15468/dl.7pf4ue
Harbour porpoise Phocoena phocoena 10.15468/dl.afr2fn
Southern right whale Eubalaena australis 10.15468/dl.e3hdkj
Green turtle Chelonia mydas 10.15468/dl.6gs9rp
Loggerhead Caretta caretta 10.15468/dl.dmb6ds
Hawksbill turtle Eretmochelys imbricata 10.15468/dl.e6w44w
Emperor penguin Aptenodytes forsteri 10.15468/dl.s5unhs
Wedge-tailed shearwater Puffinus pacificus 10.15468/dl.vyztue
Acropora coral Acropora 10.15468/dl.vg752f

https://doi.org/10.15468/dl.gr2wbb
https://doi.org/10.15468/dl.aqjv3y
https://doi.org/10.15468/dl.nnyeyb
https://doi.org/10.15468/dl.tw97qj
https://doi.org/10.15468/dl.c96qpp
https://doi.org/10.15468/dl.6y2zzm
https://doi.org/10.15468/dl.kfm6kq
https://doi.org/10.15468/dl.f48dug
https://doi.org/10.15468/dl.b5acky
https://doi.org/10.15468/dl.sygtaw
https://doi.org/10.15468/dl.hazqd2
https://doi.org/10.15468/dl.q67bqt
https://doi.org/10.15468/dl.9g76hq
https://doi.org/10.15468/dl.b5ws4q
https://doi.org/10.15468/dl.vpc772
https://doi.org/10.15468/dl.vg4rwh
https://doi.org/10.15468/dl.7fczpa
https://doi.org/10.15468/dl.ccqyws
https://doi.org/10.15468/dl.h5akxk
https://doi.org/10.15468/dl.zqkssk
https://doi.org/10.15468/dl.p4e2sx
https://doi.org/10.15468/dl.bkjkgu
https://doi.org/10.15468/dl.3u3v7k
https://doi.org/10.15468/dl.yzg4n3
https://doi.org/10.15468/dl.r9kaq8
https://doi.org/10.15468/dl.28f7xd
https://doi.org/10.15468/dl.bec9p4
https://doi.org/10.15468/dl.xz5eds
https://doi.org/10.15468/dl.u5be7v
https://doi.org/10.15468/dl.7pf4ue
https://doi.org/10.15468/dl.afr2fn
https://doi.org/10.15468/dl.e3hdkj
https://doi.org/10.15468/dl.6gs9rp
https://doi.org/10.15468/dl.dmb6ds
https://doi.org/10.15468/dl.e6w44w
https://doi.org/10.15468/dl.s5unhs
https://doi.org/10.15468/dl.vyztue
https://doi.org/10.15468/dl.vg752f
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Figure 2. Random sample (10%) of the training data set, coloured by taxonomic class.

2.2 Description of the environmental data used as inputs 116

Eighteen environmental variables were considered, some from satellite observations and others from 117

models. Three of them contain two components: surface wind, geostrophic current and finite-size 118

Lyapunov exponents (FSLEs). Temperature and chlorophyll values were also included 15 and 5 days 119

before the occurrences, as it was previously demonstrated that marine animals may have a delayed 120

response to some variables, especially temperature [20]. Finally, four geographical variables were 121

added (cf. section 2.3.2). This amounts to a total of 29 layers of data, shown in table 2. 122

2.3 Data preparation 123

2.3.1 Enrichment 124

Environmental data were downloaded in a buffer around the occurrences using the GeoEnrich py- 125

thon package, which was developed for this purpose and made available to other researchers for a 126

wide range of uses in the GitHub IRDG2OI/geoenrich repository [21]. A spatial buffer of 115km was 127

used, to include at least one data point from the least precise data (2° resolution). This is consistent 128

with values of daily potential movement for fast animals that may travel up to 120 km per day [22, 129

23]. 130

These data arrays with various resolutions (minimum 1× 1 for wave height, maximum 241× 241 for 131

bathymetry) also have various horizontal dimensions due to the longitude contraction closer to the 132

poles. They were all interpolated (up-scaled or down-scaled depending on the initial resolution) to 133

fit the same 32 × 32 grid centred around the occurrence. 134

2.3.2 Ocean basin and hemisphere 135

An initial goal of the study was to produce a geography-agnostic model, which means that two 136

points with the same oceanic conditions, wherever they are, should yield the same predictions. But 137

this is ecologically wrong for one main reason: there are natural barriers that animals cannot cross, 138

namely continents and for some species, the warm waters around the equator. Therefore we added 139

four binary variables: three for the main oceanic basins and one for the hemisphere. 140
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The world’s oceans were split into three main basins: the Atlantic, Indian and Pacific oceans. Very 141

few of the occurrences were located in the Arctic Ocean: they were assigned the closest of these 142

ocean basins. Occurrences from the Southern Ocean were more numerous and are not separated 143

from these three oceans by any physical barrier, so they could be assigned to the closest one. 144

It is important to note that the Ocean basin and the hemisphere are the only geographical informa- 145

tion provided to the model. This is by design to avoid learning the observation bias that is present 146

in the training data. 147

Table 2. 29 layers used as input data

Variable Source Source type
Bathymetry GEBCO [24] Observations
Salinity Copernicus [25] Observations
Wave Height Copernicus [26] Observations
Surface wind (u) CCMP [27] Observations
Surface wind (v) CCMP [27] Observations
Oxygen Copernicus [28, 29] Models
pH Copernicus [28, 29] Models
FSLEs (strength) Aviso [30] Observations
FSLEs (orientation) Aviso [30] Observations
Geostrophic Current (u) Copernicus [31, 32] Observations
Geostrophic Current (v) Copernicus [31, 32] Observations
Eddy kinetic energy Calculated
Chlorophyll OCCI [33] Observations
Sea surface temperature MUR [34] Observations
Mixed layer thickness Copernicus [25] Observations
Diatoms Copernicus [35] Observations
Dinophytes Copernicus [35] Observations
Haptophytes Copernicus [35] Observations
Green algae Copernicus [35] Observations
Prochlorophytes Copernicus [35] Observations
Prokaryotes Copernicus [35] Observations
Chlorophyll (D-15) OCCI [33] Observations
Sea surface temperature (D-15) MUR [34] Observations
Sea surface temperature (D-5) MUR [34] Observations
Chlorophyll (D-5) OCCI [33] Observations
Atlantic Ocean Calculated
Indian Ocean Calculated
Pacific Ocean Calculated
North hemisphere Calculated
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2.3.3 Feature scaling 148

All data were scaled to the [0, 1] interval, and saved into a data cube (32 × 32 geographical pixels 149

×29 layers). Outliers (highest and lowest 1% of the values of the training data set) were clipped and 150

the scaling factors were saved to be reapplied to any subsequent input data. 151

There are some missing data because of natural phenomena such as clouds, or because the occur- 152

rences were out of the data set time range. In that case, we used the median value of the variable 153

over the tile. If data was missing over the whole tile, we used the median value over the whole data 154

set instead. 155

Figure 3 shows an example of all the data that are included in the data cube used for training, with 156

the feature scaling reversed in order to show the real values. The figure does not show the four 157

binary geographical variables. 158

Figure 3. Environmental variables around the point of coordinates -14.389°S, 78.918°E on March 20th, 2021.
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2.4 Training the model 159

The modelling technique that we describe in this study was developed for plant species distributions 160

[17]. We used the Malpolon framework [36] after some adaptations to our use case. It was built on 161

top of PyTorch [37] and PyTorch Lightning [38] frameworks. 162

The Malpolon framework implements a convolutional network with the resnet50 feature extractor 163

[15]. We adapted it to use 29 inputs channels, and 38 numerical outputs converted to relative probab- 164

ilities by a Softmax function. It was trained in two sessions by minimizing the Binary Cross Entropy 165

loss: one with a .1 learning rate, and another one with a .01 learning rate to fine-tune the weights. 166

The target probabilities for training were set using one-hot encoding, ie. a one for the observed 167

species and zeroes for all others. This follows the principle of assumed negatives [39]: we assume 168

that only the observed species is present at the point of observation. This equates to considering 169

the pseudo-absences of the other species. This is obviously wrong, but as we work with a limited 170

number of species in an extensive area and period of time, chances are slim that the model receives 171

contradictory information. 172

2.5 Evaluation metrics and performance assessment 173

Training data were randomly split into three sets: training (60%), validation (20%) and test (20%). 174

The validation set was used to assess and improve performance during the training phase, while the 175

test set was used after training to compute the final performance of the model, on data that it had 176

never seen before. 177

The accuracy of the final version of the model was 69%, which means that in 69% of cases, the most 178

likely taxon according to the model was the same as the one that was actually observed. See table 3 179

for more complete accuracy results. 180

Table 3. Probability that the observed taxon is among the Top N predictions of the model, for 11 values of N

Top N Probability
1 69.15%
2 83.19%
3 89.13%
4 92.83%
5 95.13%
6 96.63%
7 97.48%
8 97.99%
9 98.43%
10 98.75%
38 100.00%

A confusion matrix was computed on the test data set and is shown in Figure 4. It shows that some 181

taxa were easily identified by the model (the top two being Aptenodytes forsteri andMobula alfredi). 182

Others were harder to predict, the worst two being Istiompax indica and Carcharhinus longimanus. 183
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Figure 4. The confusion matrix shows the top predictions of the model on the test data set, for each observed taxon.

2.6 From probability predictions to distribution maps 184

After training themodel, we used it on new data to generate distributionmaps. As the environmental 185

data download phase can be quite slow, we had to choose to focus either on time extent or spatial 186

extent, but not both at the same time. This is why we chose to compute two different outputs: 187

• Global species distribution maps at four dates in 2021. 188

• Regional species distribution maps for the Southwestern Indian Ocean at 53 dates in 2021. 189

It is important to note that the model may be used at any date in any area; the only limitation is the 190

availability of environmental data, and the time required to download them. 191

Two grids covering both areas were generated. They comprised 36,506 points for the global oceans 192

and 3,001 for the Southwestern Indian Ocean. Environmental data were downloaded for each of 193

these points and run through the model, which led to 38 relative probability predictions for each of 194
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these points, at each requested date. For each taxon, these probabilities were interpolated over the 195

whole area to generate rasterized distribution maps. 196

It is worth noting that since we are workingwith relative probabilities (because of the softmax layer), 197

the absolute values have little purpose. Therefore no scale is provided for all distribution maps: they 198

should be interpreted relatively to one another, across species, time or space. 199

2.7 Influence of variables 200

To study the influence of variables, a new model was trained after removing chlorophyll and sea 201

surface temperature at D-5 and D-15, as well as Eddy Kinetic Energy. Indeed, these layers are highly 202

correlated with chlorophyll and sea surface temperature on the day of occurrence, and geostrophic 203

current respectively. 204

It is worth noting that this model has almost the same accuracy (69.08%) as the previously described 205

one (69.15%), which shows that the 5 variables that were removed have very little influence on the 206

classification. 207

Afterwards, the most determining variables were calculated using the integrated gradients method 208

for a random sample (N=1,000) of the points on the world grid [40], using the Captum python pack- 209

age [41]. They were then aggregated over the geographical area (sum of absolute values) and these 210

values were grouped by taxon (the top prediction). 211

3. Results 212

3.1 Presentation of the species distributions maps 213

3.1.1 Global oceans 214

Distribution maps were calculated on four dates, all in 2021, corresponding to both solstices and 215

both equinoxes, for the thirty-eight taxa. Figure 5 shows these maps for three species on the spring 216

equinox. All 152 distribution maps are available online [42]. 217
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(a) Caretta caretta

(b)Mobula alfredi

(c) Puffinus pacificus

Figure 5. Examples of distribution maps on March 20th, 2021.
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3.1.2 Southwestern Indian Ocean 218

In this case, distribution maps were calculated each week of 2021, for the 38 taxa. To make visual- 219

ization easier, they were exported as animated GIFs that are available online [43]. An example for 220

Prionace glauca is shown in Figure 6. 221

Figure 6. Distribution maps for Prionace glauca every three weeks of 2021. The contrast was increased to improve visibility:
colours from this figure should not be compared to other figures.
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3.2 Comparison of predicted distribution maps to established maps 222

Validation of the distribution maps is challenging because existing distribution maps rarely take 223

into account temporal variability, except sometimes broad seasonal variations. Yet the maps that we 224

produce are highly dependent on time, see Figure 6 for instance. 225

We compared some of our distribution maps to established ones, to check for inaccuracies. See 226

Figure 7 for a few examples. 227

(a) Puffinus pacificus (established map [44]) (b) Puffinus pacificus (predicted)

(c) Eubalaena australis (established map [45]) (d) Eubalaena australis (predicted)

(e) Thunnus thynnus (established map [46]) (f) Thunnus thynnus (predicted)

Figure 7. Comparison between established distribution maps and deep-learning generated maps

Puffinus pacificus The prediction map 7a is coherent with the established one 7b, although there 228

is a significant difference between the Indian and Pacific oceans. Since established maps are usually 229

binary (presence/absence), the difference we see between the two oceans cannot be (in)validated. It 230
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is possible that the Pacific Ocean is more suitable to this species than the Indian Ocean, or there may 231

be an under-representation of occurrences in our data set. 232

Eubalaena australis The predicted distribution 7d fits within the known geographical range of 233

Eubalaena australis 7c, and there is a strong disparity of the prediction density within this area. 234

Again, no assumption can be made on the plausibility of the predictions, as this heterogeneity may 235

be caused by temporal variation, or it may not fit reality. Another possibility is that the established 236

geographical range is not fully used by the species. 237

Thunnus thynnus The predicted range for Thunnus thynnus 7f is within the established range 238

7e, but it does not include all of it. Specifically, the Mediterranean Sea and the Bay of Biscay are 239

excluded, even though there is a major population living in these areas [47]. After checking our 240

input data, this shortcoming can be explained by the under-representation of this population in the 241

occurrences used for training. This will be discussed further in section 4.2.2. 242

3.3 Analysis of determining variables 243

Over the predictions for the 2021Global use case, themost influential variableswere FSLEs (strength), 244

sea surface temperature, pH, bathymetry, salinity, and FSLEs (orientation), in this order. See table 4 245

for a full accounting of variable influence. 246

Figure 8 shows the median integrated gradient for each taxon. Note that Istiompax indica is not 247

present in this chart as it was never predicted to be the most likely taxon. 248

3.4 Effect of a 2°C increase in sea surface temperature 249

Predictions were computed after adding 2°C to sea surface temperature, leaving all other variables 250

unchanged. In the context of climate change, this is a tentative projection but it is theoretical, as 251

there are significant and complex correlations between future changes in various environmental 252

variables. Our model does not provide abundance results, but relative probabilities indicate which 253

taxa benefit or suffer from this change. 254

There is also a change in presence areas, illustrated in Figure 9. For Caretta caretta and, to a smaller 255

extent, Eubalaena australis, there is an expected poleward shift: away from the equator and towards 256

cooler water, as projected previously [48]. The evolution of the Katsuwonus pelamis range is harder 257

to interpret: this species may not be that sensitive to warmer water because it already lives in the 258

equatorial band, so the change may be caused by the interaction between temperature and other 259

variables. In reality, a temperature rise would cause a decrease in oxygen levels (not modelled here), 260

which might drive the Katsuwonus pelamis population away from the equator [49]. 261

Evolution maps were calculated by subtracting the +2°C projection from the corresponding 2021 262

predictions, for each geographical point. This process creates new raster layers with a -1 to 1 range 263

reflecting the evolution of predicted probabilities. 264
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Table 4. Statistics of the influence of variables on a sample of 1,000 predictions (×1, 000, sorted by median).

Variable mean std min 25% 50% 75% max
FSLEs (strength) 1.08 0.8 0.12 0.53 0.8 1.36 3.87
SST 0.77 0.71 0 0.24 0.56 1.1 3.66
pH 0.64 0.62 0 0.25 0.41 0.8 3.35
Bathymetry 0.67 0.76 0 0.17 0.39 0.85 5.25
Salinity 0.6 0.53 0 0.24 0.38 0.75 2.83
FSLEs (orientation) 0.53 0.42 0.04 0.24 0.37 0.64 2.62
Geos. current (u) 0.4 0.34 0 0.18 0.28 0.49 2.15
Geos. current (v) 0.39 0.31 0.05 0.18 0.28 0.49 1.56
Surface wind (v) 0.37 0.28 0.04 0.17 0.26 0.45 1.36
Oxygen 0.42 0.45 0 0.06 0.24 0.66 3.04
Surface wind (u) 0.33 0.26 0.03 0.15 0.23 0.4 1.21
Pacific Ocean 0.41 0.56 0 0 0.23 0.63 3.11
Wave height 0.18 0.14 0.02 0.08 0.13 0.22 0.7
Mixed layer thickness 0.26 0.37 0 0.05 0.12 0.34 2.83
Prochlorophytes 0.07 0.16 0 0.02 0.03 0.08 2.9
Green algae 0.08 0.15 0 0.01 0.03 0.08 2.23
Haptophytes 0.07 0.14 0 0.01 0.03 0.07 2.27
Prokaryotes 0.03 0.05 0 0.01 0.02 0.03 1.15
Chlorophyll 0.03 0.04 0 0.01 0.01 0.03 0.53
Dinophytes 0.04 0.08 0 0 0.01 0.03 0.83
Diatoms 0.03 0.07 0 0 0.01 0.03 0.72
Atlantic Ocean 0.19 0.43 0 0 0 0.16 2.6
Indian Ocean 0.25 0.6 0 0 0 0 3.28
North hemisphere 0.42 0.7 0 0 0 0.56 3.66
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Figure 8. Variables that had the most influence on the determination of each taxon presence
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(a) Caretta caretta

(b) Eubalaena australis

(c) Katsuwonus pelamis

Figure 9. Examples of evolution maps after adding +2°C. Green areas are more suitable with 2°C more, while pink areas are
less suitable. Maps for all 38 species on all 4 dates are available online. [50]
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4. Discussion 265

4.1 Ecological interpretation of the results, implications for offshore species distributions 266

The variables that were identified are coherent with past research. Specifically, FSLEs were identified 267

as a particularly important movement predictor for top marine predators [51]. Sea surface temper- 268

ature was also expected to be an important predictor, as it is the most frequently used descriptor in 269

marine SDMs [14] and was identified as the most relevant factor in an SDM review [52]. 270

This study also demonstrates a high sensitivity to temporal variations in environmental conditions, 271

as shown in figure 6. This highlights the need for distribution models of fast-moving species to 272

consider these variations, instead of relying only on averaged values.. 273

There are some surprises in influential variables: bathymetry was not a good predictor of Acropora 274

coral distribution, which is contradictory with their need for light. A possible explanation is that 275

the model may have used other variables as a proxy for low depths. 276

4.2 Benefits and limitations of using deep learning for SDMs in the open ocean 277

This method holds promise in helping researchers uncover new correlations between the oceanic 278

conditions and species distributions: implicit feature extraction allows the use ofmore numerous and 279

more complex features. But there is a drawback: determining features have to be studied afterwards, 280

and it is not straightforward. In this study, we showed the variables that had the most influence on 281

average. This needs to be complemented by a deeper study of the nature of the determining features. 282

We noted three main limitations of our method, namely performance metrics, biases in the input 283

data, and some undetected patterns. 284

4.2.1 Accuracy 285

The accuracy of the model could still be improved, depending on the ecological feasibility. Indeed, 286

if some species are frequently seen together, there is no way for the model to discriminate between 287

the two. In that case, this uncertainty will show as a .5 mistake rate even though it is the correct 288

result. A way to improve the final accuracy score would be to group species by traits. But this would 289

remove the possibility of studying differences between similar species. 290

For example, the confusion matrix in figure 4 shows that Xiphias gladius and Coryphaena are often 291

predicted instead of each other. This may be the result of these two taxa having similar habitats, and 292

the low resulting score does not necessarily mean that the predictions are wrong. 293

Accuracy is not an ideal metric for this use case, but the scarcity of training data is very limiting 294

in that aspect. This is why we provided a Top-N score in table 3 for a more complete performance 295

assessment. 296

4.2.2 Observer bias 297

Most observation data in the open ocean come fromfishing vessels, which target certain species. This 298

causes observations to mostly include target species or frequently associated species. Furthermore, 299

fishing boats tend to target some areas based on outputs of fishing guidance models so it creates an 300

artificial correlation between the parameters used in these models and the presence of animals. 301

The strength of deep learning in this context is that it makes no assumption when there is no data: 302

it replicates the results from similar well-known areas. This partly compensates for sampling ef- 303

fort heterogeneity. But this only works when there is a homogeneous population, unlike Thunnus 304

thynnus which has two separate stocks (West and East Atlantic). This explains why the model failed 305
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to extrapolate from West Atlantic data and to predict high probabilities in the Mediterranean Sea 306

and the Bay of Biscay. 307

Finally, some data come from scientific tracking of individual animals, so these individuals may be 308

over-represented in our data and reflect their preferences rather than the general tendency of their 309

species. The large amount of occurrences that we used help tackle this bias. 310

These biases would be better tackled with more available data, which is a serious issue in the open 311

oceans. Little data is produced relative to the size of the oceans, and a large part of this data is not 312

shared publicly. More data is key to better models and more trustworthy distribution maps. 313

4.2.3 Undetected patterns 314

Detection of seasonal migrations is incomplete. For instance, we should see the Megaptera novae- 315

angliae distribution spreading north during the southern winter. The model also did not catch the 316

Thunnus thynnus seasonal spawning in summer in the Mediterranean Sea. 317

4.3 Suggestions to further improve the modelling methods 318

4.3.1 Occurrence data 319

As a first experiment, occurrence data were selected randomly for this study. Even though the aim 320

should not be to have a perfect fit between observation data andmodel predictions, sourcing training 321

data from many different providers rather than randomly would help reduce observer bias. 322

4.3.2 Environmental data 323

It has been suggested to include 3D environmental data, as most variables vary with depth and 324

occurrence data are not limited to the surface [53]. Such data could easily be included in the input 325

data with no change to our method. Additional data may be beneficial, in particular the distance to 326

the nearest coastline or level of anthropisation. 327

4.3.3 Other use cases 328

The present method could be used at different scales, in particular in coastal areas. This would 329

require a significant change in the input variables, as the resolution of globally available environ- 330

mental data is a limiting factor. They could be replaced by satellite or drone images, as well as locally 331

available (more precise) environmental data. 332

5. Conclusion 333

5.1 Main findings and their significance 334

The presentmethod provides away to estimate species distribution at all dates and all areas, provided 335

environmental data is available. While this makes it difficult to judge accuracy (there is often no ref- 336

erence data), it provides a baseline that can be calculated for any species (that have enough existing 337

observations). Researchers working on terrestrial plants have also shown that such models may be 338

used to infer species distribution for rare species, by extrapolating results from co-occurring species 339

[17]. 340

5.2 Implications for management and conservation of offshore species 341

We hope this method will be developed further and used on other endangered species, together with 342

existing methods and field observation. The technique that we presented would be especially useful 343

in the hands of scientists who are experts in the life cycle of specific species. It would help them 344
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increase scientific knowledge of their distributions, which is essential for decision-makers to target 345

areas of interest for conservation. 346

5.3 Recommendations for future research and potential applications 347

While the accuracy of our distribution maps is difficult to assess, there is exceptional room for im- 348

provement and further research. All the blocks in Figure 1 can be modified, either to adapt the pro- 349

cess to a different use case or to try to improve the quality of the results. Here are some examples 350

of potential changes: 351

• To study other species, the initial choice of species can be changed, for example, to focus on 352

sedentary species or a specific area. 353

• To improve accuracy, the occurrence data may be selected in other ways that are not random. 354

• To investigate the influence of other variables, they may be added to the variable set. 355

• To study the long-term effect of environmental conditions, some variables may be included 356

with a longer time lag such as months or years. 357

The results we presented in this article are a small part of what can be achieved with this model. 358

Many other scientific questions can be investigated both with the model we provide (already trained) 359

or with other models trained with the same method. 360
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Code 370

The code that was used to prepare the data, train the model, and export the outputs is available on 371

GitHub in the IRDG2OI/deep-sdm-oceans repository and on Zenodo [54]. 372

Input data 373

The input data include the CSV file describing the geographical points, the standardized numpy 374

arrays of corresponding environmental data, and the standardization factors. They are available on 375

Zenodo [55] for each use case: 376

• Training data (includes train+validation+test) 377

• Prediction data for the world at 4 dates 378

• Prediction data for the Western Indian Ocean at 53 dates 379

Modelling 380

We provide the model checkpoint and configuration file [56], so researchers can make predictions 381

with the presently described model. 382
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We also provide the code that was used for training so researchers can adapt it to their needs and 383

retrain a new model [54]. It consists of Python files based on a custom version of Malpolon. 384

Results 385

The distribution maps were uploaded to Zenodo for easy visualisation, in three repositories: 386

• Global predictions as PNGs and GeoTIFFs [42] 387

• Western Indian Ocean predictions as GIFs and GeoTIFFs [43] 388

• +2°C hypothesis as PNGs and GeoTIFFs [50] 389
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