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## 1 Generating random fitness landscapes

For the representable and local-maxima fitness landscapes, we started by generating random DAGs. Since no agreed upon model exists for the distribution of DAGs in CPMs, we have used two different procedures, choosing each one randomly with the same probability. One of the procedures uses the function simOGraph, in the OncoSimulR package. To generate random DAGs with simOGraph for $N$ genes, the genes were first randomly split in a number of levels, where the number of levels used was a randomly chosen integer between 3 and $N-1$, both included. Then, each gene from each level $i$ was randomly connected (as descendant) to randomly chosen genes (the ancestors) from levels $j$, where $j<i$; the number of incoming connections of each gene is a randomly chosen integer between 1 and maxp (both included), where $\operatorname{maxp}$ is a randomly chosen integer between 2 and $N-2$ (maxp is common for all genes in a DAG, but can vary between DAGs). The final DAG is the transitive reduction of the above generated DAG. (Note that this procedure can occasionally result in star DAGs, i.e., DAGs without any dependencies; in such a case, the DAG was discarded and a new one obtained). The other procedure uses the function random_poset in package MC-CBN (https://github.com/cbg-ethz/MC-CBN); this function is undocumented, but it returns the transitive reduction of a randomly-filled adjacency matrix for a DAG where the initial number of non-zero connections is equal to the number of possible connections * constant; we used the default value of that constant (0.15).

### 1.1 Local maxima without reciprocal sign epistasis?

As explained in the paper, creating fitness landscapes with local maxima generally results in creating reciprocal sign epistasis and the number of local fitness maxima is associated with reciprocal sign epistasis -see Figures in section 7. There were, however, seven cases (out of 420) where introduction of local fitness maxima did not lead to introduction of reciprocal sign epistasis. These cases (which can be seen in the files referred to in 2) are landscapes with IDs "7E10pIyu7UguIU18I", "8QIFQCUIUVfC10PZr", " bCsk2Qo5VMVm55fM", "GedZaWDeb1029Mf88", " hw8kQ4g44p4XAkDa","WpF105HbEDoECa8vs", "t1yUXsv5fVuo10GRi". To look at one example in detail, we will use "GedZaWDeb1029Mf88" (it is the smallest one). The fitness of four of the relevant genotypes are

ABCDFG : 2.007
ABCDEFG: 1.8
ABCDF: 1.749
ABCDEF: 1.712
so there is no reciprocal sign epistasis (use, for example, the graphical criterion in [7] or [13]) and " ABCDFG " is a global maximum.


Of course, under an evolutionary model that assumes no back mutations (as is the case for CPMs), two of those transitions, those that involve loosing " $E$ "
( ABCDEF $\rightarrow$ ABCDF and ABCDEFG -> ABCDFG ) are not allowed, leading to two local maxima.

Note also that here, for that set of four genotypes, mutating gene E decreases fitness. But mutating E increases fitness in genotypes "ABC" or "ABCD". Thus, this fitness landscape does not fulfill either he assumption that a mutation never decreases the probability of acquiring other mutations (even if the fraction of pairs of genotypes with reciprocal sign epistasis is 0 ). Regardless, one can also simply focus on the fact that this fitness landscape contains local maxima (and is missing paths relative to the corresponding fitness graph from the DAG of restrictions).

### 1.2 Rough Mount Fuji

In the Rough Mount Fuji random fitness landscapes the reference genotype (i.e., the genotype with maximum fitness) was randomly chosen (seeting reference = 'random' in the rfitness function in OncoSimulR). The standard deviation, $s d$, of the random normal variate was set to 0.2 and the decrease in fitness (strictly, birth rate) of a genotype per each unit increase in Hamming distance from the reference genotype, $c$, was chosen from a uniform $U(0,0.2)$ distribution. This gives a wide variety of fitness landscapes that encompass from close to additive (large values of $c$ ) to House of Cards ( $c$ close to 0 ), with maximum fitness (birth rate) comparable to those of the representable and local-peaks fitness landscapes.

The generated RMF fitness landscape was checked to ensure that all seven or ten genes were present in at least one accessible genotype; if they were not, a new fitness landscape was generated (with, possibly, different values of $c$ and reference genotype). Function rfitness from the OncoSimulR package [9] was used.

## 2 Plots of fitness landscapes and inferred DAGs

Files $f l-f g-7 . p d f$ and $f l-f g-10 . p d f$ show the 1260 fitness landscapes used. Each $f l-f g-x . p d f$ shows the 630 fitness landscapes used for $x$ genes. In each PDF, the first 210 fitness landscapes are fully representable fitness landscapes, the next 210 (pages 211 to 420) are the "Local maxima" fitness landscapes. The next 210 (pages 421 to 630 ) correspond to Rough Mount Fuji (RMF) models.

In each page, the following figures/tables are shown:
DAG of restrictions (top left) The true DAG of restrictions. This only applies properly to the representable fitness landscapes. In the local maxima fitness landscapes, not all paths between genotypes are available. (See below). For the RMF landscapes this, of course, is not available, since there is no underlying DAG of restrictions.

Fitness landscape (bottom left) As it says, the fitness landscape. Boxes surround the fitness maxima in the seven-genes landscapes. To minimize clutter, genotype labels are not shown in the 10-genes landscapes.

ID and landscape characteristics (center) The ID of the fitness landscape (a random string that matches the value of ID in the data tables), the number of accessible genotypes, the number of fitness maxima or peaks. Values for "removed edges" and "prop rem edges" denote, respectively, the number and proportion of edges in the fitness graph that were removed; these only applies to the "Local maxima" landscapes; thus, these values are 0 for "Representable" fitness landscapes, and NA for RMF fitness landscapes.

Fitness graph from DAG of restrictions (top right) The fitness graph implied by the DAG of restrictions. Not available for RMF (since there is no DAG of restrictions).

True fitness graph (bottom right) The actual fitness graph that corresponds to the fitness landscape. For "Representable" fitness landscapes this would be the same as the Fitness graph from DAG of restrictions, so we do not show it (to make the size of the files smaller).

## 3 Simulations

### 3.1 Runs until fixation

Simulations were run until fixation of a genotype, where the genotype was one of the genotypes among the local maxima (or the single global maximum). We used OncoSimulR, with the fixation option (introduced in version 2.9.8 of the program). A genotype was considered to have been fixated if it maintained a proportion $\geq 0.98$ during 15000 consecutive sampling periods (this means that if after reaching a minimum frequency $\geq 0.98$, at any time the proportion became smaller than 0.98 the counter of successive periods was reset to 0 ). We cannot ask for a fixation with a proportion of 1.0 because for local maxima, if mutation rate is larger than 0 and neighboring genotypes have non-zero birth rate, the fixated genotype can occasionally generate descending genotypes that exist, with small frequencies, for short periods of time. Using much shorter number of consecutive sampling periods such as 1000 or 5000 did not produce different results over using 15000 in trial runs; however, to err on the safe side and make sure fixation had been established, we used that overly long period.

These 15000 periods were excluded from the computation of clonal interference statistics.

### 3.2 All genes part of lines of descent with frequency $>0.001$

When the 20000 simulations were completed, we verified that the frequency of all genes in the last genotypes (i.e., the fixated genotypes or the final genotypes of the LODs) were at least 0.001. If they were not, a new fitness landscape was generated and the processes started again. In other words, we avoided fitness landscapes that have a nominal number of, say, 10 genes, but where a smaller number of genes were effectively ever part of the paths of tumor progression (this issue can affect the local maxima and RMF landscapes). With the threshold of 0.001, in a sample of 4000 individuals, the probability that the gene with smallest frequency is never part of a LOD is about $0.018\left(=(1-0.001)^{4000}\right)$, so less than $2 \%$.

### 3.3 Detection regimes: sampling

For each detection regime, we generated 20000 random deviates (called $r$, below) from the specified beta distribution $(B(1,1), B(5,3)$, and $B(3,5)$ (for uniform, large, and small, respectively).

Using the those random deviates, we defined the target size of each sample as
$t=\exp (r(\ln (M)-\ln (m))+\ln (m))$, where $M$ and $m$ are the largest and smallest values, respectively, of population sizes ever attained in any of the 20000 simulations. Thus, we obtain target sizes that are uniform or biased towards large sizes or biased towards small sizes in the log scale. In the model of [18], tumor population size increases logarithmically with number of driver mutations. Therefore, uniform, small, and large biases would correspond to approximately uniform, small, or large in terms of number of driver mutations.

For each of the 20000 simulations, the actual sample was the one corresponding to the first sampling period at which the total tumor size achieved a value equal to, or larger than, $t$. If all values of tumor population size were $>t$, we returned the sample with the largest population size, and if all values were $<t$ the sample with smallest size.

This procedure determines at which of the sampling times we take the sample. The actual genotype returned is the single genotype with the largest frequency. Thus, we are not emulating whole-tumor sampling (bulk sequencing) but, rather, single-cell sampling, and sampling the single most common genotype.

We carried the above steps using OncoSimulR's function samplePop, with the values of $t$ (thresholded as explained for $>t$ and $<t$ ) as arguments to popSizeSample and using typeSample $=$ 'single'.

### 3.4 Other parameters of the simulations

Simulations used the implementation of the McFarland model in the OncoSimulR package [9]. In addition to the parameters specified in the main text, other parameters for the simulations on the 500 fitness landscapes were (see specific meaning in documentation of OncoSimulR [9]): finalTime $=10000$, keepEvery $=1$, sampleEvery $=0.03$, max.wall.time $=20$, max.num.tries $=$ 500.

## 4 Material and methods: others

### 4.1 Terminology

The number of local (fitness) maxima is a static feature of the landscape (number of genotypes such that all genotypes withing a distance of one mutation have lower fitness). The number of observed local (fitness) maxima can be smaller, since some peaks (local maxima) might never be visited. For representable fitness landscapes, both numbers are 1. For the other two landscapes, those numbers were $\geq 2$.

### 4.2 CPM software

Other methods for cancer progression models have been described but either are too slow for routine use such as [22], or have dependencies on external libraries that are not open source such as DiP [12], or have no software available (e.g., [1, 6]). See further details in [8].

For CBN version 0.1.04b from March 2016, and still current as of April 2018, was downloaded from https://www.bsse.ethz.ch/cbg/software/ct-cbn.html. Defaults for CBN were used. I wrote a wrapper to call their code from R, and I used the default settings for temp $(-T=1)$ and steps ( $-N=$ number of nodes ${ }^{2}$ ); I started the simulated annealing search for the best poset from an initial poset built using Oncogenetic Tress [23], as preliminary runs suggested this initial poset is as good as, or better than, the default linear poset in [15]. The parameters for the transition rates between genotypes ( $\lambda$ s) were obtained doing an additional run on the fitted model from the previous step, as in [15].

MCCBN was run using version 1.1.9 of the MC-CBN package, downloaded from github (https://github.com/cbg-ethz/MC-CBN ).

OT was run using version 0.3 .3 of the Onctoree package [23].
For CAPRI and CAPRESE we used version 2.11.0 of TRONCO, current as of April 2018, downloaded from the official BioConductor site. All options were left at the recommended defaults (e.g., 100 bootstrap samples for the estimation of the selective advantage scores with p-value of 0.05 , and heuristic search using Hill Climbing).

Wrapper code was written for all methods to obtain the fitness graphs and, for OT, CBN, and MCCBN, the weighted predicted paths. For OT, we use ot.fit\$parent\$est.weight to obtain the probabilities of transition to each descendant genotype; if the OT fit, however, cannot return an error estimate, that operation fails and thus we use the ot.fit\$parent\$obs.weight component.

### 4.3 Preprocessing of data for CPMs

Before analyzing data with CPMs, data were preprocessed as follows:

- All columns that had all 0s (i.e., genes that were absent in all samples) were removed. Since these are never present in the data given to the methods, no inference can be made about the removed genes, and this necessarily decreases the dimension of the fitness landscape implied by the CPM and the length of the paths to the maximum.
- If two or more columns (genes) were identical over all individuals (i.e., were indistinguishable), all the identical replicate columns, except one, were removed from the analy$\operatorname{ses}^{1}$. This, of course, will preclude the matching of some (or all) of the true paths since we are constructing the CPM from a data set of smaller dimensionality and the CPM's paths are shorter than they ought to be (see also details in section 4.6).
Indistinguishable events will unavoidably create problems. Alternative ways of handling them are not better. If the indistinguishable columns are left in the data, some methods (e.g., CAPRI and CAPRESE) complaint about it, whereas others (CBN, MCCBN) make the indistinguishable events depend on one another, with a very large $\lambda$, with the order in the DAG depending on the order on the column of data (leftmost events placed as ancestors). OT also places them as independent events (as CAPRI and CAPRESE do).

The consequence of leaving the events as in CBN would be similar to expanding the paths of progression, post-analysis, and placing the indistinguishable events one right after the other in the path. The order would, of course, have to be arbitrary and, in most cases, this would actually make matching any true LOD harder. If only one of the replicates is left in the path, the LOD needs to match, by chance, one particular order. If two or more are placed, the probability of matching decreases.

The proportion of data sets with one or more columns is about $.16, .16$, and .11 for the representable, local maxima, and RMF landscapes. They decrease with sample sizes, generally being under 0.05 for sample size 4000 .

- Whenever one of more genes were present in all samples, to prevent the removal of these genes present in all cases, we added one case (one "pseudosample") with no mutations to the data set (this is not unlike [8], but we add only one sample, not a fixed percentage, to minimize altering any estimates of probabilities of paths). This allows us to use exactly the same data for all methods (CAPRI cannot deal with data where one or more columns are present in all subjects, OT removes them, whereas CBN can use this data).
Even more importantly, this procedure does not decrease the dimensionality of the data set and, thus, does not decrease the length of the CPM's paths to the maximum
The event that has a frequency of 1 is placed at the top of the DAG of restrictions (it is the first mutation after WT in all the paths to the maximum). The (very minor) inconvenience is that it has a minor effect on CBM's $\lambda$ s estimates, but that should be inconsequential for practical purposes.
The proportion of data sets with pseudosamples added was $.30, .21$, and .01 , for representable, local maxima, and RMF fitness landscapes.


### 4.4 Computing probabilities of paths

The procedure we used is as follows (it might be simpler to understand it by referring to p. i729 of Montazeri et al., 2016 [20]):

1. Obtain the set of genotypes that can exist under the poset (as we will use it in step 3 below).
2. Obtain the set of paths that can exist under the poset (to be used in step 5, below). This itself is obtained from 1 .
3. Obtain the transition rate matrix between genotypes from the lambdas (e.g., what is shown in matrix $S$ in Montazeri et al.). As explained in Montazeri et al., "the non-zero offdiagonal elements of the transition matrix are the transition rates from each genotype to

[^1]its successive genotypes in the genotype lattice, also shown in Figure 1(b)." See also legend of Figure 1: "(b). Directed transition rates among neighboring genotypes are shown on the edges of the lattice".
4. Set the diagonal of the previous matrix to $0^{2}$ and for each row of the transition rate matrix, divide by $\sum \lambda$. Now the entries are probabilities of transition to each descendant genotype given a transition.
5. Go over the list of paths (from step 2 ) and for each path, obtain its probability by multiplying the probabilties of the transitions (from step 4) between the genotypes in a path.
6. (Check: verify sum of probabilities of all paths equals 1 , within numerical margin of error of machine.)

In the code, steps 3 and 4 above were carried out by creating, from the set of paths to the maximum and the output from CBN, what we called a weighted fitness graph: the fitness graph of paths to the maximum with the lambdas on the edges (or the weighted adjacency matrix corresponding to paths to the maximum where weights are lambdas). This would be Figure 1 b in [20]. Dividing by the row sum gives us the transition matrix between genotypes in step 4.

As an example, suppose we obtain from CBN the following DAG of restrictions and estimated lambdas:

| From | To | $\lambda$ |
| :--- | :--- | :--- |
| Root | A | 2 |
| Root | B | 3 |
| A | C | 4 |
| C | D | 5 |

The paths to the maximum, with their probabilities, are:

| path | probability |
| :--- | ---: |
| WT $\rightarrow \mathrm{A} \rightarrow \mathrm{A}, \mathrm{B} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ | $2 / 5^{*} 3 / 7^{*} 1^{*} 1$ |
| $\mathrm{WT} \rightarrow \mathrm{A} \rightarrow \mathrm{A}, \mathrm{C} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ | $2 / 5^{*} 4 / 7^{*} 3 / 8^{*} 1$ |
| WT $\rightarrow \mathrm{A} \rightarrow \mathrm{A}, \mathrm{C} \rightarrow \mathrm{A}, \mathrm{C}, \mathrm{D} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ | $2 / 5^{*} 4 / 7^{*} 5 / 8^{*} 1$ |
| $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{A}, \mathrm{B} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C} \rightarrow \mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ | $3 / 5^{*} 1^{*} 1^{*} 1$ |

For example, from WT with a probability of $2 / 5$ we take the path to A and with $3 / 5$ to B. Once in genotype $A$, we can either add a $B$ mutation (probability $=3 / 7$ ) or a $C$ mutation (probability $=4 / 7$ ). If we add a $B$ mutation, from genotype $A B$ we can only move to $A B C$ (probability 1). Etc. This procedure is equivalent to the one used by Hosseini [16].

An analogous procedure was used with OT.

[^2]
### 4.5 Example where perfect recall and precision do not guarantee Jensen-Shannon divergence of 0

Suppose the following set of two paths to the maximum, with predicted and observed probabilities as shown:

| Path | CPM predicted probability | True LOD probability |
| :--- | ---: | ---: |
| WT $\rightarrow \mathrm{A} \rightarrow \mathrm{AB}$ | 0.99 | 0.01 |
| $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{AB}$ | 0.01 | 0.99 |

The JS divergence (on a scale 0 to 1 ) is 0.9192 (remember 1 is the maximum value of divergence), even when 1-recall and 1-precision are both 0 (none of the CPM's paths are missing from the LODs, and none of the LODs are missing from the CPM's paths).

### 4.6 Measuring predictability: comparing paths from CPMs and LODs of different lengths

Let $i$ and $j$ denote two paths, one from the LOD and the other from the CPM, with corresponding probabilities $p_{i}$ and $q_{j}$. Here, the $i$ index refers to paths from the LOD, and the $j$ to paths from the CPM (this is in contrast to the paper, where we did not make this specification, to keep the description general).

Let $K_{i}, K_{j}$ denote the length of paths $i$ and $j$, respectively. Note that all $K_{j}$ are equal, and equal to the single $K^{C}$ (as all go up to the genotype with all $m$ genes mutated). When there is ambiguity about which $K$ we are referring to, we will use $K_{j}^{C}$ for the $K_{j}$ from the CPM (again, $\left.K_{1}^{C}=K_{2}^{C}=\ldots=K_{C}\right)$ and $K_{i}^{L}$ for the $K_{i}$ from the LOD.

The vectors $P, Q$, for the computation of JS will have the following types of matching pairs:

1. $p_{i}, q_{j}$ when $K_{i}=K_{j}$
2. $p_{i} \frac{K_{j}}{K_{i}}, q_{j}$, when $i$ is partially included in $j\left(K_{i}>K_{j}\right)$,
3. $p_{i}, q_{j} \frac{K_{i}}{K_{j}}$ when $j$ is partially included in $i\left(K_{j}>K_{i}\right)$,
4. $\sum p_{i} \frac{K_{i}-K_{j}}{K_{i}}, 0$ when $i$ with $K_{i}>K_{j}$,
5. $0, \sum q_{i} \frac{K_{j}-K_{i}}{K_{j}}, 0$ when $i$ with $K_{j}>K_{i}$,
6. $\sum p_{u}, 0$, for all paths $u$ among the paths from the LOD that do not match any $j$ (any path from the CPM),
7. $0, \sum q_{v}, 0$, for all paths $v$ in among the paths from the CPM that do not match any $i$ (any path from the LOD).
(Where some notation above, again, can be simplified by noting that all $K_{j}=K_{C}$ ).
We can sum, as appropriate, the relevant entries to simplify computations as the JS is the same for the pair of vectors $P=\left[p_{1}, p_{2}, 0,0, p_{5}, p_{6}\right], Q=\left[q_{1}, q_{2}, q_{3}, q_{4}, 0,0\right]$ and the pair of vectors
$P^{\prime}=\left[p_{1}, p_{2}, 0, p_{5}+p_{6}\right], Q^{\prime}=\left[q_{1}, q_{2}, q_{3}+q_{4}, 0\right]$ (this follows from the definition of JS).
In other words, we have the 0 entry in $Q$ correspond to $\sum p_{i} \frac{K_{i}-K_{j}}{K_{i}}+\sum p_{u}$, where the $i$ are the paths in the LOD with some partial match among the paths in the CPM, and the $u$ denote those paths in the LOD that do not match any path in the CPM.

The relevant entries above can be used to compute 1-recall and 1-precision. For example, for 1-recall, $P(\neg D A G \mid L O D)$, the sum of the probabilities of the paths in the LODs that are not among the paths allowed by the CPMs, we will use $\sum p_{i} \frac{K_{i}-K_{j}}{K_{i}}+\sum p_{u}$.

### 4.6.1 Commented example for paths of unequal length

To give a specific example, suppose the following paths from a LOD and a CPM:

| Path (i) | LOD frequency | $p_{i}$ |
| ---: | :--- | ---: |
| 1 | $\mathrm{WT} \rightarrow \mathrm{A}$ | 0.1 |
| 2 | $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{AB}$ | 0.3 |
| 3 | $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{AB} \rightarrow \mathrm{ABC}$ | 0.1 |
| 4 | $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{BC} \rightarrow \mathrm{ABC}$ | 0.2 |
| 5 | $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{BC} \rightarrow \mathrm{ABC} \rightarrow \mathrm{ABCD}$ | 0.3 |


| Path (j) | CPM predicted probability | $q_{j}$ |
| ---: | :--- | ---: |
| 1 | $\mathrm{WT} \rightarrow \mathrm{A} \rightarrow \mathrm{AB}$ | 0.6 |
| 2 | $\mathrm{WT} \rightarrow \mathrm{B} \rightarrow \mathrm{AB}$ | 0.4 |

Where $i=1,2,3,4,5$ are the four LODs and $j=1,2$ the two paths to the maximum from the CPM. To compute JS, 1-recall and 1-precision, it is much simpler to use an algorithm that splits the cases to be considered into three:

1. $K_{i}<K_{j}$ (i.e., $K_{i}<K^{C}$ ), those paths from the LOD that are shorter than the paths from the CPM;
2. $K_{i}=K_{j}$ (i.e., $K_{i}=K^{C}$ ), those paths from the LOD that have the same length as the paths from the CPM;
3. $K_{i}>K_{j}$ (i.e., $K_{i}>K_{C}$ ), those paths from the LOD that are larger than the paths from the CPM;

We can iterate over all distinct $k$ for $K_{i}<K_{j}$, and weight the output by $w_{k}$, the sum of all paths from the LOD that end at $k$ mutations; computations for $K_{i}=K_{j}$ can be subsumed into those for $K_{i}<K_{j}$. Thus, one part of the algorithm iterates over all $k \leq K_{j}=K_{C}$ (remember all $K_{j}$ are identical and equal to $K_{C}$, the single, unique $K$ at which the paths from the CPM stop). Computations for $K_{i}>K_{j}$ can be done in one iteration.

It might also be helpful to think about a cut operation on a path. For instance, for each $k$ where $K_{i}<K_{j}$, we can cut the paths from the CPM at $k$ mutations, leaving only the paths from WT up to $k$ mutations (and collapsing, as appropriate, any collection of now indistinguishable subsets of paths, summing their probabilities).

In the exposition below, some computations could be further simplified; they are left as they are for clarity (e.g., we multiply by total frequencies of mutations for the weights when we have previously scaled the total probability by it, so it is 1 in each $k$, etc).

1. LOD $i=1$ finishes at one mutated gene. Cutting the CPM path at $k=1$, the JS for $k=1$ is obtained from the vectors of probabilities $P=[1,0,0]$ (from the LOD) and
$Q=[0.60 .5,0.40 .5,0.5]$ from the CPM. The last entry in $Q$ is the sum of all the flow through the paths of the CPM that cannot be matched because the length of the CPM paths is $K_{C}=2$. And the 1 in $P$ comes from $p_{1} / \sum p_{i}$ for all $i$ that end in $k=1$ which is only $p_{1}$.
The first and second entries are $q_{1}^{1}$ and $q_{2}^{1}$ multiplied by $k / K_{C}$, i.e., the probabilities of the fractions of paths from the CPM cut at $k=1$ mutations.
The weight, $w_{k}$, for this value is 0.1 (the frequency of LODs that finish at $k=1$ ).
2. LOD $i=2$ finishes at $k=2$. Here the comparison is the immediate one for equal length paths and the vectors used for JS are: $P=[1,0]$ and $Q=[0.4,0.6] . w_{2}=0.3$.
3. Paths $i=3,4,5$ are longer than the CPM paths. The flow $A B \rightarrow A B C$ for $i=3$, the flow $B C \rightarrow A B C$ for $i=4$, etc, cannot be matched by the CPM.
Here the total amount of evolutionary flow through the LOD that cannot be captured by the CPM, because the CPM ends prematurely, is $\sum_{i} p_{i}\left(K_{i}-K\right) / K_{i}=(0.1 *(1 / 3)+0.2 *$ $(1 / 3)+0.3 *(1 / 2)) *(1 / 0.6)=0.25 / 0.6$, for $i=3,4,5$, where the $1 / 0.6$ scales relative to the total probability in paths $i=3,4,5$. Then, to compute JS, the two vectors of probabilities would be $P=[0,(2 / 3)(0.1 / 0.6),(2 / 3)(0.2 / 0.6),(1 / 2)(0.3 / 0.6), 0.25 / 0.6]$, from the LOD, and $Q=[0.6,0.4,0,0,0]$, for the CPM.
But that is equivalent to using the two vectors
$P=[0,(2 / 3)(0.1 / 0.6),(0.5 / 0.6)+(1 / 3)(0.1 / 0.6)], Q=[0.6,0.4,0]$. The last entry in $P$ might be easier to see from adding LODs $i=4,5$ and the unmatched portion of $i=3$. Here $w_{i}=0.6$
4. We can now add all the JS with their corresponding weights.

1-recall For 1-recall, the sum of the probabilities of the paths in the LODs that are not among the paths allowed by the CPMs, we have: $p_{5}+p_{4}+p_{3} \frac{\left(K_{3}-K_{C}\right)}{K_{3}}=0.3+0.2+(1 / 3) 0.1$, where $K_{C}=2$ (all CPM paths end at $k=2$ ). Note that these same values can be obtained by iterating over $k$ as above, and doing a weighted sum, but in this example it is much simpler to use the computation directly. Had we used weighted sums, we would have got: $0 w_{1}+0 w_{2}+\left(p_{5}+\right.$ $\left.p_{4}+p_{3} \frac{K_{3}-K_{C}}{K_{3}}\right) \frac{1}{0.6} w_{\geq 3}=0.88890 .6=0.533=0.3+0.2+(1 / 3) 0.1$ (where the $\frac{1}{0.6}$ scales so that the probabilities considered when $k \geq 3$ add to 1 -and, sure, we are dividing by 0.6 only to multiply by it because the scaling factor is the weight of the $k_{g e 3}$ stratum).

1-precision For 1-precision, the sum of the probabilities of the paths in the CPM's paths that are not among the LOD paths (the paths followed by evolution), it is simpler to use a weighted sum:
$\left(\left(q_{1} \frac{K^{C}-K_{1}^{L}}{K^{C}}\right)+q_{2}\right) w_{1}+q_{1} w_{2}+q_{1} w_{\geq 3}$.
When $k=1, i=1$ is $W T \rightarrow A$, and thus all of $q_{2}$ is not captured, and half of $q_{1}$ is captured; at $k=2$, all of $q_{2}$ but none of $q_{1}$ is captured; for $k \geq 3$ again path $j=1$, with $q_{1}=0.6$ is not captured. Thus, we have $(0.6 *(1 / 2)+0.4) * 0.1+0.6 * 0.3+0.6 * 0.6$.

Note that for 1-precision we do not need to re-scale so that probabilities always add up to 1 because they already do (we consider all the $j$ ). This was not the case for 1-recall (where only some of the $i$ might be considered in turn when we iterate over $k$ ).

To recap, as stated in the paper, we want to compute JS, 1-recall, and 1-precision taking into account that:

1. Any LOD that finishes at $k$ mutations and matches a CPM path up to $k$ mutations is a perfect match, up to $k$; this is the reason we match each LOD with the fitness graph from CPMs cut at the number of mutations of the final genotype of the LOD.
2. Any set of LODs that finishes at $k$ mutations when the CPM goes to $K$ with $K>k$ necessarily misses $(K-k) / K$ of the total evolutionary flow, all that which goes from $k+1$ to $K$. This is why we use a category unmatchable by construction.
Without this, it would be possible to obtain perfect JS from LODs that missed most of the evolutionary flow, for instance very short LODs that finished at one mutation.

This part of the procedure, thus, accounts for that part of the evolutionary process that the CPM predicts and is not matched by stopping evolution at a local fitness maximum; remember, again, that by construction the CPMs predict that the evolutionary process should go all the way to a global maximum with all genes mutated.
3. A similar reasoning applies when the paths from the CPM are shorter than the paths from the LOD.

### 4.7 Coefficients of linear models

Coefficients from thegeneralized linear mixed-effects models shown in the text are from overparameterized models, and those are obviously not the models fitted. What I have done is fit the models several times, always with sum-to-zero contrasts, but changing the level of the factor set to $-\Sigma$ rest of levels so as to explicitly obtain the coefficients and standard errors for all levels of all terms (e.g., the coefficients that correspond to "Detection, Uniform", "Detection, Small" and "Detection, Large").

## 5 Cancer data sets

### 5.1 Cancer data sets: sources and characteristics

| Name | Source | Original <br> source | Number of <br> genes ofor <br> pathways <br> All PathwaysNumber of <br> subjects |  |
| :--- | :--- | :--- | :--- | :--- |
| Colon Genes | $[15]$ | (From <br> sources <br> for colon, <br> glioblas- <br> toma, and <br> pancreas <br> genes data | 12 | 268 |
| Colon Pathways |  |  |  |  |
| Glioblastoma Genes (Gliob Genes) | $[15]$ | $[15]$ | $[24]$ | 12 |
| Glioblastoma Pathways (Gliob Pathways) | $[15]$ | $[21]$ | 8 | 10 |
| Lung | $[19]$ | $[11]$ | 51 | 78 |
| MSI | $[5]$ | $[4]$ | 30 | 161 |
| MSS | $[5]$ | $[4]$ | 34 | 27 |
| Ovarian | $[19]$ | $[2]$ | 192 | 326 |
| Pancreas Genes | $[15]$ | $[17]$ | 7 | 90 |
| Pancreas Pathways | $[15]$ | $[17]$ | 7 | 90 |

These are further details about how the data were obtained:
All Pathways and Colon, Glioblastoma, Pancreas pathways The mapping from genes to pathways was done by [15], from the original papers with data sets. Our scripts to reproduce the analysis are provided with the code. Note that for Pancreas pathways we eliminate the four pathways that were present in all subjects (see also [15] and notes in the code for details). For Glioblastoma pathways, two pathways had identical patterns (Apoptosis and Small GTPase-dependent signaling (other than KRAS)) and only one was used.
What we call "All Pathways" here, for brevity, is called "All cancer types" in [15].
Lung Available as a text file from the supplementary material of [19] (file "BMLv1.tar.gz") as file Lung_SM4.

Ovarian Available as a text file from the supplementary material of [19] (file "BMLv1.tar.gz") as file OV_SM5.

MSI Colorectal cancer, microsatellite unstable tumors. From [5]. The original data (as well as MSS) come from COADREAD [4] and were splitted by tumour subtype MSI and MSS.
We used GIMP to open the pdf file page (Figure 3 on page 6 of [5]) where the figure was and cropped the grid of the figure and exported it as JPEG with high resolution. Then we imported it in ImageJ(Fiji) (https://fiji.sc/), converted it to 8-bit, applied threshold option and set it to $\mathrm{B} / \mathrm{W}$, then exported it as text image (matrix as txt). Then we imported the text image in $R$ and used the code in fig_to_matrix_capri_pnas. $R$ to convert the text image into a matrix of genotypes. The data were checked against the original figures.

MSS Colorectal cancer, microsatellite stable tumors. From [5]. Same process as for MSI; the figure is Figure S5 from page 16 of the supplementary material to [5]. The authors explain that "Events selected for reconstruction are those involving genes altered in at least 5\% of the cases, or part of group of alterations showing an exclusivity trend (see Figure S4)." There are 18 genes with a frequency $>5 \%$, and the largest number we analyzed was 13 .
The original data for MSI and MSS contain, for some genes, events for both deletion and mutation that affect the same gene (e.g., NRAS or ACVR1). Obviously, they both cannot happen in the same cell, and would consitute a violation of CPM assumptions. However, this does not affect the data we used because none of the deletion (or amplification) events were selected at the 13 events thresholds (and obviously neither at the 10 or 7). (The alternative would have been to remove some of the offending events or collpase into a single one the relevant columns, but since this becomes a non-issue with up to 13 events, it makes no difference.)

### 5.2 Bootstrapping on the cancer data sets

If the bootstrapping process resulted in a feature becoming absent from the data, or two or more features having identical patterns (i.e., one feature being identical to another) we discarded the bootstrap sample and obtained a new one; this is done to ensure that all bootstrapped data sets have paths of identical length (see also section 4.3). This, therefore, leads to JS values that are more optimistic (smaller).

## 6 CAPRI, CAPRESE, and paths of tumor progression

With both OT and CBN if we see a DAG such as

this is saying that, except for errors (errors in the model and observational errors) the genotypes that can exist under the model are only (with our usual notation of using a capital letter to denote that the gene is mutated, and no letter to denote absence of mutation)

WT [genotype without driver mutations]
A
AB
AC
ABC
and, consequently, there are only two paths to the maximum:

```
WT -> A -> AB -> ABC
WT -> A -> AC -> ABC
```

or


Which means that, for example, under OT and CBN the following paths to the maximum are not allowed under the model:

```
WT -> B -> BC -> ABC
```

WT $\rightarrow \mathrm{B} \rightarrow \mathrm{AB} \rightarrow \mathrm{ABC}$

This interpretation, however, does not necessarily follow with CAPRI. CAPRI returns, as output, a DAG and a set of conditional probability tables (CPTs) associated to each node. What CAPRI seems to say, as can be checked from non-zero entries in the CPTs for B without A or C without A in a DAG as above, is that the DAG says that the most likely mutational paths are

```
WT -> A -> AB -> ABC
WT -> A -> AC -> ABC
```

but other mutational paths could also take place under the model. (This follows directly from seeing CAPRI return a CPT where, say, $P(B \mid \neg A)=0.4$, i.e., mutating B without A is certainly not a rare event, even when an arrow exists from $A$ to $B$ ). In fact, any path might happen (with some conditional probability tables), and one would seem to need to look at the CPTs to understand which ones can or cannot happen (but see below). And we are given no clear definition of what most likely paths really mean (e.g., "trends of selective advantage among genomic alterations" or "most common evolutionary trajectories" in the wording of 5) in terms of what probabilities are considered or not.

We see a similar issue with the following two DAGs:

because, of course, the transitive reduction of the first DAG is the second DAG. So from the point of view of paths from the non-mutated to the fully mutated genotype, both DAGs have the same meaning, as both imply that the same order of events needs to happen (or the same restrictions in the accumulation of mutations hold). Yet CAPRI seems to make a distinction between them. A distinction that could only be disentangled, presumably, by looking at the CPTs.

However, no information is available on how to go from CPTs to the conditional probabilities of genotypes implied by the model. In fact, directly using the CPT information seems discouraged and not something that users are supposed to do: access to the CPT has to be done via TRONCD:::as.bnlearn.network(some_tronco_model), i.e., using the ::: which denotes that we are accessing a non-exported function from the software. (This was the case with v. 2.11.0 and is the case as of July-2018 with version v. 2.13.0).

This contrasts with, say, CBN (and MCCBN) and OT which provide, respectively, estimated $\lambda \mathrm{s}$ and edge weights (object\$parent\$est.weight). These conditional probabilities are what we use to obtain the probability-weighted paths implied by the model.

This is a key difference between OT and CBN on the one hand and CAPRI (and CAPRESE) on the other: OT and CBN incorporate errors in their models, but they return the estimates of the parameters of their models, i.e., the $\lambda$ s or the est. weights, that map directly into what can happen under the model, what genotypes can arise and from which other genotypes. (This is analogous to a simple linear regression: there is an error component in the model $y=\alpha+\beta x+$ $\epsilon$, the $\epsilon$, often assumed normally distributed with mean 0 and variance $\sigma^{2}$, etc, but the method, and the software, return the $\alpha$ and $\beta$ which allow us to predict the expected value of $y$ given $x$, under the model).

In contrast, with CAPRI we can (again, using a non-exported function) obtain the CPTs that correspond to the DAG returned. Remember that essentially what CAPRI is doing is fitting a Bayesian Network to the observational data, with the DAG built so that arrows respect the temporal priority and probability raising restrictions. But the CPTs themselves are not estimated parameters of a model that could be mapped into probabilities of paths. The CPTs of CAPRI seem to be the conditional probabilities of observing what we observe under the DAG and they incorporate errors (model errors and noise in the data), and can contain non-zero entries for child nodes when their parents are absent. Obtaining probabilities of paths from these CPTs is, thus, impossible.

An additional issue that has been noted with CAPRI in the paper is its behavior with in-
creasing sample sizes. That was also noted in [10] and seems related to the penalization in the fits: CAPRI does not seem suited to deal with large data sets as it tends to allow only one, or a few, paths to the maximum when N is 4000 . The (transitive reduction of) the DAGs returned from CAPRI is often a linear sequence. This behavior did not change considerably whether we used AIC or BIC.

CAPRESE does not return DAGs, but trees, and in that sense it is simpler to deal with. But still, as with CAPRI, there is no information available on how to go from CPTs to the conditional probabilities of genotypes implied by the model (and accessing the CPT does not seem encouraged) and, as for CAPRI, the CPTs seem to mix the underlying model with the error model, and obtaining probabilities of paths from these CPTs is, thus, impossible.

## 7 Fitness landscapes: characteristics, evolutionary predictability, clonal interference, and sampled genotypes

The following figures show the main fitness landscape characteristics and the resulting variation in evolutionary predictability, clonal interference, and sampling characteristics, between types of fitness landscapes and simulation conditions (initial population size and mutation rate). Note that the "static fitness landscape" characteristics do not depend on the simulations.
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8 Overall patterns for the six methods


Figure 1: Summary performance measures for all six methods for all combinations of sample size by type of landscape by detection regime by number of genes. For all measures, smaller is better. For OT, CBN, and MCCBN, Jensen-Shannon entropy and 1-precision use probability-weighted predicted paths (see text). Each point represented is the average of 210 points ( 35 replicates of each one of the six combinations of 3 initial size by 2 mutation rate regimes; we are thus marginalizing over initial size by mutation rate; each one of the 210 points is, itself, the average of five runs on different partitions of the simulated data.


Figure 2: Coefficient of variation (standard deviation/mean) of JS for each combination of method and type of fitness landscape. The coefficient of variation has been computed from the five runs for each landscapes on each combination of sample size and detection regime.

## 9 OT and CBN, JS, weighted vs. unweighted



Figure 3: Comparison of the performance of OT and CBN using weighted and unweighted probabilities of paths to the maximum.

## 10 CAPRI and CBN, 1-precision, unweighted



Figure 4: Comparison of the performance of CAPRI with CBN using weighted and unweighted probabilities of paths to the maximum.

## 11 CAPRESE and OT, 1-precision, unweighted



Figure 5: Comparison of the performance of CAPRESE with OT using weighted and unweighted probabilities of paths to the maximum.

The results of OT here are remarkable because OT can only build trees, and therefore cannot reflect the dependency of a mutation on two or more upstream mutations so it is prone to allow more paths to the maximum. The results of OT contrasts with those of CAPRESE, the other method that only builds trees. CAPRESE is building DAGs of restrictions that have too few restrictions and, therefore, allow for too many paths to the maximum. One notable difference between the two methods is that with OT it is relatively simple to use a measure of 1-precision that weights by the probability of each path. The performance of OT, even if we use unweighted probabilities of paths, is much better than that of CAPRESE but improves even further when using weighted paths, again highlighting the usefulness of weighting paths to obtain more accurate predictions.

## 12 Probability of recovering the most common LOD

Method - OT + CAPRESE - CAPRI_AIC $\#$ CAPRI_BIC $-\mathrm{CBN} *$ MCCBN


Figure 6: Probability of recovering the most common LOD: probability that the most common observed path to the maximum is among the paths allowed by the CPMs.
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Figure 7: Probability of recovering the most common LOD and 1-recall: relationship.

## 13 Number of paths inferred



Figure 8: Number of paths to the maximum according to the CPMs.

## 14 Slopes of regressions of 1-recall and 1-precision on LOD diversity,

 $S_{p}$

Figure 9: Slopes of regressions of 1-recall and 1-precision on LOD diversity, $S_{p}$

## 15 Coefficient of variation of $S_{c}$



Figure 10: Coefficient of variation (standard deviation/mean) of $S_{c}$ for each combination of method and type of fitness landscape. The coefficient of variation has been computed from the five runs for each landscapes on each combination of sample size and detection regime. For OT and CBN, it is computed using the probability-weighted predicted paths (see text). Each point plotted is the average of 210 points.

## 16 Estimated $S_{c}$ by CBN



Figure 11: Estimated $S_{c}$ by CBN for all combinations of sample size by type of landscape by detection regime by number of genes. Each box plot shows 1050 points.

## 17 Analysis of deviance tables for fitted models

Analysis of deviance tables for the generalized (beta regressions) linear mixed effects models. Models where fitted using the R package glmmTMB [3]. Analysis of deviance tables from package car [14]. All analysis of deviance tables use Type II Wald chi-square tests.

### 17.1 Models fitted to the complete data set

(Notice the strong evidence we need the three and four and even five way interactions.)

### 17.1.1 Two-way interactions

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 223.34 | 1.00 | $<.0001$ |
| Method | 9459.99 | 2.00 | $<.0001$ |
| Landscape | 322.37 | 2.00 | $<.0001$ |
| Detection | 4768.56 | 2.00 | $<.0001$ |
| Sample Size | 1599.17 | 2.00 | $<.0001$ |
| LOD diversity | 139.98 | 1.00 | $<.0001$ |
| Num. Genes:Method | 22.98 | 2.00 | $<.0001$ |
| Num. Genes:Landscape | 91.35 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 2318.60 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size | 381.80 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 8.72 | 1.00 | 0.0032 |
| Method:Landscape | 192.88 | 4.00 | $<.0001$ |
| Method:Detection | 678.41 | 4.00 | $<.0001$ |
| Method:Sample Size | 818.96 | 4.00 | $<.0001$ |
| Method:LOD diversity | 170.20 | 2.00 | $<.0001$ |
| Landscape:Detection | 6534.14 | 4.00 | $<.0001$ |
| Landscape:Sample Size | 3110.94 | 4.00 | $<.0001$ |
| Landscape:LOD diversity | 78.21 | 2.00 | $<.0001$ |
| Detection:Sample Size | 2420.56 | 4.00 | $<.0001$ |
| Detection:LOD diversity | 3303.42 | 2.00 | $<.0001$ |
| Sample Size:LOD diversity | 939.31 | 2.00 | $<.0001$ |

Table 1: Full model, 2-way interactions

|  |  | Chisq | Df |
| ---: | ---: | ---: | :--- |
| Pr(>Chisq) |  |  |  |
| Num. Genes | 197.19 | 1.00 | $<.0001$ |
| Method | 11331.58 | 2.00 | $<.0001$ |
| Landscape | 411.00 | 2.00 | $<.0001$ |
| Detection | 4217.33 | 2.00 | $<.0001$ |
| Sample Size | 1536.56 | 2.00 | $<.0001$ |
| LOD diversity | 146.46 | 1.00 | $<.0001$ |
| Num. Genes:Method | 52.74 | 2.00 | $<.0001$ |
| Num. Genes:Landscape | 80.98 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 2394.91 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size | 354.72 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 8.15 | 1.00 | 0.0043 |
| Method:Landscape | 285.47 | 4.00 | $<.0001$ |
| Method:Detection | 707.50 | 4.00 | $<.0001$ |
| Method:Sample Size | 842.82 | 4.00 | $<.0001$ |
| Method:LOD diversity | 117.61 | 2.00 | $<.0001$ |
| Landscape:Detection | 6924.74 | 4.00 | $<.0001$ |
| Landscape:Sample Size | 3407.98 | 4.00 | $<.0001$ |
| Landscape:LOD diversity | 77.13 | 2.00 | $<.0001$ |
| Detection:Sample Size | 2507.80 | 4.00 | $<.0001$ |
| Detection:LOD diversity | 4229.09 | 2.00 | $<.0001$ |
| Sample Size:LOD diversity | 1120.46 | 2.00 | $<.0001$ |
| Num. Genes:Method:Landscape | 90.47 | 4.00 | $<.0001$ |
| Num. Genes:Method:Detection | 36.64 | 4.00 | $<.0001$ |
| Num. Genes:Method:Sample Size | 10.43 | 4.00 | 0.0338 |
| Num. Genes:Method:LOD diversity | 41.35 | 2.00 | $<.0001$ |
| Num. Genes:Landscape:Detection | 1302.06 | 4.00 | $<.0001$ |
| Num. Genes:Landscape:Sample Size | 347.91 | 4.00 | $<.0001$ |
| Num. Genes:Landscape:LOD diversity | 3.70 | 2.00 | 0.1572 |
| Num. Genes:Detection:Sample Size | 553.21 | 4.00 | $<.0001$ |
| Num. Genes:Detection:LOD diversity | 3.91 | 2.00 | 0.1417 |
| Num. Genes:Sample Size:LOD diversity | 56.88 | 2.00 | $<.0001$ |
| Method:Landscape:Detection | 250.27 | 8.00 | $<.0001$ |
| Method:Landscape:Sample Size | 192.75 | 8.00 | $<.0001$ |
| Method:Landscape:LOD diversity | 605.91 | 4.00 | $<.0001$ |
| Method:Detection:Sample Size | 19.44 | 8.00 | 0.0127 |
| Method:Detection:LOD diversity | 126.85 | 4.00 | $<.0001$ |
| Method:Sample Size:LOD diversity | 117.71 | 4.00 | $<.0001$ |
| Landscape:Detection:Sample Size | 2084.94 | 8.00 | $<.0001$ |
| Landscape:Detection:LOD diversity | 867.54 | 4.00 | $<.0001$ |
| Landscape:Sample Size:LOD diversity | 1163.94 | 4.00 | $<.0001$ |
| Detection:Sample Size:LOD diversity | 736.44 | 4.00 | $<.0001$ |

Table 2: Full model, 3-way interactions

### 17.1.3 Four-way interactions

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| :---: | :---: | :---: | :---: |
| Num. Genes | 193.68 | 1.00 | < 0001 |
| Method | 11619.48 | 2.00 | < . 0001 |
| Landscape | 426.49 | 2.00 | <. 0001 |
| Detection | 4059.78 | 2.00 | <. 0001 |
| Sample Size | 1500.59 | 2.00 | <. 0001 |
| LOD diversity | 150.27 | 1.00 | < . 0001 |
| Num. Genes:Method | 54.25 | 2.00 | < . 0001 |
| Num. Genes:Landscape | 77.19 | 2.00 | < . 0001 |
| Num. Genes:Detection | 2370.70 | 2.00 | < . 0001 |
| Num. Genes:Sample Size | 357.14 | 2.00 | < . 0001 |
| Num. Genes:LOD diversity | 8.47 | 1.00 | 0.0036 |
| Method:Landscape | 298.90 | 4.00 | < . 0001 |
| Method:Detection | 716.32 | 4.00 | < . 0001 |
| Method:Sample Size | 841.73 | 4.00 | <. 0001 |
| Method:LOD diversity | 119.30 | 2.00 | < . 0001 |
| Landscape:Detection | 6697.76 | 4.00 | < . 0001 |
| Landscape:Sample Size | 3459.44 | 4.00 | <. 0001 |
| Landscape:LOD diversity | 77.85 | 2.00 | <. 0001 |
| Detection:Sample Size | 2466.93 | 4.00 | < . 0001 |
| Detection:LOD diversity | 4132.54 | 2.00 | < . 0001 |
| Sample Size:LOD diversity | 1103.02 | 2.00 | <. 0001 |
| Num. Genes:Method:Landscape | 101.44 | 4.00 | <. 0001 |
| Num. Genes:Method:Detection | 35.22 | 4.00 | < . 0001 |
| Num. Genes:Method:Sample Size | 11.99 | 4.00 | 0.0174 |
| Num. Genes:Method:LOD diversity | 43.71 | 2.00 | < . 0001 |
| Num. Genes:Landscape:Detection | 1262.35 | 4.00 | < . 0001 |
| Num. Genes:Landscape:Sample Size | 350.64 | 4.00 | < . 0001 |
| Num. Genes:Landscape:LOD diversity | 3.55 | 2.00 | 0.1699 |
| Num. Genes:Detection:Sample Size | 532.95 | 4.00 | < . 0001 |
| Num. Genes:Detection:LOD diversity | 2.93 | 2.00 | 0.231 |
| Num. Genes:Sample Size:LOD diversity | 50.25 | 2.00 | < . 0001 |
| Method:Landscape:Detection | 229.42 | 8.00 | <. 0001 |
| Method:Landscape:Sample Size | 215.46 | 8.00 | < . 0001 |
| Method:Landscape:LOD diversity | 627.29 | 4.00 | < . 0001 |
| Method:Detection:Sample Size | 21.27 | 8.00 | 0.0065 |
| Method:Detection:LOD diversity | 131.95 | 4.00 | < . 0001 |
| Method:Sample Size:LOD diversity | 88.97 | 4.00 | < . 0001 |
| Landscape:Detection:Sample Size | 2216.86 | 8.00 | < . 0001 |
| Landscape:Detection:LOD diversity | 867.13 | 4.00 | < . 0001 |
| Landscape:Sample Size:LOD diversity | 1175.97 | 4.00 | < . 0001 |
| Detection:Sample Size:LOD diversity | 819.51 | 4.00 | < . 0001 |
| Num. Genes:Method:Landscape:Detection | 12.73 | 8.00 | 0.1214 |
| Num. Genes:Method:Landscape:Sample Size | 7.44 | 8.00 | 0.4898 |
| Num. Genes:Method:Landscape:LOD diversity | 14.84 | 4.00 | 0.0051 |
| Num. Genes:Method:Detection:Sample Size | 25.87 | 8.00 | 0.0011 |
| Num. Genes:Method:Detection:LOD diversity | 53.99 | 4.00 | < . 0001 |
| Num. Genes:Method:Sample Size:LOD diversity | 2.51 | 4.00 | 0.6425 |
| Num. Genes:Landscape:Detection:Sample Size | 321.87 | 8.00 | < . 0001 |
| Num. Genes:Landscape:Detection:LOD diversity | 74.72 | 4.00 | < . 0001 |
| Num. Genes:Landscape:Sample Size:LOD diversity | 101.05 | 4.00 | < . 0001 |


| Num. Genes:Detection:Sample Size:LOD diversity | 115.78 | 4.00 | $<.0001$ |
| ---: | ---: | ---: | :--- |
| Method:Landscape:Detection:Sample Size | 24.77 | 16.00 | 0.0739 |
| Method:Landscape:Detection:LOD diversity | 19.36 | 8.00 | 0.013 |
| Method:Landscape:Sample Size:LOD diversity | 23.93 | 8.00 | 0.0024 |
| Method:Detection:Sample Size:LOD diversity | 10.02 | 8.00 | 0.2634 |
| Landscape:Detection:Sample Size:LOD diversity | 237.96 | 8.00 | $<.0001$ |

Table 3: Full model, 4-way interactions

### 17.2 Models fitted to each combination of fitness landscape by method

Remember each model uses 3780 observation: 35 replicates, 3 mutation rates, 2 variance settings, 2 number of genes, 3 detection regimes, 3 sample sizes. These correspond to 420 different fitness landscapes: 35 by 3 by 2 by 2 . Each observation is itself the average of five different splits of the set of 20000 simulations.

### 17.2.1 Main effects

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 325.32 | 1.00 | $<.0001$ |
| Sample Size | 797.56 | 2.00 | $<.0001$ |
| Detection | 1101.14 | 2.00 | $<.0001$ |
| LOD diversity | 2.41 | 1.00 | 0.1206 |

Table 4: Represent..OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 84.38 | 1.00 | $<.0001$ |
| Sample Size | 179.66 | 2.00 | $<.0001$ |
| Detection | 470.52 | 2.00 | $<.0001$ |
| LOD diversity | 63.71 | 1.00 | $<.0001$ |

Table 5: Local Peaks.OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 9.65 | 1.00 | 0.0019 |
| Sample Size | 199.97 | 2.00 | $<.0001$ |
| Detection | 206.52 | 2.00 | $<.0001$ |
| LOD diversity | 162.60 | 1.00 | $<.0001$ |

Table 6: RMF.OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 206.70 | 1.00 | $<.0001$ |
| Sample Size | 62.82 | 2.00 | $<.0001$ |
| Detection | 692.92 | 2.00 | $<.0001$ |
| LOD diversity | 79.61 | 1.00 | $<.0001$ |

Table 7: Represent..CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 110.80 | 1.00 | $<.0001$ |
| Sample Size | 48.42 | 2.00 | $<.0001$ |
| Detection | 383.72 | 2.00 | $<.0001$ |
| LOD diversity | 81.86 | 1.00 | $<.0001$ |

Table 8: Local Peaks.CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 35.67 | 1.00 | $<.0001$ |
| Sample Size | 144.12 | 2.00 | $<.0001$ |
| Detection | 48.52 | 2.00 | $<.0001$ |
| LOD diversity | 70.86 | 1.00 | $<.0001$ |

Table 9: RMF.CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 157.75 | 1.00 | $<.0001$ |
| Sample Size | 1331.50 | 2.00 | $<.0001$ |
| Detection | 2493.82 | 2.00 | $<.0001$ |
| LOD diversity | 0.35 | 1.00 | 0.5538 |

Table 10: Represent..CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 71.83 | 1.00 | $<.0001$ |
| Sample Size | 315.26 | 2.00 | $<.0001$ |
| Detection | 823.90 | 2.00 | $<.0001$ |
| LOD diversity | 64.31 | 1.00 | $<.0001$ |

Table 11: Local Peaks.CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 3.82 | 1.00 | 0.0507 |
| Sample Size | 100.38 | 2.00 | $<.0001$ |
| Detection | 320.43 | 2.00 | $<.0001$ |
| LOD diversity | 151.14 | 1.00 | $<.0001$ |

Table 12: RMF.CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 229.87 | 1.00 | $<.0001$ |
| Sample Size | 1084.79 | 2.00 | $<.0001$ |
| Detection | 1145.03 | 2.00 | $<.0001$ |
| LOD diversity | 0.02 | 1.00 | 0.8958 |
| Num. Genes:Sample Size | 168.67 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 705.00 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 4.46 | 1.00 | 0.0347 |
| Sample Size:Detection | 726.35 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 308.31 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 1019.12 | 2.00 | $<.0001$ |

Table 13: Represent..OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 66.47 | 1.00 | $<.0001$ |
| Sample Size | 163.41 | 2.00 | $<.0001$ |
| Detection | 449.46 | 2.00 | $<.0001$ |
| LOD diversity | 74.54 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 34.28 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 443.26 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.02 | 1.00 | 0.895 |
| Sample Size:Detection | 307.15 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 21.38 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 403.27 | 2.00 | $<.0001$ |

Table 14: Local Peaks.OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 9.65 | 1.00 | 0.0019 |
| Sample Size | 213.84 | 2.00 | $<.0001$ |
| Detection | 215.42 | 2.00 | $<.0001$ |
| LOD diversity | 155.94 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 31.75 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 5.39 | 2.00 | 0.0676 |
| Num. Genes:LOD diversity | 0.05 | 1.00 | 0.8191 |
| Sample Size:Detection | 7.68 | 4.00 | 0.1041 |
| Sample Size:LOD diversity | 190.09 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 9.29 | 2.00 | 0.0096 |

Table 15: RMF.OT

|  | Chisq | Df | Pr( $(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 144.41 | 1.00 | $<.0001$ |
| Sample Size | 70.06 | 2.00 | $<.0001$ |
| Detection | 720.04 | 2.00 | $<.0001$ |
| LOD diversity | 89.03 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 154.58 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 574.17 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 5.16 | 1.00 | 0.0231 |
| Sample Size:Detection | 691.60 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 734.28 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 958.49 | 2.00 | $<.0001$ |

Table 16: Represent..CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 90.86 | 1.00 | $<.0001$ |
| Sample Size | 36.29 | 2.00 | $<.0001$ |
| Detection | 351.07 | 2.00 | $<.0001$ |
| LOD diversity | 89.21 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 8.98 | 2.00 | 0.0112 |
| Num. Genes:Detection | 309.60 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.01 | 1.00 | 0.91 |
| Sample Size:Detection | 262.51 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 80.39 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 429.26 | 2.00 | $<.0001$ |

Table 17: Local Peaks.CAPRI_AIC

|  | Chisq | Df | Pr $(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 33.69 | 1.00 | $<.0001$ |
| Sample Size | 164.54 | 2.00 | $<.0001$ |
| Detection | 50.28 | 2.00 | $<.0001$ |
| LOD diversity | 65.36 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 34.37 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 2.23 | 2.00 | 0.3273 |
| Num. Genes:LOD diversity | 1.24 | 1.00 | 0.2663 |
| Sample Size:Detection | 15.51 | 4.00 | 0.0037 |
| Sample Size:LOD diversity | 154.86 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 40.59 | 2.00 | $<.0001$ |

Table 18: RMF.CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 111.35 | 1.00 | $<.0001$ |
| Sample Size | 1727.19 | 2.00 | $<.0001$ |
| Detection | 2829.04 | 2.00 | $<.0001$ |
| LOD diversity | 2.47 | 1.00 | 0.116 |
| Num. Genes:Sample Size | 252.55 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 583.85 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 11.81 | 1.00 | $6 \mathrm{e}-04$ |
| Sample Size:Detection | 583.96 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 367.88 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 634.67 | 2.00 | $<.0001$ |

Table 19: Represent..CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 56.06 | 1.00 | $<.0001$ |
| Sample Size | 313.03 | 2.00 | $<.0001$ |
| Detection | 836.24 | 2.00 | $<.0001$ |
| LOD diversity | 76.98 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 35.78 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 413.32 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.30 | 1.00 | 0.5868 |
| Sample Size:Detection | 296.90 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 19.84 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 292.03 | 2.00 | $<.0001$ |

Table 20: Local Peaks.CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 3.82 | 1.00 | 0.0506 |
| Sample Size | 107.26 | 2.00 | $<.0001$ |
| Detection | 331.99 | 2.00 | $<.0001$ |
| LOD diversity | 144.95 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 21.97 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 4.24 | 2.00 | 0.12 |
| Num. Genes:LOD diversity | 1.16 | 1.00 | 0.2823 |
| Sample Size:Detection | 4.15 | 4.00 | 0.3856 |
| Sample Size:LOD diversity | 181.70 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 1.36 | 2.00 | 0.5071 |

Table 21: RMF.CBN

### 17.2.3 Four-way interactions

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 236.38 | 1.00 | $<.0001$ |
| Sample Size | 1105.42 | 2.00 | $<.0001$ |
| Detection | 1046.08 | 2.00 | $<.0001$ |
| LOD diversity | 0.84 | 1.00 | 0.3593 |
| Num. Genes:Sample Size | 193.98 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 778.62 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 6.38 | 1.00 | 0.0116 |
| Sample Size:Detection | 722.33 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 322.04 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 1027.32 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 96.81 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 28.18 | 2.00 | $<.0001$ |
| Num. Genes:Detection:LOD diversity | 26.39 | 2.00 | $<.0001$ |
| Sample Size:Detection:LOD diversity | 16.00 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection:LOD diversity | 76.54 | 4.00 | $<.0001$ |

Table 22: Represent..OT

|  | Chisq | Df | Pr(>Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 57.63 | 1.00 | $<.0001$ |
| Sample Size | 166.26 | 2.00 | $<.0001$ |
| Detection | 380.88 | 2.00 | $<.0001$ |
| LOD diversity | 72.98 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 35.33 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 409.75 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.04 | 1.00 | 0.8394 |
| Sample Size:Detection | 326.02 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 24.07 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 412.53 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 198.32 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 1.85 | 2.00 | 0.3967 |
| Num. Genes:Detection:LOD diversity | 5.28 | 2.00 | 0.0715 |
| Sample Size:Detection:LOD diversity | 219.97 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection:LOD diversity | 8.77 | 4.00 | 0.0672 |

Table 23: Local Peaks.OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 9.69 | 1.00 | 0.0019 |
| Sample Size | 215.06 | 2.00 | $<.0001$ |
| Detection | 215.20 | 2.00 | $<.0001$ |
| LOD diversity | 155.03 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 32.40 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 5.40 | 2.00 | 0.0673 |
| Num. Genes:LOD diversity | 0.05 | 1.00 | 0.8191 |
| Sample Size:Detection | 7.55 | 4.00 | 0.1096 |
| Sample Size:LOD diversity | 191.25 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 9.34 | 2.00 | 0.0094 |
| Num. Genes:Sample Size:Detection | 0.26 | 4.00 | 0.9925 |
| Num. Genes:Sample Size:LOD diversity | 1.73 | 2.00 | 0.4219 |
| Num. Genes:Detection:LOD diversity | 32.05 | 2.00 | $<.0001$ |
| Sample Size:Detection:LOD diversity | 1.65 | 4.00 | 0.799 |
| Num. Genes:Sample Size:Detection:LOD diversity | 1.63 | 4.00 | 0.8035 |

Table 24: RMF.OT

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | ---: |
| Num. Genes | 163.81 | 1.00 | $<.0001$ |
| Sample Size | 53.20 | 2.00 | $<.0001$ |
| Detection | 661.33 | 2.00 | $<.0001$ |
| LOD diversity | 100.78 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 170.47 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 654.22 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 5.37 | 1.00 | 0.0205 |
| Sample Size:Detection | 691.21 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 750.44 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 972.35 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 48.16 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 24.57 | 2.00 | $<.0001$ |
| Num. Genes:Detection:LOD diversity | 42.41 | 2.00 | $<.0001$ |
| Sample Size:Detection:LOD diversity | 116.19 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection:LOD diversity | 53.68 | 4.00 | $<.0001$ |

Table 25: Represent..CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 87.57 | 1.00 | $<.0001$ |
| Sample Size | 35.06 | 2.00 | $<.0001$ |
| Detection | 329.14 | 2.00 | $<.0001$ |
| LOD diversity | 88.97 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 9.80 | 2.00 | 0.0074 |
| Num. Genes:Detection | 309.31 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.03 | 1.00 | 0.8725 |
| Sample Size:Detection | 272.21 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 87.34 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 437.56 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 63.36 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 1.44 | 2.00 | 0.4879 |
| Num. Genes:Detection:LOD diversity | 4.16 | 2.00 | 0.1248 |
| Sample Size:Detection:LOD diversity | 73.43 | 4.00 | $<.0001$ |
| 2.63 | 4.00 | 0.6213 |  |

Table 26: Local Peaks.CAPRI_AIC

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq $)$ |
| ---: | ---: | ---: | :--- |
| Num. Genes | 33.91 | 1.00 | $<.0001$ |
| Sample Size | 165.45 | 2.00 | $<.0001$ |
| Detection | 50.85 | 2.00 | $<.0001$ |
| LOD diversity | 65.50 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 34.42 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 2.30 | 2.00 | 0.3163 |
| Num. Genes:LOD diversity | 1.25 | 1.00 | 0.2641 |
| Sample Size:Detection | 15.66 | 4.00 | 0.0035 |
| Sample Size:LOD diversity | 155.70 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 41.21 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 1.76 | 4.00 | 0.7805 |
| Num. Genes:Sample Size:LOD diversity | 9.35 | 2.00 | 0.0093 |
| Num. Genes:Detection:LOD diversity | 3.06 | 2.00 | 0.2169 |
| Sample Size:Detection:LOD diversity | 2.52 | 4.00 | 0.6414 |
| Num. Genes:Sample Size:Detection:LOD diversity | 0.83 | 4.00 | 0.9342 |

Table 27: RMF.CAPRI_AIC

|  | Chisq | Df | Pr(>Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 109.99 | 1.00 | $<.0001$ |
| Sample Size | 1798.63 | 2.00 | $<.0001$ |
| Detection | 2781.42 | 2.00 | $<.0001$ |
| LOD diversity | 4.29 | 1.00 | 0.0384 |
| Num. Genes:Sample Size | 292.35 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 633.77 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 13.30 | 1.00 | $3 \mathrm{e}-04$ |
| Sample Size:Detection | 577.47 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 383.39 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 647.75 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 91.32 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 48.42 | 2.00 | $<.0001$ |
| Num. Genes:Detection:LOD diversity | 16.31 | 2.00 | $3 \mathrm{e}-04$ |
| Sample Size:Detection:LOD diversity | 97.29 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection:LOD diversity | 98.90 | 4.00 | $<.0001$ |

Table 28: Represent..CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 46.47 | 1.00 | $<.0001$ |
| Sample Size | 326.11 | 2.00 | $<.0001$ |
| Detection | 762.69 | 2.00 | $<.0001$ |
| LOD diversity | 74.96 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 35.59 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 377.15 | 2.00 | $<.0001$ |
| Num. Genes:LOD diversity | 0.43 | 1.00 | 0.5135 |
| Sample Size:Detection | 315.03 | 4.00 | $<.0001$ |
| Sample Size:LOD diversity | 21.87 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 296.12 | 2.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection | 213.53 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:LOD diversity | 2.25 | 2.00 | 0.3248 |
| Num. Genes:Detection:LOD diversity | 20.79 | 2.00 | $<.0001$ |
| Sample Size:Detection:LOD diversity | 233.91 | 4.00 | $<.0001$ |
| Num. Genes:Sample Size:Detection:LOD diversity | 4.47 | 4.00 | 0.3461 |

Table 29: Local Peaks.CBN

|  | Chisq | Df | $\operatorname{Pr}(>$ Chisq) |
| ---: | ---: | ---: | :--- |
| Num. Genes | 3.85 | 1.00 | 0.0499 |
| Sample Size | 107.17 | 2.00 | $<.0001$ |
| Detection | 332.57 | 2.00 | $<.0001$ |
| LOD diversity | 143.99 | 1.00 | $<.0001$ |
| Num. Genes:Sample Size | 22.27 | 2.00 | $<.0001$ |
| Num. Genes:Detection | 4.25 | 2.00 | 0.1195 |
| Num. Genes:LOD diversity | 1.16 | 1.00 | 0.2811 |
| Sample Size:Detection | 4.19 | 4.00 | 0.3803 |
| Sample Size:LOD diversity | 182.19 | 2.00 | $<.0001$ |
| Detection:LOD diversity | 1.29 | 2.00 | 0.5253 |
| Num. Genes:Sample Size:Detection | 0.42 | 4.00 | 0.9807 |
| Num. Genes:Sample Size:LOD diversity | 0.44 | 2.00 | 0.8014 |
| Num. Genes:Detection:LOD diversity | 24.00 | 2.00 | $<.0001$ |
| Sample Size:Detection:LOD diversity | 8.52 | 4.00 | 0.0744 |
| Num. Genes:Sample Size:Detection:LOD diversity | 1.49 | 4.00 | 0.8284 |

Table 30: RMF.CBN

18 Number of mutations of local maxima and performance


Figure 12: Mean number of mutations of local maxima and JS


Figure 13: Slopes of regression of JS and 1-recall on mean number of mutations of local maxima.

## 19 LOD and CPM diversity: ratios and slopes

The following R code will, via a simple example, show that it is easy to have data where the average of the ratios is larger than one whereas the slope of the regression is negative:

```
a <- 10
n <- 100
sd <- 0.5
x <- runif(n, min = 1, max = 5)
y <- -1 * x + a + rnorm(n, mean = 0, sd = sd)
plot(y ~ x)
summary(lm(y ~ x))
mean(y/x)
```


## 20 Regression of individual CBN unpredictability estimates on LOD diversity



Figure 14: Scatterplot of diversity of paths to the maximum from CBN on true LOD diversity. Each panel contains 9450 points: 3 fitness landscapes * 3 initial sizes * 2 mutation regimes * 3 detection regimes * 5 replicate splits.
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[^1]:    ${ }^{1}$ In more detail, the identical columns were flagged as such by "fusing" the names of the genes, so as to be able to identify them. Then, the paths were post-processed before the analysis to remove the combined name, leaving one of the two, or more, identical names.

[^2]:    ${ }^{2}$ In fact, the diagonal entries are never computed explicitly and are always 0 .

