## Supplementary Information

## 1 Experiment 1

### 1.1 Apparatus and stimuli

Apparatus. Subjects were seated in a dark room, at a viewing distance of 32 cm from the screen, with their chin in a chinrest. Stimuli were presented on a gamma-corrected 60 Hz 9.7 -inch 2048-by-1536 display. The display (LG LP097QX1-SPA2) was the same as that used in the 2013 iPad Air (Apple); we chose it for its high pixel density (264 pixels/inch). The display was connected to a Windows desktop PC using the Psychophysics Toolbox extensions ${ }^{46,47}$ for MATLAB (Mathworks).

Stimuli. The background was mid-level gray $\left(199 \mathrm{~cd} / \mathrm{m}^{2}\right)$. The stimulus was either a drifting Gabor (Subjects $3,6,8,9,10$, and 11) or an ellipse (Subjects 1, 2, 4, 5, and 7). The Gabor had a peak luminance of 398 $\mathrm{cd} / \mathrm{m}^{2}$ at $100 \%$ contrast, a spatial frequency of 0.8 cycles per degrees of visual angle (dva), a speed of 6 cycles per second, a Gaussian envelope with a standard deviation of 4.8 dva, and a randomized starting phase. Each ellipse had a total area of $1 \mathrm{dva}^{2}$, and was black $\left(0.01 \mathrm{~cd} / \mathrm{m}^{2}\right)$. We varied the contrast of the Gabor and the elongation (eccentricity) of the ellipse (Section 1.2).

Categories. In Task A, stimulus orientations were drawn from Gaussian distributions with means $\mu_{1}=-4^{\circ}$ (category 1) and $\mu_{2}=4^{\circ}$ (category 2) and standard deviations $\sigma_{1}=\sigma_{2}=5^{\circ}$. In Task B, stimulus orientations were drawn from Gaussian distributions with means $\mu_{1}=\mu_{2}=0^{\circ}$, and standard deviations $\sigma_{1}=3^{\circ}$ (category 1) and $\sigma_{2}=12^{\circ}$ (category 2) (Fig. 1b). We chose these category means and standard deviations such that the accuracy of an optimal observer would be around $80 \%$.

### 1.2 Procedure

Each subject completed 5 sessions. Each session consisted of two parts; the subject did Task A in the first part, followed by Task B in the second part, or vice versa (chosen randomly). Each part started with instruction and was followed by alternating blocks of 96 category training trials and 144 testing trials, for a total of three blocks of each type, with a block of 24 confidence training trials immediately after the first category training block. Combining all sessions and both tasks, each subject completed 4320 testing trials, 2880 category training trials, and 240 confidence training trials; we did not analyze category training or confidence training trials.

Instruction. At the start of each part of a session, subjects were shown 30 ( 72 in the first session) exemplar stimuli from each category. Additionally, we provided them with a printed graphic similar to Figure 1b, and explained how the stimuli were generated from distributions. We answered any questions.

Category training. To ensure that subjects knew the stimulus distributions well, we gave them extensive category training. Each trial proceeded as follows (Fig. 1a): Subjects fixated on a central cross for 1 s . category 1 or category 2 was selected with equal probability. The stimulus orientation was drawn from the corresponding stimulus distribution (Fig. 1b). Gabors had $100 \%$ contrast, and ellipses had 0.95 eccentricity (elongation). The stimulus appeared at fixation for 300 ms , replacing the fixation cross. Subjects were asked to report category 1 or category 2 by pressing a button with their left or right index finger, respectively. Subjects were able to respond immediately after the offset of the stimulus, at which point verbal correctness feedback was displayed for 1.1 s . The fixation cross then reappeared.

Confidence training. To familiarize subjects with the button mappings, they completed a short confidence training black at the start of every task. We told subjects that in this block, it would be harder to tell
what the stimulus orientation was, there would be no correctness feedback, and they would be reporting their confidence on each trial in addition to their category choice. We provided them with a printed graphic similar to the buttons pictured in Figure 1a, indicating that they had to press one of eight buttons to indicate both category choice and confidence level, the latter on a 4-point scale. The confidence levels were labeled as "very high," "somewhat high," "somewhat low," and "very low." Gabors had $0.4 \%, 0.8 \%$, $1.7 \%, 3.3 \%, 6.7 \%$, or $13.5 \%$ contrast, and ellipses had $0.15,0.28,0.41,0.54,0.67$, or 0.8 eccentricity, chosen randomly with equal probability on each trial (Fig. 1c). Stimuli were only displayed for 50 ms . Trial-to-trial feedback consisted only of a message telling them which category and confidence level they had reported. Other than these changes, the trial procedure was the same as in category training.

Subjects were not instructed to use the full range of confidence reports, as that might have biased them away from reporting what felt most natural. Instead, they were simply asked to be "as accurate as possible in reporting their confidence" on each trial.

Testing. The trial procedure in testing blocks was the same as in confidence training blocks, except that trial-to-trial feedback was completely withheld. At the end of each block, subjects were required to take at least a 30 sec break. During the break, they were shown the percentage of trials that they had correctly categorized. Subjects were also shown a list of the top 10 block scores (across all subjects, indicated by initials) for the task they had just done. This was intended to motivate subjects to score highly, and to reassure them that their scores were normal, since it is rare to score above $80 \%$ on a block.

### 1.3 Subjects

11 subjects (2 male), aged 20-42, participated in the experiment. Subjects received $\$ 10$ per 40-60 minute session, plus a completion bonus of $\$ 15$. The experiments were approved by the University Committee on Activities Involving Human Subjects of New York University. Informed consent was given by each subject before the experiment. All subjects were naïve to the purpose of the experiment. No subjects were fellow scientists.

### 1.4 Descriptive statistics

The following statistical differences were assessed using repeated-measures ANOVA.
In Task A, there was a significant effect of true category on category choice ( $F_{1,10}=285, P<10^{-7}$ ). There was no main effect of reliability, which took 6 levels of contrast or ellipse elongation, on category choice $\left(F_{5,50}=0.27, P=0.88\right)$. In other words, subjects were not significantly biased to respond with a particular category at low reliabilities. There was a significant interaction between reliability and true category, which is to be expected $\left(F_{5,50}=59.6, P<10^{-15}\right)($ Fig. 3a).

In Task B, there was again a significant effect of true category on category choice ( $F_{1,10}=78.3, P<10^{-5}$ ). There was no main effect of reliability $\left(F_{5,50}=2.93, P=0.051\right)$. There was again a significant interaction between reliability and true category $\left(F_{5,50}=28, P<10^{-12}\right)$ (Fig. 3b).

In Task A, there was a significant effect of true category on response $\left(F_{1,10}=136, P<10^{-6}\right)$. There was no main effect of reliability $\left(F_{5,50}=0.61, P=0.642\right)$. There was a significant interaction between reliability and true category $\left(F_{5,50}=58.7, P<10^{-13}\right)($ Fig. 3c).

In Task B, there was a significant effect of true category on response ( $F_{1,10}=54.2, P<10^{-6}$ ). There was a significant effect of reliability $\left(F_{5,50}=4.84, P=0.0128\right)$. There was a significant interaction between reliability and true category $\left(F_{5,50}=29.2, P<10^{-8}\right)($ Fig. 3d $)$.

In Task A, there was a main effect of confidence on the proportion of reports $\left(F_{3,30}=7.75, P<10^{-3}\right)$; low-
confidence reports were more frequent than high-confidence reports. There was no significant effect of true category ( $F_{1,10}=0.784, P=0.397$ ) and no interaction between confidence and category on proportion of responses $\left(F_{3,30}=1.45, P=0.25\right)($ Fig. 3e).

In Task B, there was a main effect of confidence on the proportion of reports ( $F_{3,30}=4.36, P=0.012$ ). There was no significant effect of category $\left(F_{1,10}=0.22, P=0.64\right)$, although there was an interaction between confidence and category $\left(F_{3,30}=8.37, P=0.003\right)$. This is likely because for task B , category 2 has a higher proportion of "easy" stimuli (Fig. 3f).

In both tasks, reported confidence had a significant effect on performance $\left(F_{3,30}=36.9, P<10^{-3}\right)$. Task also had a significant effect on performance $\left(F_{1,10}=20.1, P=0.001\right)$; although we chose the category parameters such that the performance of the optimal observer is matched, subjects were significantly better at Task A. There was no interaction between task and confidence ( $F_{3,30}=0.878, P=0.436$ ) ( $\mathbf{F i g}$. 3g).

Fig. 31-m shows psychometric choice curves for both tasks, at all 6 levels of reliability. Each point represents roughly the same number of trials.

Fig. 3n-o shows a similar set of psychometric curves. These curves differ from Fig. 31-m in that they represent the mean button press rather than mean category choice.

In Task A (Fig. 3l,n), mean category choice and mean button press depend monotonically on orientation, with a slope that increases with reliability. In Task B (Fig. 3m,o), the mean category choice and mean button press tends towards category 1 when stimulus orientation is near horizontal, and tends towards category 2 when orientation is strongly tilted; this reflects the stimulus distributions.

Since some subjects only saw Gabors and some only saw ellipses, we used Spearman's rho to measure the difference in model rankings among the two groups. Spearman's rho is a measure of rank correlation for which a value of 1 indicates that the rankings of two variables are identical. Spearman's rho between Gabor and ellipse subjects for the summed LOO scores of the model groupings in Figure 6 and Figure S13 was 0.952 and 0.944 , respectively. In both model groupings, the identities of the lowest- and highest-ranked models was the same for both Gabor and ellipse subjects. This indicates that the choice of stimulus did not have a systematic effect on model rankings.

## 2 Experiment 2: Separate category and confidence responses and testing feedback

This control experiment was identical to experiment 1 except for the following modifications:

- Subjects first reported choice by pressing one of two buttons with their left hand, and then reported confidence by pressing one of four buttons with their right hand.
- Subjects reported confidence in category training blocks, and received correctness feedback after reporting confidence.
- There were no confidence training blocks.
- In testing blocks, subjects received correctness feedback after each trial.
- 8 subjects ( 0 male), aged 19-23, participated. None had participated in experiment 1, and again, none were fellow scientists.
- Drifting Gabors were used; no subjects saw ellipses.


## 3 Experiment 3: Task B only

This experiment was identical to experiment 1 except for the following modifications:

- Subjects completed blocks of Task B only.
- 15 subjects ( 7 female), aged 19-30, participated. None had participated in experiments 1 or 2 .
- Drifting Gabors were used; no subjects saw ellipses.


## 4 Modeling

### 4.1 Measurement noise

For models where the relationship between reliability (i.e., contrast or ellipse eccentricity) and noise was parametric, we assumed a power law relationship between reliability $c$ and measurement noise s.d. $\sigma$, with additive orientation-dependent noise in the form of a rectified 2 -cycle sinusoid ${ }^{48}$ :

$$
\begin{equation*}
\sigma(c)=\sqrt{\gamma^{2}+\alpha c^{-\beta}}+\psi|\sin 2 s| \tag{1}
\end{equation*}
$$

### 4.2 Response probability

We coded all responses as $r \in\{1,2, \ldots, 8\}$, with each value indicating category and confidence. For all models except the Linear Neural model, the probability of a single trial $i$ is equal to the probability mass of the measurement distribution $p\left(x \mid s_{i}\right)=\mathcal{N}\left(x ; s_{i}, \sigma_{i}^{2}\right)$ in a range corresponding to the subject's response $r_{i}$. Because we only use a small range of orientations, we can safely approximate measurement noise as a normal distribution, rather than a Von Mises. We find the boundaries $\left(b_{r_{i}-1}\left(\sigma_{i}\right), b_{r_{i}}\left(\sigma_{i}\right)\right)$ in measurement space, as defined by the fitting model and parameters $\theta$, and then compute the probability mass of the measurement distribution between the boundaries:

$$
\begin{equation*}
p_{m, \theta}\left(r_{i} \mid s_{i}, \sigma_{i}\right)=\int_{b_{r_{i}-1}}^{b_{r_{i}}} \mathcal{N}\left(x ; s_{i}, \sigma_{i}^{2}\right) d x \tag{2}
\end{equation*}
$$

For Task A, $b_{0}=-\infty^{\circ}$ and $b_{8}=\infty^{\circ}$. For Task B, $b_{0}=0^{\circ}$ and $b_{8}=\infty^{\circ}$; since the task is symmetric around $0^{\circ}$, we only use $|s|$ in our computation of the log likelihood.

To obtain the $\log$ likelihood of the dataset, given a model with parameters $\theta$, we compute the sum of the log probability for every trial $i$, where $t$ is the total number of trials:

$$
\begin{equation*}
\log p(\operatorname{data} \mid \theta)=\sum_{i=1}^{t} \log p\left(r_{i} \mid \theta\right)=\sum_{i=1}^{t} \log p_{\theta}\left(r_{i} \mid s_{i}, \sigma_{i}\right) \tag{3}
\end{equation*}
$$

### 4.3 Model specification

### 4.3.1 Bayesian

Derivation of $d_{\mathrm{A}}$ and $d_{\mathrm{B}}$. The $\log$ posterior ratio $d$ is equivalent to the $\log$ likelihood ratio plus an additive term representing the prior probability over category:

$$
\begin{equation*}
d=\log \frac{p(C=1 \mid x)}{p(C=2 \mid x)}=\log \frac{p(x \mid C=1)}{p(x \mid C=2)}+\log \frac{p(C=1)}{p(C=2)} \tag{4}
\end{equation*}
$$

To get $d_{\mathrm{A}}$ and $d_{\mathrm{B}}$, we need to find the task-specific expressions for $p(x \mid C)$. The observer knows that the measurement $x$ is caused by the stimulus $s$, but has no knowledge of $s$. Therefore, the optimal observer marginalizes over $s$ :

$$
\begin{equation*}
p(x \mid C)=\int p(x \mid s) p(s \mid C) d s \tag{5}
\end{equation*}
$$

We substitute the expressions for the noise distribution and the stimulus distribution, and evaluate the integral:

$$
\begin{equation*}
p(x \mid C)=\int \mathcal{N}\left(s ; x, \sigma^{2}\right) \mathcal{N}\left(s ; \mu_{C}, \sigma_{C}^{2}\right) d s=\mathcal{N}\left(x ; \mu_{C}, \sigma^{2}+\sigma_{C}^{2}\right) \tag{6}
\end{equation*}
$$

Plugging in the task- and category-specific $\mu_{C}$ and $\sigma_{C}$, and substituting these expressions back into equation (4), we get:

$$
\begin{align*}
d_{\mathrm{A}} & =\frac{2 x \mu_{1}}{\sigma^{2}+\sigma_{1}^{2}}+\log \frac{p(C=1)}{p(C=2)}  \tag{7}\\
d_{\mathrm{B}} & =\frac{1}{2} \log \frac{\sigma^{2}+\sigma_{2}^{2}}{\sigma^{2}+\sigma_{1}^{2}}-\frac{\sigma^{2}-\sigma_{1}^{2}}{2\left(\sigma^{2}+\sigma_{1}^{2}\right)\left(\sigma^{2}+\sigma_{2}^{2}\right)} x^{2}+\log \frac{p(C=1)}{p(C=2)} \tag{8}
\end{align*}
$$

In all of our Bayesian models, the 8 possible category and confidence responses are determined by comparing the $\log$ posterior ratio $d$ to a set of decision boundaries $\mathbf{k}=\left(k_{0}, k_{1}, \ldots, k_{8}\right) . k_{4}$ is equal to the log prior ratio $\log \frac{p(C=1)}{p(C=2)}$, which functions as the boundary on $d$ between the 4 category 1 responses and the 4 category 2 responses; $k_{4}$ is the only boundary parameter in models of category choice (and not confidence). $k_{0}$ is fixed at $-\infty$ and $k_{8}$ is fixed at $\infty$. In all models, the observer chooses category 1 when $d$ is positive.
The posterior probability of category 1 can be written as as $p(C=1 \mid x)=\frac{1}{1+\exp (-d)}$.

## Levels of strength.

In Bayes $_{\text {Ultrastrong }}, \mathbf{k}$ is symmetric across $k_{4}: k_{4+j}-k_{4}=k_{4}-k_{4-j}$ for $j \in\{1,2,3\}$. Furthermore, in Bayes $_{\text {Ultrastrong }}, \mathbf{k}_{\mathrm{A}}=\mathbf{k}_{\mathrm{B}}$. So Bayes ${ }_{\text {Ultrastrong }}$ has a total of 4 free boundary parameters: $k_{1}, k_{2}, k_{3}, k_{4}$. Bayes $_{\text {Ultrastrong }}$ is equivalent to the observer comparing $\left|d_{\mathrm{A}}\right|$ and $\left|d_{\mathrm{B}}\right|$ to a task-general set of boundaries to determine the response (Fig. S1, left column).

Bayes $_{\text {Strong }}$ is identical to Bayes $_{\text {Ultrastrong }}$ except that $\mathbf{k}_{\mathbf{A}}$ is allowed to differ from $\mathbf{k}_{\mathbf{B}}$. So Bayes Strong has a total of 8 free boundary parameters: $k_{1 \mathrm{~A}}, k_{2 \mathrm{~A}}, k_{3 \mathrm{~A}}, k_{4 \mathrm{~A}}, k_{1 \mathrm{~B}}, k_{2 \mathrm{~B}}, k_{3 \mathrm{~B}}, k_{4 \mathrm{~B}}$. Bayes Strong is equivalent to the observer comparing $\left|d_{\mathrm{A}}\right|$ to one set of boundaries, and $\left|d_{\mathrm{B}}\right|$ to a different set of boundaries (Fig. S1, middle


Figure S1: Distributions of posterior probabilities of being correct, with confidence criteria for Bayesian models with three different levels of strength. Solid lines represent the distributions of posterior probabilities for each category and task in the absence of measurement noise. Dashed lines represent confidence criteria, generated from the mean of subject 4's posterior distribution over parameters. Each model has a different number of sets of mappings between posterior probability and confidence report. In Bayes $_{\text {Ultrastrong }}$, there is one set of mappings. In Bayes $_{\text {strong }}$, there is one set for Task A, and another for Task B. In Bayes weak , there is one set for Task A, and one set for each reported category in Task B. Plots were generated from the mean of subject 4's posterior distribution over parameters as in Figure 2.
column).
Bayes $_{\text {Weak }}$ is identical to Bayes $_{\text {Strong }}$ except that symmetry is not enforced for $\mathbf{k}_{\mathbf{B}}$. So Bayes ${ }_{\text {Weak }}$ has a total of 11 free boundary parameters: $k_{1 \mathrm{~A}}, k_{2 \mathrm{~A}}, k_{3 \mathrm{~A}}, k_{4 \mathrm{~A}}, k_{1 \mathrm{~B}}, k_{2 \mathrm{~B}}, k_{3 \mathrm{~B}}, k_{4 \mathrm{~B}}, k_{5 \mathrm{~B}}, k_{6 \mathrm{~B}}, k_{7 \mathrm{~B}}$. Bayes ${ }_{\text {Weak }}$ is equivalent to the observer comparing $\left|d_{\mathrm{A}}\right|$ to a set of boundaries, and $d_{\mathrm{B}}$ to a different set of boundaries (Fig. S1, right column).

## Decision boundaries.

In the Bayesian models without $d$ noise, we plug the parameters $\mathbf{k}$ into the left-hand side of equations (7) and (8) and solve for $x$ at the fitted levels of $\sigma$. These values were used as the measurement boundaries $\mathbf{b}(\sigma)$.

In the Bayesian models with $d$ noise, we assume that, for each trial, there is an added Gaussian noise term on $d, \eta_{d} \sim p\left(\eta_{d}\right)$, where $p\left(\eta_{d}\right)=\mathcal{N}\left(0, \sigma_{d}^{2}\right)$, and $\sigma_{d}$ is a free parameter. We pre-computed 101 evenly spaced draws of $\eta_{d}$ and their corresponding probability densities $p\left(\eta_{d}\right)$. We used equations (7) and (8) to compute a lookup table containing the values of $d$ as a function of $x, \sigma$, and $\eta_{d}$. We then used linear interpolation to find sets of measurement boundaries $\mathbf{b}(\sigma)$ corresponding to each draw of $\eta_{d}{ }^{49}$. We then computed 101 response probabilities for each trial (Section 4.2), one for each draw of $\eta_{d}$, and computed the weighted average according to $p\left(\eta_{d}\right)$.

### 4.3.2 Fixed

In Fixed, the observer compares the measurement to a set of boundaries that are not dependent on $\sigma$. We fit free parameters $\mathbf{k}$, and use measurement boundaries $b_{r}(\sigma)=k_{r}$.

### 4.3.3 Lin and Quad

In Lin and Quad, the observer compares the measurement to a set of boundaries that are linear or quadratic functions of $\sigma$. We fit free parameters $\mathbf{k}$ and $\mathbf{m}$, and use measurement boundaries $b_{r}(\sigma)=k_{r}+m_{r} \sigma$ (Lin) or $b_{r}(\sigma)=k_{r}+m_{r} \sigma^{2}$ (Quad).

### 4.3.4 Orientation Estimation

In Orientation Estimation, the observer uses their knowledge of the stimulus distributions to compute a maximum a posteriori estimate of the stimulus:

$$
\begin{align*}
\hat{s} & =\underset{s}{\operatorname{argmax}} p(s \mid x)  \tag{9}\\
& =\underset{s}{\operatorname{argmax}} p(x \mid s) p(s)  \tag{10}\\
& =\underset{s}{\operatorname{argmax}}\left[\mathcal{N}\left(s ; x, \sigma^{2}\right)(p(s \mid C=1)+p(s \mid C=2))\right] \tag{11}
\end{align*}
$$

The observer then compares $\hat{s}$ to a set of boundaries $\mathbf{k}$ to determine category and confidence response.
Decision boundaries. To find the decision boundaries in measurement space, we used gmm1max_n2_fast from Luigi Acerbi's gmm1 Gaussian mixture model toolbox to solve equation (11), computing a lookup table containing the value of $\hat{s}$ as a function of $x$ and $\sigma^{35}$. We then found, using linear interpolation, the values of $x$ corresponding to $\sigma$ and the free parameters $\mathbf{k}$. These values were used as the measurement boundaries $\mathbf{b}(\sigma)$.

### 4.3.5 Linear Neural

In this section, $\mathbf{r}$ refers to neural activity, not button responses.
This model is different from all other models in that the generative model does not include measurement $x$. The model can be derived as follows.

All neurons have Gaussian tuning curves with variance $\sigma_{\mathrm{TC}}^{2}$ and gain $g=\frac{1}{\sigma^{2}}$. Tuning curve means are contained in the vector of preferred stimuli $\tilde{\mathbf{s}}$. The number of spikes in the population is $\mathbf{r} \sim$ $\operatorname{Poisson}\left(g \mathcal{N}\left(s ; \tilde{\mathbf{s}}, \sigma_{\mathrm{TC}}^{2}\right)\right)$. Neural weights are a linear function of the preferred stimuli: $\mathbf{w}=a \tilde{\mathbf{s}}$.

On each trial, we get some quantity that is a weighted sum of each neuron's activity, $z=\mathbf{w} \cdot \mathbf{r}$. $\mathbb{E}[z \mid s]=\mathbf{w} \cdot \mathbb{E}[\mathbf{r} \mid s]=a g \sum_{j} \tilde{s}_{j} \exp \left(-\frac{\left(s-\tilde{s}_{j}\right)^{2}}{2 \sigma_{\mathrm{TC}}^{2}}\right)$.

Rather than sum over all neurons, we assume an infinite number of neurons uniformly spanning all possible preferred stimuli $\tilde{s}$. This allows us to replace the sum with an integral. The expected value of $z$ is $a g \int \tilde{s} \exp \left(-\frac{\left(s-\tilde{s}_{j}\right)^{2}}{2 \sigma_{\mathrm{TC}}^{2}}\right) d \tilde{s}=a g s \sqrt{2 \pi \sigma_{\mathrm{TC}}^{2}}$. The variance of $z$ is $\sum_{j} w_{j}^{2} f_{j}(s)=a g \int \tilde{s}^{2} \exp \left(-\frac{(s-\tilde{s})^{2}}{2 \sigma_{\mathrm{TC}}^{2}}\right) d \tilde{s}=a g \sqrt{2 \pi \sigma_{\mathrm{TC}}^{2}}\left(\sigma_{\mathrm{TC}}^{2}+s^{2}\right)$.
Now that we have the mean and variance of $z$, we are going to assume that $z$ is normally distributed. This is equivalent to assuming that there are a high number of spikes, because the Poisson distribution approximates the normal distribution as the rate parameter becomes high. To compute response probability, we fit neural activity boundaries $\mathbf{k}$, and replace equation (2) with:

$$
\begin{equation*}
p_{\theta}\left(r_{i} \mid s_{i}, \sigma_{i}\right)=\int_{k_{r_{i}-1}}^{k_{r_{i}}} \mathcal{N}\left(z ; a g s_{i} \sqrt{2 \pi \sigma_{\mathrm{TC}}^{2}}, a g \sqrt{2 \pi \sigma_{\mathrm{TC}}^{2}}\left(\sigma_{\mathrm{TC}}^{2}+s_{i}^{2}\right)\right) d z \tag{12}
\end{equation*}
$$

### 4.4 Lapse rates

In confidence and category models, we fit three different types of lapse rate. On each trial, there is some fitted probability of:

- A "full lapse" in which the category report is random, and confidence report is chosen from a distribution over the four levels defined by $\lambda_{1}$, the probability of a "very low confidence" response, and $\lambda_{4}$, the probability of a "very high confidence" response, with linear interpolation for the two intermediate levels.
- A "confidence lapse" $\lambda_{\text {confidence }}$ in which the category report is chosen normally, but the confidence report is chosen from a uniform distribution over the four levels.
- A "repeat lapse" $\lambda_{\text {repeat }}$ in which the category and confidence response is simply repeated from the previous trial.

In category choice models, we fit a standard category lapse rate $\lambda$, as well the above "repeat lapse" $\lambda_{\text {repeat }}$.

### 4.5 Parameterization

Because of tradeoffs when directly fitting parameters $\gamma, \alpha$, $\beta$, we re-parameterized equation (1) as

$$
\begin{equation*}
\sigma(c)=\sqrt{\sigma_{\mathrm{L}}^{2}+\frac{\left(\sigma_{\mathrm{L}}^{2}-\sigma_{\mathrm{H}}^{2}\right)\left(c^{-\beta}-c_{\mathrm{L}}^{-\beta}\right)}{\left(c_{\mathrm{L}}^{-\beta}-c_{\mathrm{H}}^{-\beta}\right)}}+\psi|\sin 2 s|, \tag{13}
\end{equation*}
$$

where $c_{\mathrm{L}}$ and $c_{\mathrm{H}}$ were the values of the lowest and highest reliabilities used. This way, $\sigma_{\mathrm{L}}$ and $\sigma_{\mathrm{H}}$ were free parameters that determined the s.d. of the measurement distributions for the lowest and highest reliabilities, with $\beta$ determining the curvature of the function between the two reliabilities. For models where the relationship between reliability and noise was non-parametric, the first term in equation (1) was replaced with free s.d. parameters $\left(\sigma_{\text {rel. } 1}, \ldots, \sigma_{\text {rel. 6 }}\right)$ corresponding to each of the six reliability levels.
For models where subjects had incorrect knowledge about their measurement noise, we fitted two sets of uncertainty-related parameters. One set was for the generative noise (used in equation (2)), and the other set was for the subject's believed noise (used in equations (7), (8), and (11)).

All parameters that defined the width of a distribution $\left(\sigma_{\mathrm{L}}, \sigma_{\mathrm{H}}, \sigma_{d}, \sigma_{1}, \ldots\right)$ were sampled in log-space and exponentiated during the computation of the log likelihood. See model_parameters.xls for a complete list of each model's parameters.

### 4.6 Model fitting

Rather than find a maximum likelihood estimate of the parameters, we sampled from the posterior distribution over parameters, $p(\theta \mid$ data $)$; this has the advantage of maintaining a measure of uncertainty about the parameters, which can be used for both model comparison and for plotting model fits. To sample from the posterior, we use an expression for the unnormalized log posterior:

$$
\begin{equation*}
\log p(\theta \mid \text { data })=\log p(\text { data } \mid \theta)+\log p(\theta)+\text { constant } \tag{14}
\end{equation*}
$$

where we assumed a factorized prior over each parameter $j$ :

$$
\begin{equation*}
\log p(\theta)=\sum_{j=1}^{n} \log p\left(\theta_{j}\right) \tag{15}
\end{equation*}
$$

where $j$ is the parameter index and $n$ is the number of parameters. We used log-normal priors for parameters that were standard deviations. For the other parameters, we took uniform priors over reasonable, sufficiently large ranges ${ }^{35}$.

We sampled from the probability distribution using a Markov Chain Monte Carlo (MCMC) method, slice sampling ${ }^{50}$. For each model and dataset combination, we ran between 4 and 7 parallel chains with random starting points. For each chain, we took 40,000 to 600,000 total samples (depending on model computational time), discarded the first third of the samples, and kept 10,000 of the remaining samples, randomly selected. All samples with $\log$ posteriors less than 40 below the log posterior of the sample with the highest log posterior were discarded. Marginal probability distributions of the sample log likelihoods were visually checked for convergence across chains. In total we had 842 model and dataset combinations, with a median of 26,668 kept samples $(\mathrm{IQR}=13,334)$.

### 4.7 Model comparison

A more complex model is likely to fit a dataset better than a simpler model, even if only by chance. Since we are interested in our models' predictive accuracy for unobserved data, it is important to choose a metric for model comparison that takes the complexity of the model into account, avoiding the problem of overfitting. Roughly speaking, there are two ways to compare models: information criteria and cross-validation.

Information criteria such as AIC, BIC, AICc, and WAIC, are widely used metrics that add corrections to the negative $\log$ likelihood of the dataset. Most information criteria are based on a point estimate for $\theta$, typically $\theta_{\text {MLE }}$, the $\theta$ that maximizes the log likelihood of the dataset (equation (3)). AIC adds a correction for the number of parameters $n$ to the log likelihood of the dataset: AIC $=-2 \sum_{i=1}^{t} \log p\left(r_{i} \mid \theta_{\text {MLE }}\right)+2 n$. BIC and AICc add corrections that are functions of the number of parameters and the number of trials. WAIC is a more Bayesian approach which is based on samples from the full posterior of $\theta$ (equation (14)), and adds a correction for the effective number of parameters ${ }^{51}$. Although information criteria are computationally convenient, they are based on asymptotic results and assumptions about the data that may not always hold ${ }^{51}$.

An alternative way to estimate predictive accuracy for unobserved data is to cross-validate, fitting the model to training data and evaluating the fit on held out data. Leave-one-out cross-validation (LOO) is the most thorough way to cross-validate, but is very computationally intensive; it requires that you fit your model $t$ times, where $t$ is the number of trials. Here we use a method proposed by Vehtari et al. ${ }^{32}$ for approximating LOO with the full posterior obtained through MCMC:

$$
\begin{equation*}
\mathrm{LOO}=\sum_{i=1}^{t} \log \frac{\sum_{u} w_{i, u} p\left(r_{i} \mid \theta_{u}\right)}{\sum_{u} w_{i, u}} \tag{16}
\end{equation*}
$$

where $w_{i, u}$ is the importance weight of trial $i$ for sample $u$, and $\theta_{u}$ is the $u$-th sampled set of parameters.
In model comparison studies, we are often concerned about whether our conclusions are dependent on the
choice of model comparison metric. Would our model rankings be substantially different if we had used an information criterion instead of LOO?

We computed AIC, BIC, AICc, WAIC, and LOO for all models in the 8 model groupings in Figure S13Figure S20, multiplying the information criteria by $-\frac{1}{2}$ to match the scale of LOO. For AIC, BIC, and AICc, we used the parameter sample with the highest log likelihood as our estimate of $\theta_{\text {MLE }}$. Then we computed Spearman's rho for every possible pairwise comparison of model comparison metrics for all model and dataset combinations, producing 80 total values ( 8 model groupings $\times 10$ possible pairwise comparisons of model comparison metrics). All values were greater than 0.998 , indicating that, had we used an information criterion instead of LOO, we would not have changed our conclusions. Furthermore, there are no model groupings in which the identities of the lowest- and highest-ranked models are dependent on the choice of metric. The agreement of these metrics strengthens our confidence in our conclusions.

### 4.8 Visualization of model fits

Model fits were plotted by bootstrapping synthetic group datasets with the following procedure: For each task, model, and subject, we generated 20 synthetic datasets, each using a different set of parameters sampled, without replacement, from the posterior distribution of parameters. Each synthetic dataset was generated using the same stimuli as the ones presented to the real subject. We randomly selected a number of synthetic datasets equal to the number of subjects to create a synthetic group dataset. For each synthetic group dataset, we computed the mean output (e.g., button press, confidence, performance) per bin. We then repeated this 1,000 times and computed the mean and standard deviation of the mean output per bin across all 1,000 synthetic group datasets, which we then plotted as the shaded regions. Therefore, shaded regions represent the $\pm 1$ s.e.m. of synthetic group datasets.

For plots with orientation on the horizontal axis (e.g., Figure 3j-o), stimulus orientation was binned according to quantiles of the task-dependent stimulus distributions so that each point consisted of roughly the same number of trials. For each task, we took the overall stimulus distribution $p(s)=$ $\frac{1}{2}(p(s \mid C=1)+p(s \mid C=2))$ and found bin edges such that the probability mass of $p(s)$ was the same in each bin. We then plotted the binned data with linear spacing on the horizontal axis, adjusting the horizontal axis tick marks appropriately.

### 4.9 Model recovery

We performed a model recovery analysis ${ }^{52}$ to test our ability to distinguish our core models. We generated synthetic datasets from each of the 8 core models in Figure 6, for both Tasks A and B, using the same sets of stimuli that were originally randomly generated for each of the 11 subjects. To ensure that the statistics of the generated responses were similar to those of the subjects, we generated responses to these stimuli from 4 of the randomly chosen parameter estimates obtained via MCMC sampling (as described in Section 4.6) for each subject and model. In total, we generated 352 datasets ( 8 generating models $\times 11$ subjects $\times 4$ datasets). We then fit all 8 models to every dataset. For computational efficiency, we fit the models with maximum likelihood estimation of parameters by an interior-point constrained optimization (MATLAB's fmincon) rather than with the more time-consuming MCMC sampling used for subject data. We then computed AIC scores from the resulting fits.

We found that the true generating model was the best-fitting model, on average, in all cases (Fig. S2). Overall, AIC "selected" the correct model (i.e., AIC scores were lowest for the model that generated the data) for $86.6 \%$ of the datasets, indicating that our models are distinguishable. We believe that these results would hold if we used the same fitting and comparison procedures as for the subject data (MCMC and LOO, rather than MLE and AIC), because we found that AIC and LOO scores gave us near-identical model rankings for data from real subjects (Section 4.7).

model used to generate synthetic data

Figure S2: Model recovery analysis. Shade represents the difference between the mean AIC score (across datasets) for each fitted model and for the one with the lowest mean AIC score. White squares indicate the model that had the lowest mean AIC score when fitted to data generated from each model. The squares on the diagonal indicate that the true generating model was the best-fitting model, on average, in all cases.

## 5 Neural networks

### 5.1 Architecture

In this section, $r$ and $\mathbf{r}$ refer to neural activity, not button responses.
We trained 3-layer feedforward neural networks to perform Task B ${ }^{42}$. The architecture, described below, is pictured in Figure 7a. The input units were 50 independent Poisson neurons. The mean number of spikes per trial was determined by Gaussian tuning curves with baselines, such that the neurons had spike count

$$
\begin{equation*}
\mathbf{r}_{\text {input }} \sim \operatorname{Poisson}\left(g \mathcal{N}\left(s, \tilde{\mathbf{s}}, \sigma_{\mathrm{TC}}^{2}\right)+\zeta\right) \tag{17}
\end{equation*}
$$

$\tilde{\mathbf{s}}$ is the vector of preferred stimuli, which were linearly spaced from $-40^{\circ}$ to $40^{\circ}$. All neurons had tuning curve width $\sigma_{\mathrm{TC}}^{2}=100$ and baseline $\zeta=0.025$ (to limit the number of trials with zero spikes). Gain $g$ varied from trial-to-trial, and was derived from fits to subject data. Input units were connected, all-to-all, to 200 hidden rectified linear units with responses

$$
\begin{equation*}
\mathbf{r}_{\text {hidden }}=\max \left(0, \mathbf{W}_{\text {input }} \mathbf{r}_{\text {input }}\right) \tag{18}
\end{equation*}
$$

where $\mathbf{W}_{\text {input }}$ was the weight matrix applied to the input units. Both input and hidden layers included a bias unit with a constant response of 1 , which, when multiplied by the fitted weights, effectively adds a fitted bias to the hidden units and output unit. Hidden units were connected to a sigmoidal output unit with response

$$
\begin{equation*}
r_{\text {output }}=\frac{1}{1+\exp \left(-\mathbf{w}_{\text {hidden }} \cdot \mathbf{r}_{\text {hidden }}\right)} \tag{19}
\end{equation*}
$$

where $\mathbf{w}_{\text {hidden }}$ was the weight vector applied to the hidden units.

### 5.2 Training networks and generating datasets

Stimuli $s$ were drawn from the same distributions used for the human experiments in Task B. Gains differed from trial-totrial; to ensure that the reliability of the information available to the networks was similar to the reliability of the subjects' sensory information, the gains were derived from the fits to the Task A choice data in experiment 1. Indeed, the performance of the networks roughly matched the performance of the subjects (Fig. S3c). We used 15 different values for the number of training trials, ranging from 10 to $4.6 \times 10^{5}$, logarithmically spaced (Figure $\mathbf{7 b}$-d only depicts results from the most highly trained networks).

We used standard back-propagation ${ }^{54}$ to minimize crossentropy between network output and category labels; as with the human subjects, the networks did not receive probabilistic feedback during training. Weights were initialized to small random values drawn from a zero-mean Gaussian distribution with s.d. 0.05 . We used mini-batch gradient descent with a batch size of 10 , over a single epoch. We used L2 regularization with regularization term $\alpha=10^{-4}$.

We decoded the optimal posterior $p\left(C=1 \mid \mathbf{r}_{\text {input }}\right)$, which allowed us to compute fractional information loss. Fractional information loss was defined as the KL-divergence between $p\left(C=1 \mid \mathbf{r}_{\text {input }}\right)$ and $r_{\text {output }}$, normalized by the mutual information between the category labels and $\mathbf{r}_{\text {input }}{ }^{55}$.

Learning rate $\eta$ decreased as a function of the batch number $j$ :

$$
\begin{equation*}
\eta_{j}=\frac{\eta_{0}}{1+\tau j} \tag{20}
\end{equation*}
$$

We used a constrained pattern search optimization (MATLAB's patternsearch) to find, for the gains associated with each subject, the $\eta_{0}$ and $\tau$ that minimized fractional information loss on a validation set. We used patternsearch because, unlike fmincon, it is well-suited for optimizing stochastic objective functions.

From each trained network, we generated a test set consisting of 2160 trials, the same number of Task B trials completed by subjects in experiment 1. $r_{\text {output }}$ was mapped onto the 8 category and confidence responses using quantiles. We produced datasets from 4 separately trained networks for gains associated with each subject, generating 660 datasets in total (15 numbers of training trials $\times 11$ subject-derived sets of gains $\times$ 4 datasets).


Figure S3: Neural network optimality, task performance, and model comparison. (a) Posterior probabilities decoded optimally from input unit activity, scattered against network output. Each point is a test trial from a neural network that was trained on the maximum number of training trials. For clarity, a randomly selected subset of test trials is plotted. (b) Fractional information loss as a function of the number of training trials. Error bars represent $\pm 1$ s.e.m. across the means of datasets generated with the gains derived from each subject. (c) Black line indicates network test performance as a function of the number of training trials. Gray error bar indicates $\pm 1$ s.e.m. for the Task B performance of subjects in experiment 1; all subjects completed 1440 training trials. (d) Expected posterior probabilities of each model ${ }^{53}$ as a function of the number of training trials.

We found that $r_{\text {output }}$ was a fairly good approximation of the optimal posterior $p\left(C=1 \mid \mathbf{r}_{\text {input }}\right)$, with some positive bias when the posterior was low (Fig. S3a). We also found that information loss and performance went down as the number of training trials increased (Fig. S3b-c). Both information loss and performance appear to reach asymptote around $2 \times 10^{4}$ trials; therefore, it is unlikely that our results are due to insufficient training.

### 5.3 Behavioral models

We fit the 660 network-generated datasets, obtaining AIC scores for each dataset and model. The fitted models were identical to the 7 Task B models described in the text (and shown in Figure S15 and Table S3), except that we removed
the following mechanisms that we knew not to be present in the neural network generative process:

- All lapse rates except for a uniform lapse rate over all 8 responses
- Orientation-dependent noise
- $d$ noise (applicable to Bayesian models only)

As with model recovery (Section 4.9), we used MLE and AIC (rather than MCMC and LOO) for computational efficiency, due to the large number of datasets being fitted.

After fitting, we used the spm_BMS function in the SPM12 software package to compute the expected posterior probability distribution over models at each number of training trials, using a random effects method of Bayesian model selection ${ }^{53}$. We found that Lin and Quad fit the data best, with Quad fitting best for data generated from less well-trained networks, and Lin fitting best for data generated from highly trained networks (Fig. S3d). This transition is consistent with previous results ${ }^{42}$. We plotted the summed AIC differences for data generated from the most highly trained networks in Figure S4, blue bars.


Figure S4: Model comparison for data generated from an optimal decoder of spikes, and from neural networks trained with $4.6 \times 10^{5}$ training trials. Models are ordered by quality of fit to optimal decoder data. As in Figure 7b, but for all models.

### 5.4 Control

To ensure that our results were not due to overfitting, we performed a model recovery analysis. This was similar to the previously described model recovery, except that we used input layer activity $\mathbf{r}_{\text {input }}$ rather than $x$ and $\sigma$. For the $\mathbf{r}_{\text {input }}$ used in the test set of the 44 most highly trained networks ( 11 subject-derived sets of gains $\times 4$ datasets), we decoded the per-trial optimal posteriors $p\left(C=1 \mid \mathbf{r}_{\text {input }}\right)$. We then mapped
the posterior onto the 8 category and confidence responses using quantiles (this is also how we mapped the trained networks' $r_{\text {output }}$ onto responses, see above). We then fit these datasets with the same models used to fit the datasets produced by the trained networks. We found that Bayes $_{\text {Strong }}$ was the best-fitting model (Fig. S4, black). This suggests that the architecture or the training procedure of the neural networks constrains the type of behavior that can be produced.

## 6 Data and code availability

All data and code used for running experiments, model fitting, and plotting is available on GitHub.


Figure S5: Model fits and model comparison for best-fitting Bayesian model without $d$ noise, and for all Bayesian models with $d$ noise, as in Figure 4.


Figure S6: Bayes $_{\text {Ultrastrong }}+d$ noise fits, as in Figure 3.


Figure $\mathbf{S 7}:$ Bayes $_{\text {Strong }}+d$ noise fits, as in Figure 3.


Figure S8: Bayes $_{\text {Weak }}+d$ noise fits, as in Figure 3.


Figure S9: Fixed fits, as in Figure 3.


Figure S10: Orientation Estimation fits, as in Figure 3.


Figure S11: Linear Neural fits, as in Figure 3.


Figure S12: Lin fits, as in Figure 3.

Figure S13: Model comparison, experiment 1. Models were fit jointly to Task A and B category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.


Table S1: Cross comparison of all models in Figure S13. Cells indicate medians and $95 \% \mathrm{Cl}$ of bootstrapped summed LOO score differences. A negative median indicates that the model in the corresponding row had a higher score (better fit) than the model in the corresponding column. For readability, see table_S1.x/s. See model_parameters.xls for the parameters of each model.


Figure S14: Model comparison, experiment 1. Models were fit to Task A category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 12 pars. | 13 pars. | 12 pars. | 13 pars. |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Fixed | Bayes $+d$ noise | Ori. Est. | Lin. Neur. | Lin |
| 16 pars. | Quad | $-3534[-4552,-2529]$ | $-581[-938,-278]$ | $-1241[-1798,-767]$ | $-270[-436,-117]$ | $-14[-325,246]$ |
| 16 pars. | Lin | $-3532[-4353,-2651]$ | $-572[-799,-339]$ | $-1232[-1566,-863]$ | $-259[-609,124]$ |  |
| 13 pars. | Lin. Neur. | $-3255[-4343,-2231]$ | $-313[-724,75]$ | $-972[-1599,-412]$ |  |  |
| 12 pars. | Ori. Est. | $-2302[-2881,-1705]$ | $651[425,885]$ |  |  |  |
| 13 pars. | Bayes $+d$ noise | $-2956[-3723,-2163]$ |  |  |  |  |

Table S2: Cross comparison of all models in Figure S14. See Table S1 caption.


Figure S15: Model comparison, experiment 1. Models were fit to Task B category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 15 pars. <br> Fixed | 13 pars. <br> Bayes $_{\mathrm{S}}+d$ noise | 16 pars. <br> Bayes $_{\mathrm{W}}+d$ noise | 15 pars. Ori. Est. | 16 pars. <br> Lin. Neur. | $\begin{gathered} 22 \text { pars. } \\ \text { Lin } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 22 pars. | Quad | -3234 [-4390, -2099] | -1664 [-2698, -958] | -978 [-1756, -406] | -2156 [-3352, -1192] | -2060 [-3368, -1037] | $-744[-1387,-224]$ |
| 22 pars. | Lin | $-2480[-3323,-1645]$ | -919 [-1788, -279] | -232 [-900, 346] | -1415 [-2439, -439] | $-1326[-2442,-337]$ |  |
| 16 pars. | Lin. Neur. | -1117 [-2093, -349] | $421[-1095,1689]$ | $1106[-374,2583]$ | $-80[-222,62]$ |  |  |
| 15 pars. | Ori. Est. | -1043 [-1962, -273] | 502 [-934, 1693] | $1184[-202,2588]$ |  |  |  |
| 16 pars. | Bayes $_{\mathrm{W}}+d$ noise | -2230 [-3239, -1307] | -691 [-1082, -390] |  |  |  |  |
| 13 pars. | Bayes $_{\text {S }}+d$ noise | $-1534[-2425,-634]$ |  |  |  |  |  |

Table S3: Cross comparison of all models in Figure S15. See Table S1 caption.


Figure S16: Model comparison, experiment 1. Models were fit jointly to Task A and B category choices. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 8 pars. Fixed | $\begin{gathered} 9 \text { pars. } \\ \text { Bayes }+d \text { noise } \end{gathered}$ | 8 pars. Ori. Est. | 9 pars. <br> Lin. Neur. | $\begin{aligned} & 10 \text { pars. } \\ & \text { Lin } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 pars. | Quad | -1319 [-2541, -611] | -236 [-1072, 358] | -154 [-772, 613] | -729 [-1365, -38] | 323 [-423, 1127] |
| 10 pars. | Lin | -1690 [-2534, -976] | -595 [-927, -311] | -492 [-1023, 238] | $-1087[-1690,-245]$ |  |
| 9 pars. | Lin. Neur. | -591 [-2068, 460] | $486[-504,1211]$ | 591 [406, 789] |  |  |
| 8 pars. | Ori. Est. | -1190 [-2614, -144] | $-114[-1026,579]$ |  |  |  |
| 9 pars. | Bayes $+d$ noise | -1095 [-1657, -629] |  |  |  |  |

Table S4: Cross comparison of all models in Figure S16. See Table S1 caption.


Figure S17: Model comparison, experiment 1. Noise parameters were fit to Task A category choices and then fixed during the fitting of Task B category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 15 pars. <br> Fixed | 13 pars. <br> Bayes $_{\mathrm{S}}+d$ noise | 16 pars. <br> Bayes $_{W}+d$ noise | 15 pars. Ori. Est. | 16 pars. <br> Lin. Neur. | 22 pars. <br> Lin |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 22 pars. | Quad | -4367 [-6304, -2391] | -1670 [-3268, -39] | -1135 [-2501, 333] | -2836 [-4544, -1122] | -2449 [-4200, -969] | $606[6,1269]$ |
| 22 pars. | Lin | -5016 [-6727, -3090] | -2303 [-3578, -921] | $-1773[-2845,-451]$ | $-3497[-4860,-1817]$ | -3127 [-4549, -1575] |  |
| 16 pars. | Lin. Neur. | -1837 [-3566, -378] | $846[-609,2092]$ | $1386[-13,2732]$ | $-345[-933,262]$ |  |  |
| 15 pars. | Ori. Est. | -1498 [-2877, -420] | 1184 [23, 2129] | 1724 [575, 2808] |  |  |  |
| 16 pars. | Bayes $_{\text {W }}+d$ noise | $-3257[-3965,-2494]$ | $-533[-920,-283]$ |  |  |  |  |
| 13 pars. | Bayes $_{\text {S }}+d$ noise | $-2704[-3351,-2027]$ |  |  |  |  |  |

Table S5: Cross comparison of all models in Figure S17. See Table S1 caption.

Figure S18: Model comparison, experiment 2. Models were fit jointly to Task A and B category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.


Table S6: Cross comparison of all models in Figure S18. See Table S1 caption.


Figure S19: Model comparison, experiment 3. Models were fit to Task B category and confidence responses. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 15 pars. Fixed | 13 pars. <br> Bayes $_{\mathrm{S}}+d$ noise | 16 pars. <br> Bayes $_{\mathrm{W}}+d$ noise | 15 pars. Ori. Est. | 16 pars. <br> Lin. Neur. | $\begin{gathered} 22 \text { pars. } \\ \text { Lin } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 22 pars. | Quad | -7326 [-9955, -4905] | -2833 [-3807, -1926] | -1361 [-2022, -777] | -7120 [-9838, -4636] | -6902 [-10376, -3981] | -1577 [-2562, -750] |
| 22 pars. | Lin | -5759 [-7866, -3694] | $-1240[-2567,65]$ | $226[-812,1246]$ | -5530 [-7707, -3539] | -5337 [-8191, -2846] |  |
| 16 pars. | Lin. Neur. | $-450[-1535,1290]$ | 4114 [733, 7796] | 5552 [2338, 9135] | $-214[-1176,1256]$ |  |  |
| 15 pars. | Ori. Est. | -256 [-841, 423] | 4311 [1432, 7134] | 5727 [3067, 8527] |  |  |  |
| 16 pars. | Bayes $_{\text {W }}+d$ noise | -5967 [-8702, -3369] | $-1454[-2179,-835]$ |  |  |  |  |
| 13 pars. | Bayes $_{\text {S }}+d$ noise | -4505 [-7282, -1816] |  |  |  |  |  |

Table S7: Cross comparison of all models in Figure S19. See Table S1 caption.


Figure S20: Model comparison, experiment 3. Models were fit to Task B category choices. Medians and $95 \% \mathrm{Cl}$ of bootstrapped sums of LOO differences, relative to the best model. Higher values indicate worse fits.

|  |  | 7 pars. Fixed | 8 pars. Bayes $+d$ noise | 7 pars. Ori. Est. | 8 pars. <br> Lin. Neur. | 8 pars. <br> Lin |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 pars. | Quad | -777 [-1361, -359] | 162 [-290, 670] | -531 [-1059, -23] | -988 [-1526, -549] | $290[-138,793]$ |
| 8 pars. | Lin | -1084 [-1675, -619] | $-117[-436,76]$ | -830 [-1317, -334] | -1294 [-1825, -778] |  |
| 8 pars. | Lin. Neur. | $215[-566,827]$ | 1174 [535, 1772] | 457 [254, 685] |  |  |
| 7 pars. | Ori. Est. | -255 [-987, 369] | 707 [119, 1259] |  |  |  |
| 8 pars. | Bayes $+d$ noise | -964 [-1290, -663] |  |  |  |  |

Table S8: Cross comparison of all models in Figure S20. See Table S1 caption.

